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Abstract— With the increasing number of wireless devices con-
necting to networks and sharing spectrum resources, interference
has become a major obstacle to improving network performance.
Existing interference management (IM) methods treat interfer-
ence as a negative factor and focus on suppressing or eliminating
its impact on the transmission of intended signals. However, this
often comes at the cost of consuming communication resources
and degrading desired transmission performance. Therefore, the
design of a cost-effective IM method that “exploits” interfer-
ence is important. To achieve this goal, we propose Intelligent
Reflecting Surface Assisted Interference Exploitation (IRS-IE) to
realize efficient desired data transmission. IRS-IE leverages the
low-cost and adaptive deployment capabilities of IRS to gather
and reflect interference towards the interfered receiver (Rx).
By appropriately designing the reflection coefficient of IRS, a
phase shift is introduced to the incident interference, allowing
the reflected interference to interact with its direct counterpart
at the interfered Rx. As a result, the interfered Rx can retrieve its
desired data from the mixed interference. This way, IRS-IE can
make use of the interference to facilitate the desired data trans-
mission. Our theoretical analysis and simulation results show that
IRS-IE significantly improves the spectral efficiency (SE) of the
interfered communication pair over the other IM methods.

Index Terms— Intelligent reflecting surface, interference man-
agement, interference utilization, spectral efficiency.

I. INTRODUCTION

AS WIRELESS communication technologies continue to
develop rapidly, the increasing number of subscribers and
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data services have made spectrum resources scarcer. Numerous
spectrum-sharing mechanisms have thus been proposed to
improve the efficiency of spectrum utilization. However, with
the growing number of concurrent communications, interfer-
ence has become a key impediment to network performance
improvement [1]. Multi-antenna technology exploits array sig-
nal processing to allow communication devices to distinguish
multiple signals and interferences in the spatial domain. This
enables interference management (IM) through the design of
directional beams and/or receive filters. Various IM meth-
ods have been developed, including successive interference
cancellation (SIC) [2], [3], [4], zero-forcing beamforming
(ZFBF) [5], interference alignment (IA) [6], and interference
neutralization (IN) [7], etc.

IM can be realized either individually or jointly at the
transmitter (Tx) and/or the Rx. However, all IM methods
come with their own deficiency. For example, SIC suffers
from error propagation as well as high Rx complexity. For
ZFBF, precoding, while eliminating the effect of interference
on the desired communication, also introduces the signal sent
from the interfering source to its Rx (called the interfering
Rx) to match its channel less effectively, thus weakening
the desired signal strength at the interfering Rx [8]. That
is, ZFBF is achieved at the expense of the performance of
the interfering communication pair. IA suffers from similar
problems as ZFBF, and the interfered Rx needs to consume
an additional spatial degree of freedom (DoF) for placing
the aligned interferences. Although IN need not consume the
DoF at the interfered Rx, it consumes power for constructing
and transmitting the neutralizing signal. Furthermore, there
may be cases where IN is not available due to the limited
transmit power when the interference strength is too high.
In summary, SOTA (state of the art) IM methods cause
some loss of signal quality or/and consumption of commu-
nication resources, such as power and DoF. It is, therefore,
important to develop more efficient and cost-effective IM
methods.

Since all signals are energy-carrying electromagnetic waves,
it is worthwhile to explore whether the energy of interference
can be collected and utilized to reduce the overhead of IM
and facilitate the interfered communication pair’s data trans-
mission. The authors of [9] employed an IRS to backscatter
the jamming signal into the desired signal to enhance the
reception quality for the user. In [10], interferences are cate-
gorized into constructive and destructive types. Subsequently,
partial channel inversion is employed to preserve and lever-
age constructive interference, while effectively mitigating the
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destructive components. Nevertheless, these two methods can
only exploit partial interference, i.e., either the reflected [9]
or the constructive interferences [10], leaving the direct and
destructive disturbances unused. The authors of [11] proposed
interference recycling (IRC), according to which the interfered
Tx no longer sends the desired data but designs a recycling
data and loads it to the recycling signal for transmission. The
recycling signal interacts with the interference so that the
interfered Rx can recover the desired data from the mixed
signal [11]. This method uses both the information and the
energy carried by the interference, but it still requires a portion
of the desired Tx’s power to construct the recycling signal.
Moreover, when the spatial characteristics of the interference
and the desired data deviate from each other significantly,
it incurs a large recycling power overhead. Therefore, it is
of great practical importance to devise low-cost IM methods.

Recently, a programmable meta-surface array consisting of
passive reflective elements, namely an intelligent reflecting
surface (IRS), has received increasing attention [12], [13].
As one of the key technologies for 6G, IRS offers sev-
eral advantages. First, IRS allows for the retention of the
original wireless communication system’s hardware archi-
tecture without requiring additional active radio frequency
(RF) devices, hence minimizing the power consumption and
hardware deployment costs [14]. Second, the IRS is controlled
by the IRS controller connected to the Tx, and the phase and/or
amplitude coefficients of the reflective elements can be flexibly
adjusted with software; this enables the control of the phase
and intensity of the reflected signals, improving data trans-
mission [15], [16], enhancing communication security [15],
[17], [18], [19], and achieving interference management [14],
[20]. Moreover, IRS can even be used for reconfiguration
and detection of the wireless channel environment [15], [21].
However, the current limited research on IRS-based IM still
treats interference as harmful. How to fully leverage interfer-
ence with IRS to achieve efficient data transmission remains
unexplored.

Furthermore, while there have been numerous studies on
IRS, most of them simply use the conventional signal trans-
mission model for method design and performance evaluation.
However, this approach can “double-count” signal power,
as the incident signal to the IRS is only a part of the
original signal from the source. Consequently, this can mislead
IRS-based method design and result in inaccurate performance
evaluation. Therefore, we need to develop a more accurate
and practical signal transmission model suitable for IRS
investigation.

Based on the above discussion, we utilize the theory of
power radiation pattern (PRP) [22] to modify the conventional
signal transmission model, and then employ IRS to effectively
manage interference and achieve efficient data transmission.

The contributions of this paper are three-fold:

• Development of a modified signal transmission model
suitable for IRS-based method design and evaluation.
By incorporating the PRP of transmit/receive antennas
and IRS elements, a more realistic and accurate model is
achieved.

• Proposal of Intelligent Reflecting Surface Assisted Inter-
ference Exploitation (IRS-IE). We use the IRS to reflect
the interference to the interfered Rx, so that the reflected
component can interact with the direct counterpart, allow-
ing the interfered Rx to recover the desired data from
the mixed interference. This way, IRS-IE enables the
efficient utilization of the energy and data information
carried by the interference, thereby realizing low-cost IM
to facilitate the desired transmission.

• Extended design of IRS-IE to more general situations.
First, we allow the PBS to send a recycling signal, which
can enhance the feasibility of IRS-IE and improve the
quality of desired transmission. Second, we investigate
the application of IRS-IE under more general modulation
schemes.

The rest of this paper is organized as follows. Section II
provides an overview of related works while Section III
describes the system model. Section IV presents the design of
IRS-IE. Section V explores the extended design of IRS-IE, and
Section VI evaluates the performance of the proposed method
via simulation. Finally, we conclude this paper in Section VII.

Throughout this paper, we will use the following notations.
C represents the set of complex numbers. Scalars are repre-
sented by non-bold italic letters, while vectors and matrices are
represented by lower- and upper-case bold letters, respectively.
XH denotes the Hermitian of matrix X . |x| indicates the
absolute value of x.

II. RELATED WORK

Among the IM methods mentioned in Section I, SIC [2],
[3], [4] lets the Rx detect the information carried by a signal
component from the received mixed signal in a sequential
manner. Upon detection of a signal component, it is recon-
structed based on the detected data and then subtracted from
the mixed signal. This process continues until all signal
components are detected. ZFBF [5] designs the precoding of
the interference source to create multiple interferences that
are orthogonal to the desired signal at the interfered Rx.
This way, ZFBF can prevent interferences from affecting the
desired transmission. IA [6] employs transmit precoding to
restrict multiple interference components to a subspace of
finite dimension at the interfered Rx. This allows the desired
signal to be transmitted through an interference-free signal
subspace. The authors of [23] have demonstrated the feasibility
of IA to be highly dependent on the parameter settings of the
communication system, including the numbers of Txs and Rxs,
the numbers of transmit and receive antennas, etc. However,
further research has revealed that interference can be not only
aligned but also completely or partially eliminated by exploit-
ing the signal propagation of multiple paths, which is known
as interference neutralization (IN) [7], [24], [25]. IN eliminates
interference by combining interferences from different paths
in a destructive manner, while preserving the desired signal
[24]. Essentially, IN exploits the interactions between wireless
signals/interferences to cancel out the multiple interferences
arriving from the interfering source at the interfered Rx [25].
However, none of the above-mentioned IM methods are cost-
free. Specifically, they either sacrifice some desired signal’s
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transmission quality or consume communication resources,
such as transmit power and spatial DoFs. Most importantly,
they treat interference as a negative factor and aim to eliminate
its impact on the desired signal transmission. In contrast,
the proposed IRS-IE collects the scattered energy from the
interfering source and utilizes it to realize the desired data
transmission.

As for the IRS-related works, [14] applied IRS to manage
inter-cell interference in cellular systems. By designing the
reflection coefficient of IRS, the desired signal components
are constructively superimposed at the intended Rx while
the interferences from the neighboring cells are canceled via
destructive combination. The authors of [15] leveraged the
potential of IRS to reconfigure the propagation environments
and employed IRS to enhance the performance of unmanned
aerial vehicle (UAV)-aided air-ground networks. By jointly
optimizing the UAV trajectory, they were able to enhance the
average achievable rate of the IRS-assisted relaying network
and effectively thwart adversarial eavesdropping attempts. IRS
was adopted in [16] to assist UAV in achieving energy-
efficient transmission. Specifically, the energy-efficiency was
maximized by jointly optimizing the UAV trajectory, transmit
power, and IRS phase shifts based on the statistical CSI. The
authors of [17] proposed a deep learning approach to jointly
optimize the BS’s power allocation and IRS’s reflection beam-
forming to counteract malicious jammers located near multiple
legitimate mobile users and send fake jamming signals through
multiple antennas. Then, without the need for interference
model information, system spectral efficiency can be maxi-
mized. The authors of [18] proposed a joint optimization of
aerial IRS (AIRS) deployment and passive beamforming to
mitigate jamming attacks and enhance legitimate transmission.
The position of AIRS is determined via successive convex
approximation, while the reflection beamforming is obtained
using manifold optimization. IRS was integrated with UAV
in [19] to enhance security in wireless networks. Through the
joint optimization of UAV trajectory, transmit beamforming,
and phase shifts of the IRS, the average secrecy rate of
IRS-assisted UAV wireless networks was maximized. The
authors of [20] studied the interference cancellation ability
of IRS in a multi-user environment, where multiple single-
antenna transceivers communicate simultaneously in a shared
spectrum. They proposed a method to maximize the actual
sum rate while taking into account interference-nulling con-
straints. The method uses the zero-forcing solution obtained
from alternating projection as an initial point for subsequent
Riemannian conjugate gradient optimization. Additionally, the
authors introduced a subgradient projection method with low
computational complexity to maximize the minimum sum
rate. In [21], an IRS is used to facilitate non-line-of-sight
(NLoS) communication where obstacles obstruct the direct
transmission path between BS and mobile users. By reflecting
the desired signal, the IRS creates a virtual line-of-sight (LoS)
link that circumvents the obstacles and effectively targets
the desired Rx. This approach helps eliminate signal cover-
age dead zones and enhances communication performance.
In summary, IRS has the potential to facilitate the design of
cost-effective IM methods due to its low power consumption,

flexible deployment, and controllable signal adjustment capa-
bilities. Based on the above review, existing IRS-related
designs mainly focus on transmission enhancement, physical-
layer security, and interference mitigation. However, to the
best of our knowledge, none of them attempt to leverage IRS
for interference exploitation. In contrast, the proposed IRS-
IE utilizes IRS to collect and reflect the interference, thereby
enabling its exploitation.

As is commonly known, it is crucial to establish an
appropriate channel model for accurate evaluation of IRS
utilization [26]. Some researchers emphasize practical channel
modeling for IRS-empowered systems. For example, [26]
explored potential use cases for IRS in future wireless systems
while accounting for various indoor and outdoor wireless prop-
agation environments as well as practical 5G channel model
issues, and proposed a new software tool for IRS-empowered
millimeter-wave communication systems. The authors of [27]
proposed a hybrid far- and near-field stochastic channel model
for characterizing an IRS-assisted vehicle-to-vehicle propa-
gation environment. To reduce modeling complexity, they
developed a sub-array partitioning scheme to dynamically
divide the entire IRS array into several smaller sub-arrays,
enabling the application of the planar wavefront assumption
to these sub-arrays. On the other hand, numerous other
researchers focus on designing IRS-assisted transmission
mechanisms with commonly used classical wireless channel
models, such as Rayleigh to characterize the IRS links. Unfor-
tunately, this simplified application of channel models tends
to overlook the distinct features of the reflecting and direct
links, potentially misleading the design of IRS-based methods
and incurring inaccurate performance evaluation. Specifically,
these studies primarily rely on the conventional signal trans-
mission model. In this model, the power collected by each IRS
element is calculated based on the Tx’s power. Consequently,
as the number of IRS elements increases, the power of the
reflected signal from the IRS also increases. This results in
double-counting the Tx’s power. Clearly, such a simplistic
utilization of the conventional transmission model is inaccurate
because, in practice, the power captured by the IRS is only a
fraction of the transmission power used by the Tx. To address
this problem, we will incorporate the theory of PRP [22]
to modify the conventional signal transmission model. Then,
we can develop a more realistic and accurate model suitable
for the design and evaluation of IRS-based methods.

III. SYSTEM MODEL

A. Basic System Assumptions

We consider downlink communication in heterogeneous
cellular networks (HCNs) with overlapping macro base station
(MBS) and pico base station (PBS), as shown in Fig. 1.
The MBS controls an IRS consisting of M > 1 reflective
elements. MBS and PBS are equipped with NT1 ≥ 1 and
NT0 ≥ 1 transmit antennas, macro user equipment (MUE) and
pico user equipment (PUE) are equipped with NR1 ≥ 1 and
NR0 ≥ 1 receive antennas, respectively. We use PT1 and PT0

to denote the transmit power of MBS and PBS. MBS transmits
a signal carrying data x1 to MUE and causes interference to
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Fig. 1. System model.

PUE. x0 denotes the desired data that PBS intends to send
to PUE. In our system model, we assume the interference
from PBS to MUE is negligible.1 We use H0 ∈ CNR0×NT0 ,
H1 ∈ CNR1×NT1 , H10 ∈ CNR0×NT1 , H1I ∈ CM×NT1 ,
and HI0 ∈ CNR0×M to represent the channel matrices from
PBS to PUE, MBS to MUE, MBS to PUE, MBS to IRS,
and IRS to PUE, respectively. Because IRS is controlled by
the MBS, MBS can accurately estimate H1I . In addition,
MUE can estimate H1, and PUE can measure H0, H10, and
HI0. Both MUE and PUE feed the above channel matrices
(a.k.a. channel state information (CSI)) to their respective BS
through a low-rate error-free link, and the transmission delay
can be ignored compared to the time scale of the channel
state change [29]. Since MBS and PBS are usually deployed
by the same operator [11], we can assume that PBS can share
PUE’s CSI and desired data information (i.e., x0) with MBS
via inter-BS collaboration.

IRS connects to MBS through the IRS controller. IRS
controller coordinates the CSI collection and signaling trans-
mission between MBS and IRS [30], [31]. Each element of
IRS independently adjusts the incident signal’s phase and
amplitude and reflects it to PUE. IRS’s reflection coefficient
matrix is expressed by an M × M complex matrix Φ =
diag(γ1, · · · , γi, · · · , γM ), where diag(·) represents for the
diagonalization of a vector. γi = ψie

jθi denotes the reflection
coefficient of the ith element where i ∈ {1, 2, · · · ,M}.
ψi ∈ [0, 1]2 and θi ∈ [−π, π) are the amplitude coefficient and

1The power of MBS is known to be several to even hundreds of times
greater than the power of PBS [28]. Moreover, picocells are typically deployed
at the edge of a macrocell to enhance signal coverage or facilitate traffic
offloading. Consequently, the MUE can receive a much stronger desired signal
than the interference from the PBS. Furthermore, when the PBS transmits to its
intended PUE, in order to improve the received signal’s quality, the main lobes
of the PRP of the transmit antenna and its intended receive antenna should be
aligned with each other. As a result, the interference power leaked to the MUE
is limited. Therefore, the disturbance from PBS to MUE is omitted in Fig. 1.
In addition, since the IRS is configured to reflect signal to the PUE, its PRP
is directed towards the PUE. Simultaneously, considering the transmission
distance and path loss between the PBS and the IRS, the interference from
PBS to MUE via IRS is significantly smaller than the direct interference from
PBS to MUE, thus making it negligible.

2Existing research categorizes IRS into two types: passive IRS and active
IRS. In this paper, we present the IRS-IE under the constraint that the
amplitude coefficient of the IRS should be confined within the range [0, 1]
for low power cost. Additionally, in the discussion of Fig. 2, we conclude that
under MPSK, the amplitude coefficient of the IRS should be set to 1 in order
to achieve the best reception performance possible. These characteristics align
with the nature of passive IRS, so the IRS utilized in our work falls into the
passive category.

phase shift coefficient, respectively. For simplicity, we ignore
the signal component that is reflected twice or more [30].

In practice, we can employ a high-speed control link to
facilitate both the delivery of phase-shift information from the
MBS to IRS and data sharing from the PBS to MBS. Thus, the
IRS controller can adjust the reflection coefficient of each IRS
element in real time [9]. In existing communication systems,
such as coordinate multi-point (CoMP) and HCNs, researchers
have reached a consensus that low-latency and high-capacity
wired/wireless backhaul (i.e., control or signaling) link can be
established among communication entities [32], [33], [34].

In our system model, we omit the reflected signal from
MBS to the MUE via IRS. This is because, in practice,
to improve the received signal’s quality, the main lobe of the
PRP of the MBS’s transmit antenna and that of the MUE’s
receive antenna should be aligned with each other (a detailed
discussion of PRP can be found in Section III-B). Similarly,
as the IRS is designed to reflect the signal from MBS to
PUE, the PRP of the IRS elements should align with that
of the PUE’s antenna. Therefore, the signal from MBS via
IRS to MUE is negligible. Additionally, note that the reflected
signal originating from MBS is the desired signal for MUE,
and in our system, we deploy the IRS in close proximity
to the MBS, allowing both the direct and reflected desired
signals to arrive at the MUE synchronously. Then, regardless
of whether the desired reflected signal happens to enhance
or weaken its direct counterpart at the MUE, considering
the reflected component is relatively small, its impact on the
MUE’s reception can be deemed negligible.

Before delving into details, we provide the main parameters
used in this paper in Table I.

B. A Modified Signal Transmission Model

The power radiation pattern (PRP) shown in the subgraph
of Fig. 1 illustrates the variation of the power radiated or
received by an antenna, providing a visual representation of
the direction from which the antenna transmits or receives
the maximum power. The PRP is determined by the hardware
properties of the antenna [22]. In this section, we will leverage
the theory of PRP to derive a modified signal transmission
model that is appropriate for IRS-based method design.

In practice, to improve the received signal’s quality, the
main lobe of the PRP of the transmit antenna and that of the
receive antenna should be aligned with each other. Moreover,
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TABLE I
TABLE OF PARAMETERS

based on the definition of PRP, the radiation power from the
MBS to the MUE/PUE is jointly determined by the PRP of
the antennas/elements of MBS, IRS, and MUE/PUE. In the
proposed IRS-IE, as depicted in Fig. 1, we assume that PBS
does not send any signal — in this case, the lower bound of the
data rate for PUE can be obtained. However, in practice, PBS
can transmit signals to further enhance the pico transmission
performance. Thus, we align the main lobes of the MBS
and MUE, as well as the IRS and PUE, with each other,
respectively. In what follows, we will derive the expressions
of the radiated/received power of MBS, MUE, IRS, and PUE,
respectively, in the scenario of HCNs, as illustrated in Fig. 1.

For clarity, we define the power radiation intensity in the
central direction of the main lobe as 1. Then, we can express

the normalized PRP as a function F (ς, ϑ) in the spherical
coordinate system where ς and ϑ denote the elevation and
azimuth angles, respectively, from antenna g to a particular
transmit or receive antenna. By substituting parameters ς and
ϑ into F (ς, ϑ), we can calculate the power radiation intensity
of antenna g in the direction specified by ς and ϑ. When the
distance between the Tx and the receive antenna array is large
enough, the spherical wave generated by the transmit antenna
array can be approximated as a plane wave upon reaching
the receive antenna array. As a result, the radiation pattern
of the transmit (or receive) antenna array is only affected by
the elevation angle of the receive (or transmit) antenna with
respect to (w.r.t.) the direction of the Tx (or Rx). Thus, based
on the assumption of plane wave, the expression of F (ς, ϑ) is
given as [22]:

F (ς, ϑ) =

{
cos3 ς, ς ∈ [0, π/2], ϑ ∈ (0, 2π]
0, ς ∈ (π/2, π], ϑ ∈ (0, 2π]

. (1)

From Eq. (1) and the right subfigure of Fig. 1, we can find
that F (ς, ϑ) only depends on the elevation angle ς . Moreover,
F (ς, ϑ) reaches its maximum when ς = 0, indicating that
antenna g has the maximum power radiation intensity in the
direction defined by ς = 0.

We use F tM (ςtM , ϑtM ), F I(ςI , ϑI), F rM (ςrM , ϑrM ), and
F rP (ςrP , ϑrP ) to represent the normalized PRP of the
MBS’s transmit antenna, IRS’s element (assuming all IRS
elements have the same radiation characteristics), MUE’s
receive antenna, and PUE’s receive antenna, respectively. Note
that F I(ςI , ϑI) takes into account the relationship between
the incident power radiation intensity and the incident angle,
as well as the reflected power radiation intensity and reflected
angle of the IRS element. We employ a general formula
F a

b (ςab , ϑ
a
b ) to represent the value of the radiation direction

function F a(ςa, ϑa) for equipment a in the direction of equip-
ment b determined by the elevation angle ςab and azimuth angle
ϑa

b . It represents the normalized power radiation intensity,
where a ∈ {tM, I, rM, rP} and b ∈ {tM, I, rM, rP}.
Here, tM , I , rM , and rP stand for MBS, IRS, MUE, and
PUE, respectively. For instance, F tM

rM (ςtMrM , ϑtM
rM ) represents

the power radiation intensity of the MBS’s radiation direction
function F tM (ςtM , ϑtM ) in the direction of MUE.

Based on the derivation of the Rx’s received power
expression in [22] under the far-field beam condition, we can
express the received power of the MUE as being proportional
to F tM

rM (ςtMrM , ϑtM
rM ) and F rM

tM (ςrM
tM , ϑrM

tM ), and the received
power of the PUE as being proportional to F tM

I (ςtMI , ϑtM
I ),

F I
tM (ςItM , ϑI

tM ), F I
rP (ςIrP , ϑ

I
rP ), and F rP

I (ςrP
I , ϑrP

I ).
Therefore, the function values of F tM (ςtM , ϑtM ) in the
direction of MUE, PUE, and IRS are F tM

rM (ςtMrM , ϑtM
rM ) = 1,

F tM
rP (ςtMrP , ϑtM

rP ), and F tM
I (ςtMI , ϑtM

I ), respectively,
which satisfy F tM

rM (ςtMrM , ϑtM
rM ) > F tM

rP (ςtMrP , ϑtM
rP ) and

F tM
rM (ςtMrM , ϑtM

rM ) > F tM
I (ςtMI , ϑtM

I ). The function values of
F I(ςI , ϑI) in the direction of PUE, MUE, and MBS are
F I

rP (ςIrP , ϑ
I
rP ) = 1, F I

rM (ςIrM , ϑI
rM ), and F I

tM (ςItM , ϑI
tM ),

respectively, satisfying F I
rP (ςIrP , ϑ

I
rP ) > F I

rM (ςIrM , ϑI
rM )

and F I
rP (ςIrP , ϑ

I
rP ) > F I

tM (ςItM , ϑI
tM ). The function values

of F rM (ςrM , ϑrM ) in the direction of MBS and IRS are
F rM

tM (ςrM
tM , ϑrM

tM ) = 1 and F rM
I (ςrM

I , ϑrM
I ), respectively,
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which satisfy F rM
tM (ςrM

tM , ϑrM
tM ) > F rM

I (ςrM
I , ϑrM

I ). The
function values of F rP (ςrP , ϑrP ) in the direction of IRS
and MBS are F rP

I (ςrP
I , ϑrP

I ) = 1 and F rP
tM (ςrP

tM , ϑrP
tM ),

respectively, satisfying F rP
I (ςrP

I , ϑrP
I ) > F rP

tM (ςrP
tM , ϑrP

tM ).
In summary, we use Pt1 to denote the effective power

radiated by the MBS to MUE, and we use P̃t1 to denote
the effective power (interference) radiated by the MBS to
PUE, where P̃t1 = αPt1 and α is the power utility factor
of direct interference w.r.t. the PUE. Specifically, we have
α = F tM

rP (ςtMrP , ϑtM
rP )F rP

tM (ςrP
tM , ϑrP

tM ). Since MBS radiates
most power to MUE and there is a distance between PUE and
MUE, the direct interference experienced by the PUE only
accounts for a small portion of the total radiated power from
the MBS. Therefore, we take α as a few tenths. The effective
power of PBS radiating to PUE is denoted as Pt0 , which
satisfies Pt1 < PT1 , P̃t1 < PT1 , and Pt0 < PT0 . As reported
in [28], PT1 is typically several times or even hundreds
of times greater than PT0 , resulting in a significant direct
interference from MBS to PUE that needs to be managed.
Moreover, the reflected interference from the IRS to PUE
is also strong enough to be utilized in mitigating the direct
interference from the MBS [35]. However, it’s important to
note that we will exploit the reflected interference to interact
with its direct counterpart, outputting a signal that carries the
desired data for the PUE. The IRS reflects the radiated power
from MBS to PUE. The effective power of the reflected
signal received by the PUE from the ith IRS element is
denoted as ηiPt1 , where ηi is the power utility factor of
the reflected signal received by the PUE from the ith IRS
element. The value of ηi is primarily determined by the PRP
of MBS, PUE, and IRS, as well as the relative position of
IRS w.r.t. MBS and PUE antennas [22]. In the far-field case,
where all ηi (i ∈ {1, 2, · · · ,M}) have the same value, we can
simplify the notation by using η to represent ηi, and obtain η =
F tM

I (ςtMI , ϑtM
I )F I

tM (ςItM , ϑI
tM )F I

rP (ςIrP , ϑ
I
rP )F rP

I (ςrP
I , ϑrP

I ).
Since F rP

I (ςrP
I , ϑrP

I ) = 1 and F I
rP (ςIrP , ϑ

I
rP ) = 1, we have

η = F tM
I (ςtMI , ϑtM

I )F I
tM (ςItM , ϑI

tM ). As a result, η has a
value that is a few hundredths.

Note that except for the power that MBS radiates to MUE
and PUE, there is still some power that is emitted into the
open space. The IRS can capture a portion, but not all, of the
remaining power radiated from the MBS. According to the
energy conservation law, we have Pt1 + P̃t1 +

∑M
i=1 ηPt1 ≤

ζPT1 where
∑M

i=1 ηPt1 is the power that PUE receives from
IRS’s M elements. Assuming that MUE, PUE, and IRS
can gather the majority of MBS’s radiated power, we let ζ
approach 1. Then, we can easily see from the above inequality
that as the number of IRS elements increases to a certain value,
say Mmax, Pt1+P̃t1+

∑M
i=1 ηPt1 will approach ζPT1 , which is

upper-bounded by PT1 . In other words, the continuous increase
of M will not cause the power collected by the IRS to increase
without limit. Based on the above discussion, we let M ≤
Mmax; when M = Mmax, Pt1 + P̃t1 +

∑M
i=1 ηPt1 = ζPT1

holds. As for the MUE, we disregard the reflected desired
signal that is transmitted from MBS to it via IRS. Moreover,
as MUE is outside the PBS’s communication range, the inter-
ference power reaching MUE from the PBS or from the PBS
via IRS is significantly lower than the desired signal’s power

radiated from MBS. Therefore, the interference experienced
by the MUE is considered negligible. Therefore, in the design
of IRS-IE we focus on improving the transmission efficiency
for the PUE.

IV. DESIGN OF IRS-IE

We now present the design of IRS-IE with MBS employing
M-ary Phase Shift Keying (MPSK) modulation, and MUE
and PUE accordingly adopting MPSK demodulation, as an
example.

Since we assume PBS does not send any signal, the mixed
signal received by PUE can be expressed as:

y0 =
√
αPt1H10p1x1 +

√
ηPt1HI0ΦH1Ip1x1 + z0, (2)

where the first term on the right-hand side (RHS) of Eq. (2)
denotes the direct interference from MBS, while the second
term is the reflected interference reaching PUE via IRS.
z0 represents for the additive white Gaussian noise (AWGN)
vector whose elements have zero-mean and variance σ2

n. p1 is
the precoding vector at the MBS. The ith column of HI0 and
the ith row of H1I are denoted by h

(i)
I0 and h

(i)
1I , respectively,

where i ∈ {1, 2, · · · ,M}. Then, Eq. (2) can be rewritten as:

y0 =
√
αPt1H10p1x1 +

√
ηPt1

∑M
i=1h

(i)
I0ψie

jθih
(i)
1I p1x1

+ z0. (3)

We employ a unit vector f0 ∈ CNR0×1 as the receive filter
at the PBS. Then, the estimated signal can be obtained as:

ŷ0 =
√
αPt1f

H
0 H10p1x1

+
√
ηPt1

∑M
i=1f

H
0 h

(i)
I0ψie

jθih
(i)
1I p1x1 + fH

0 z0. (4)

Note that fH
0 H10p1, fH

0 h
(i)
I0ψie

jθih
(i)
1I p1, and fH

0 z0 are
complex coefficients. To recover the desired data x0, the RHS
of Eq. (4) should satisfy:√

αPt1f
H
0 H10p1x1 +

√
ηPt1

∑M
i=1f

H
0 h

(i)
I0ψie

jθih
(i)
1I p1x1

= λx0. (5)

From Eq. (5), we can see that the estimated data of PUE
extracted from the post-processed mixed signal may be its
desired data x0 scaled by a factor λ. We define x̄0 =
λx0 where λ is a real number. x̄0 can be either in-phase with
(i.e., λ > 0) or in the opposite phase with (i.e., λ < 0) x0.
The polarity of λ can be fed to PUE via an error-free low-rate
link.

The unknown variables on the left-hand side (LHS) of
Eq. (5) are ψi and θi (i ∈ {1, 2, · · · ,M}), both determine
the reflection coefficient ψie

jθi of the ith IRS element. IRS-IE
needs to design each ψie

jθi so that PUE can recover its desired
data from the received mixed interference. In Eq. (5), the vari-
ables (i.e., amplitude and phase) of the first term on the LHS
are known. For clarity, we define it as

√
αPt1f

H
0 H10p1x1 =

s1. The second term on the LHS of Eq. (5) is the sum of
the M reflected interference components, which we define as
sI . Note that in sI , all variables except for ψi and θi are
known, so we define the ith component and its amplitude
and phase as s

(i)
I , ρ(i)

I > 0, and φ
(i)
I ∈ (−π, π], respec-

tively. ρ(i)
I is affected by ψi (ψi ∈ [0, 1]), while φ

(i)
I is
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Fig. 2. Illustration of the impact of ψi and θi on |λ| under M = 2, and given s1 and x0.

influenced by θi (θi ∈ (−π, π]). Therefore, we can have
s
(i)
I =

√
ηPt1f

H
0 h

(i)
I0 h

(i)
1I p1x1 · ψie

jθi = ρ
(i)
I ejφ

(i)
I . λ on the

RHS of Eq. (5) is influenced jointly by ψi and θi. By properly
setting ψi and θi, one can achieve λ as a real number with
the largest possible magnitude, denoted as |λ|. This enables
the PUE to recover its desired data with the highest quality.
In what follows, we will explore the impact of the values of
ψi and θi on |λ|.

Fig. 2 illustrates the influence of ψi and θi on |λ| under
M = 2, and given s1 and x0. In the figure, we use vectors
to represent s1, s(i)I , and x0 in the complex plane, where the
length of the vector is the modulus of the complex number,
while the angle between the vector and the positive real axis
which is denoted by a directed arc represents the phase of
the complex number. Note that the clockwise directed arc
indicates that the phase ranges from 0 to −π, while the
counterclockwise directed arc means the phase is in the range
from 0 to π. We employ

−→
OA,

−−→
OD,

−−→
ABl, and

−−→
BlPl (the

subscript l ∈ {a, b, c} indicates various subplot) to denote
s1, x0, s(1)I , and s

(2)
I , respectively. For clarity, we draw two

auxiliary circles, one with A as the center and ρ
(1)
I (i.e., the

modulus of s(1)I ) as the radius, and the other with Bl as the
center and ρ(2)

I (i.e., the modulus of s(2)I ) as the radius. Recall
that IRS-IE intends to enable PUE to recover its desired data
from the mixed interference with the highest possible quality,
the vector x̄0 (i.e.,

−−→
OPl) obtained by superimposing s(1)I , s(2)I ,

and s1 should be in phase with x0 (i.e., x̄0 = λx0 should
hold. Note that in Fig. 2, we take λ > 0 as example, when
λ < 0, the illustration is similar), and the length of

−−→
OPl (i.e.,

|λ|) should be maximized.
In Fig. 2(a), two reflected interference components have

different phases at the PUE, i.e., φ(1)
I ̸= φ

(2)
I . When ψi = 1

(i ∈ {1, 2}), ρ(1)
I and ρ

(2)
I are maximized. Vectors s(1)I and

s
(2)
I superimpose with s1 to output

−−→
OPa. In Fig. 2(b), we use

θi to let the reflected components at the PUE be in-phase,
i.e., φ(1)

I = φ
(2)
I holds. However, we take ψi < 1, i.e., ρ(1)

I

and ρ
(2)
I are smaller than in Fig. 2(a). Then, in subfigure

(b) vectors s
(1)
I and s

(2)
I interact with s1 and yield

−−→
OPb.

In Fig. 2(c), we set θi to yield φ
(1)
I = φ

(2)
I and let ψi = 1.

Then, the reflected interference components can interact with
s1 to output

−−→
OPc. For comparison, we have marked point

Pc in both Figs. 2(a) and 2(b). One can see from subfigures
(a) and (c) that

−−→
OPc is longer than

−−→
OPa. This indicates

that given same ψi, adjusting θi to let all of the reflected
interferences be in-phase at the PUE allows the PUE to obtain
x̄0 with a larger magnitude. Comparing Figs. 2(b) and 2(c),

we can find that
−−→
OPc is longer than

−−→
OPb. This means that

for a set of determined θi, setting ψi = 1 enables PUE to
recover its desired data better. In summary, to realize desired
data recovery at the PUE, IRS-IE should set ψi = 1 and
determine appropriate θi for each reflective element. This will
allow the M reflected interference components to combine
constructively (i.e., φ(1)

I = · · · = φ
(M)
I = φI holds) and

properly interact with the direct interference at the PUE.
Based on the above discussion, we substitute ψi = 1 into

Eq. (5) and can get:√
αPt1f

H
0 H10p1x1 +

√
ηPt1

∑M
i=1f

H
0 h

(i)
I0h

(i)
1I p1x1 · ejθi

= λx0. (6)

Since a data symbol can be represented by its amplitude
and phase, we can define x0 = κ0e

jϕ0 and x1 = κ1e
jϕ1 . So,

the direct interference, the equivalent reflected interference,
and the reflected interference component can be expressed in
complex form as: s1 =

√
αPt1f

H
0 H10p1x1 = ρ1e

jφ1 , sI =
ρIe

jφI , and s(i)I =
√
ηPt1f

H
0 h

(i)
I0 h

(i)
1I p1x1 · ejθi = ρ

(i)
I ejφ(i)

.
In the above expressions, the amplitudes κ0, κ1, ρI , ρ1, and
ρ
(i)
I are positive real numbers, while the phases ϕ0, ϕ1, φI ,
φ1, and φ(i)

I are in the range of (−π, π]. Then, Eq. (5) can be
simplified as:

s1 +
∑M

i=1s
(i)
I = λx0. (7)

According to the discussions of Fig. 2, when φ(1)
I = · · · =

φ
(M)
I = φI holds s

(i)
I aligns with each other so that the

amplitude of x̄0 is maximized. In this case, we can have:

ρI =
∑M

i=1ρ
(i)
I . (8)

Since only θi in s
(i)
I is unknown, we define s̃

(i)
I =√

ηPt1f
H
0 h

(i)
I0h

(i)
1I p1x1 = ρ

(i)
I ejφ̃

(i)
I as the interference com-

ponent without reflective phase shift. Then, we can get φ̃(i)
I =

φ
(i)
I −θi under the assumption that all of the phases and phase

differences are in the range of (−π, π]. Furthermore, we can
see that all variables in the expression of s̃(i)I are known, so
φ̃

(i)
I is a known variable. Therefore, in order to compute θi to

let φ(1)
I = · · · = φ

(M)
I = φI hold, we need to calculate φI

first, and then apply φ̃(i)
I = φI − θi to determine θi. Based on

the above analysis, we simplify Fig. 2(c) to Fig. 3 where the
calculation of φI is illustrated.

As the figure shows, vectors
−→
OA,

−−→
OD, and

−→
AP repre-

sent the direct interference s1, desired data x0, and the
equivalent reflected interference sI which is the combination
of M in-phase reflected interference components s̃

(i)
I (i ∈
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Fig. 3. Illustration of calculation of φI .

{1, · · · ,M}), respectively. The modulus of
−→
AP is ρI , while

the superposition of s1 and sI results in
−−→
OP (i.e., x̄0). In the

figure, s1, sI , and x̄0 form a triangle △OAP , which is
divided by the real axis into two smaller triangles △OAX and
△OXP . We use directed arc to denote a vector’s phase (e.g.,
φI ) which is in the range of (−π, π]. Moreover, we employ
an undirected arc to represent the angle between two vectors
(e.g., ω1 and ω2), falling in the interval of (0, π]. Since x0

(shared from PBS to MBS) and s1 (MBS can get s1 based
on h10 and h0 shared from PBS) are known, we can get the
angle ω1 between them. We denote the angle between x0 and
sI as ω2 which is to be determined. Then, to triangle △OXP ,
we can apply the theorem “the exterior angle of a triangle is
equal to the sum of its two non-adjacent interior angles” and
get φI = ϕ0 −ω2 where ϕ0 is the phase of x0. To obtain φI ,
we need to calculate ω2 according to the Sine rule as given
by Eq. (9) below:

ω2 = arcsin[(ρ1 sinω1)/ρI ]. (9)

So far, we can obtain sI ’s phase, i.e., φI , by using φI =
ϕ0 − ω2, which in turn determines the phase coefficients
θ1, θ2, · · · , θM of the M reflective elements in IRS according
to φ̃

(i)
I = φI − θi where φ̃

(i)
I is a known variable (see the

discussion below Eq. (8)).
Note that both ϕ0 and φI are phases, so when calculating

the angle of the triangle, it is important to take their positive
or negative status into account. Depending on whether they
are positive or negative, different situations may arise when
solving for φI based on φI = ϕ0−ω2. To better understand the
above phenomenon, we define the phase difference between
s1 and x0 as φδ = φ1 − ϕ0. The solution for φI is illustrated
in Fig. 4 for four different cases, i.e., φδ ∈ (−π,−π/2], φδ ∈
(−π/2, 0], φδ ∈ (0, π/2], and φδ ∈ (π/2, π]. As Fig. 4(a)
shows, when φδ ∈ (−π,−π/2], the equation φI = π −
(−ϕ0) − ω2 can be derived from the triangle △OXP with
consideration of the positive or negative status of both ϕ0 and
φI (which are both in the interval (−π, π]). In other words,
we have φI = ϕ0 − ω2 + π. Likewise, in Figs. 4(b), 4(c),
and 4(d), we can derive the expression for φI by analyzing
the relationship between the interior and exterior angles of the
triangle △OXP .

We present in Table II the relationships between ω2, ϕ0,
and φI under various intervals of φδ .

Upon obtaining sI ’s phase φI , we can compute θi (i ∈
{1, 2, · · · ,M}) according to Eq. (10):

θi = φI − φ̃
(i)
I , (10)

TABLE II
THE RELATIONSHIPS BETWEEN ω2 , ϕ0 , AND φI UNDER VARIOUS

INTERVALS OF φδ

where s̃(i)I ’s phase, φ̃(i)
I , is known (see the discussion below

Eq. (8)). The M reflected interferences should align with each
other at the PUE, so that φ(1)

I = · · · = φ
(M)
I = φI can

hold. With the calculated θi (i ∈ {1, 2, · · · ,M}), IRS-IE can
generate an equivalent reflected interference to interact with
the direct interference at the PUE, which can then recover its
desired data from the mixed interference.

When there are multiple MUEs and one PUE, the MBS
needs to generate multiple orthogonal beams towards its
subscribers. Consequently, the PUE is subjected to multiple
disturbances. However, by exploiting interactions among wire-
less signals, we can aggregate these multiple interferences into
one effective disturbance [36] at the PUE and directly apply
our method. When there are multiple PUEs and one MUE,
we can’t generate multiple reflected interferences interacting
with the disturbance from the MBS towards each PUE and
produce mutually orthogonal transmissions at multiple PUEs.
In such a case, we need to employ multi-user scheduling
method [37] to allow one PUE to receive its signal at a time.
This way, the multi-PUE situation is simplified to a single-
PUE case, enabling the application of our method.

IRS-IE offers advantages over other existing schemes in
several aspects. First, IRS-IE does not require transmit power
for interference exploitation. In contrast, both IN and IRC
require additional power consumption for transmitting neu-
tralizing and recycling signals, respectively. Second, both IN
and IRS-assisted interference cancellation (IRS-IC) focus on
mitigating interference power rather than exploiting it (an
in-depth comparison of IRS-IE and IRS-IC is provided in
Appendix A). In contrast, IRS-SE effectively utilizes both
direct and reflected interferences to enhance the desired trans-
mission. Third, unlike cooperative transmission mechanisms
such as coordinated multi-point (CoMP), IRS-IE eliminates the
need for bi-directional transmit data sharing (i.e., from PBS
to MBS, and vice versa) and complex Tx-side cooperative
signal processing. Additionally, IRS-IE does not alter the
transmission performance of the macro communication pair,
distinguishing it from cooperative transmission.

It is worth noting that IRS-IE requires symbol-level control
of IRS’s reflection coefficients, posing a challenge to its practi-
cal implementation. To the best of our knowledge, the response
time of the IRS to the phase control signaling is determined
by the physical and electrical characteristics of the IRS, which
are beyond the scope of this work. Nevertheless, in practical
use, we can reduce the symbol rate of the pico-transmission to
an integral fraction (e.g., 1/ξ where ξ is a positive integer) of
the interference symbol rate to align with the adjusting speed
of the IRS. In this case, only one out of ξ interference symbols
is utilized for the pico-transmission.

V. EXTENDED DESIGN OF IRS-IE

We presented above the IRS-IE design, demonstrating that
the PUE can recover the desired data from the mixed inter-
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Fig. 4. Illustration of calculation of ψi under various φδs.

Fig. 5. Illustration of the infeasibility of IRS-IE.

ference under the assumption of MPSK. However, in practice,
the direct and reflected interferences may experience random
channel fading, making it challenging for the PUE to recover
the desired data information. Additionally, the macro and
pico communication pairs may employ different modulation
schemes. In this section, we will first present a measurement
to enhance the feasibility of IRS-IE, and then explore its
application to scenarios where the communicating pairs utilize
M-ary quadrature amplitude modulation (MQAM).

A. PBS-Assisted IRS-IE

Before delving into details, we first illustrate in Fig. 5 a
scenario where the PUE is unable to accurately recover its
desired data from the mixed interference.

As the figure shows, the spatial characteristics of the direct
interference s1 and the desired data x0 are very different,
and the strength of the reflected interference sI is weak.
As a result, the circle centered at A and with radius ρI

does not intersect the line determined by x0, indicating
that the PUE cannot recover x0 accurately from the mixed
interference x̄0. However, since both x0 and s1 are known,
we can enhance sI to enable PUE to extract its desired data
from the mixed signal. In what follows, we will present the
measurement to enhance the feasibility of IRS-IE, namely,
PBS-assisted IRS-IE.

In the previous design of IRS-IE, the PBS did not transmit
any signal. However, in practice, the PBS can generate and
send a recycling signal [11], denoted as sRS , to the PUE. sRS

carries the interference data x1 (the explanation of allowing
PBS to transmit x1 instead of x0 is provided in Appendix B),
which is pre-processed by the PBS. The pre-processing coef-
ficient and the reflection coefficients of IRS elements need
to be jointly designed based on H10, H0, HI0, H1I , x1,
and x0.

Fig. 6. Illustration of PBS-assisted IRS-IE.

According to the above design principle, we can rewrite
Eq. (3) as:

y0 =
√
αPt1H10p1x1 +

√
ηPt1

∑M
i=1h

(i)
I0ψie

jθih
(i)
1I p1x1

+
√
Pt0H0pRSx1 + z0, (11)

where the third term on the RHS denotes the recycling signal
sent from the PBS. The unit vector pRS = p0e

jθRS is the
precoder at the PBS, where p0 can be obtained in terms of H0

(e.g., singular value decomposition (SVD) based precoding,
please refer to the first paragraph in Section VI) and θRS

represents a phase offset applied to p0. Then, Eq. (5) becomes:√
αPt1f

H
0 H10p1x1 +

√
ηPt1

∑M
i=1f

H
0 h

(i)
I0ψie

jθih
(i)
1I p1x1

+
√
Pt0f

H
0 H0pRSx1 = λx0. (12)

We use Fig. 6 to illustrate the principle of PBS-assisted
IRS-IE. As the figure shows, the interactions of s1, sI , and
sRS yield x̄0 = λx0, indicating that the PUE can retrieve its
intended data from the mixed signals consisting of the direct
interference, reflected interference, and the recycling signal.

We set sRS =
√
Pt0f

H
0 H0pRSx1 = ρRSe

jφRS , where
the amplitude ρRS is a real number that can be calculated
based on Pt0 , h0, and x1, while the phase φRS ∈ (−π, π]
is affected by θRS . Therefore, we need to jointly design θi

(i ∈ {1, 2, · · · ,M}) and θRS to make sRS and the reflected
interference be in-phase at the PUE. This alignment facilitates
an expanded radius for the circle centered at A, enabling it to
intersect the line defined by x0. Then, we can have:

sinω2 = ρ1/(ρI + ρRS) sinω1. (13)

The solution for θi and θRS is the same as that for θi

presented in Section IV, and hence its details are omitted.
Note that the power of PBS can be utilized for both

recycling signal and desired signal transmission. Therefore,
by optimally allocating the power of PBS, we can enhance
the transmission performance of the PUE while ensuring
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Fig. 7. DAI-assisted IRS-IE under 16QAM interference.

the feasibility of IRS-IE. However, due to space limitation,
we omit the discussion of the optimal power allocation of the
PBS which will be part of our future work.

B. Application of IRS-IE Under MQAM

So far, we assumed that the MBS employs MPSK modula-
tion, and the PUE treats the mixed interference as an MPSK
signal for demodulation. Thus, IRS-IE only needs to consider
the phase of x0. When MQAM modulation is adopted at
MBS, both amplitude and phase represent data information.
In this situation, when the PUE treats its perceived mixed
interference as an MQAM modulated signal, the reflected
interference must interact with the direct one to produce a
mixed interference with accurate amplitude and phase charac-
teristics. Consequently, the IRS-IE may need to amplify the
incident signal at the IRS, requiring the amplitude coefficient
to be larger than 1. In such a case, an active IRS is necessary.
Then, the value of λ in Eqs. (5)–(7) should be 1. So, we can
rewrite Eq. (7) as:

s1 +
∑M

i=1s
(i)
I = x0. (14)

From Eq. (14), we can determine the target amplitude and
phase of the reflected interference sI =

∑M
i=1 s

(i)
I . Then, the

reflection coefficient of each IRS element, denoted as ψie
jθi

where ψi and θi are the amplitude and phase coefficients,
respectively, can be calculated according to Eqs. (8) and (10).

If a passive IRS is still employed in the IRS-IE, as IRS-IE
can only control the reflected interference, and the intensity of
the reflected interference is limited by the PRP of MBS, IRS
elements, and PUE, generating the required reflected interfer-
ence with desired amplitude and phase becomes challenging.
To address the above issue, we propose a method called
discarding amplitude information (DAI) to enable PUE to
process an interfering MQAM modulated signal as an MPSK
signal for demodulation and retrieve the desired data therein.

Fig. 7 takes the 16QAM and 16PSK as an example to show
the principle of DAI. As the figure shows, the constellation
points correspond to waveforms with various phases and
amplitudes. For ease of implementation and fair comparison,
we equalize the average power of constellation points for both
16QAM and 16PSK. Consequently, there are 8 constellation
points in 16QAM that have the same amplitude as the con-
stellation points in 16PSK, as illustrated in Fig. 7(a).

Under DAI, when the MBS adopts 16QAM, the PUE
demodulates its perceived mixed interference using 16PSK.

Without loss of generality, we let the desired data x1 for MUE
and x0 for PUE be “1110” and “1010”, respectively. Then,
the interference from the MBS to PUE can be represented
by a red arrow, s1, as shown in Fig. 7(b). At the MUE,
the desired signal transmitted from the MBS is decoded to
obtain x1, as depicted by the black arrow in Fig. 7(a). With
proper design of the reflection coefficients of IRS elements,
a reflected interference sI (the blue arrow in Fig. 7(b)) can
be produced. sI interacts with s1, causing the phase of x̄0

(the green arrow in Fig. 7(b)) obtained by PUE from post-
processing the mixed interference to fall within the range of
the constellation point “1010” (i.e., x0, the orange arrow in
subfigure 7(b)) in 16PSK. This way, the requirement for the
specific amplitude of the mixed interference under MQAM is
eliminated, making the construction of reflected interference
easier. In summary, with the assistance of DAI, IRS-IE only
needs to construct a reflected interference that can steer the
direct interference to the correct phase, without the need to
consider the amplitude of the target constellation. Then, the
PUE can recover its desired data according to the method
presented in Section IV.

It is worth noting that in the current design of IRS-IE,
as described in Sections IV and V-B, the modulation order of
the interference and the demodulation order at the interfered
Rx are identical. However, in practical use, the modulation
and demodulation orders can be different. By leveraging inter-
BS cooperation, the MBS can control the IRS to generate a
reflected interference component to interact with the direct one
at the PUE, yielding a desired signal waveform that the PUE
intends to process afterward. The order of the combined signal
matches the demodulation order at the PUE.

VI. EVALUATION

We now use MATLAB simulation to evaluate the perfor-
mance of the proposed IRS-IE. First, we will simulate the
feasibility of the proposed IRS-IE. We will then compare
IRS-IE with other typical IM methods in terms of the spectral
efficiency (SE) of the desired transmission. Without loss of
generality, we adopt a spatially uncorrelated Rayleigh flat
fading channel model to model the elements of the above
matrices as independent and identically distributed zero-mean
unit-variance complex Gaussian random variables. We assume
that all UEs experience block fading, i.e., channel parameters
remain constant in a block consisting of several time slots
and vary randomly between successive blocks. We set NT1 =
NT0 = NR1 = NR0 = 2. Both the macro and pico com-
munications employ BPSK modulation/demodulation. Taking
singular value decomposition (SVD) based precoding and
filtering as an example, we apply SVD to H0 and H1 to
obtain H0 = U0Λ0V

H
0 and H1 = U1Λ1V

H
1 , respectively.

Then, we employ p0 = v
(1)
0 and p1 = v

(1)
1 as the precoding

vectors at PBS and MBS, while f0 = u
(1)
0 and f1 = u

(1)
1 are

the filter vectors at PUE and MUE, where v
(1)
0 , v

(1)
1 , u

(1)
0 ,

and u
(1)
1 represent the first column vectors of V 0, V 1, U0,

and U1, respectively.
Next, we will first simulate the impact of M , power utility

factor α, and η on the feasible probability of IRS-IE. Let
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Fig. 8. Variation of the feasible probability of IRS-IE with M under various
αs and ηs.

PT1 and PT0 be the transmit power of MBS and PBS,
respectively. According to the modified signal transmission
model in Section III-B, the effective power of MBS radiating
to MUE is denoted as Pt1 , and the effective power of MBS
radiating to PUE is P̃t1 = αPt1 , where α ∈ [0.2, 0.4].
Additionally, the effective power of PBS radiating to PUE is
denoted as Pt0 . Since the relationships between PT0 and PT1 ,
as well as Pt0 and PT0 , only affect the simulations of Figs. 10-
12, we will provide their details prior to the presentation of
these figures. The effective power of the reflected interference
that PUE receives from each IRS element is ηPt1 , where
η ∈ [0.01, 0.05]. α and η are determined by such factors as
the position and PRP of MBS, PBS, and IRS. Using Monte
Carlo simulation, we set the number of simulation runs to
2 × 105. In each simulation, we randomly generate h0 and
h1, and evaluate the performance of IRS-IE under the above
parameter settings.

Fig. 8 plots the impact of the number of IRS elements M
on the feasible probability (Fp) of IRS-IE (i.e., the probability
that x̄0 is aligned with x0) under various αs and ηs. As the
figure shows, given fixed α and η, the Fp of IRS-IE increases
as M grows, eventually reaching 1. This is because when
M is small, the interference power gathered by IRS is also
small, making high the probability that the PUE cannot recover
its desired data from the mixed interference. As M grows
larger, the strength of reflected interference increases, hence
improving the feasibility of IRS-IE. Given fixed α and M , the
Fp of IRS-IE grows as η increases. This is because a larger η
leads to the collection of more interference power by the IRS,
increasing the intensity of reflected interference (i.e., ρI ) and
thus increasing the probability that the PUE can retrieve its
desired data from the mixed interference. When η and M are
fixed, the Fp of IRS-IE decreases with an increase of α. This
is because a larger α leads to a stronger direct interference s1,
and achieving IRS-IE requires a stronger reflected interference
sI (as shown in Fig. 5, a circle centered at A with a larger
radius is required). As a result, the Fp of IRS-IE decreases.
Moreover, we can observe from Fig. 8 that the Fp IRS-
IE saturates as M approaches 16. This indicates that under
α ∈ {0.2, 0.3, 0.4} and η ∈ {0.01, 0.03, 0.05}, increasing
M beyond 16 does not enhance the IRS’s ability further to
gather more interference power. Therefore, in the following
evaluation, we set Mmax = 16.

Fig. 9. The feasible probability of IRS-IE under M = 16 and various αs
and ηs.

TABLE III
THE IMPACT OF INCREASING M , α, AND η ON THE FP OF IRS-IE

Fig. 9 plots the impact of α and η on the feasible probability
of IRS-IE under M = Mmax = 16. Since under α ∈ [0.2, 0.4]
and η ∈ [0.01, 0.05], an IRS with 16 elements can gather
sufficient interference power and forward it to the PUE, the
Fp of IRS-IE under these parameter settings exceeds 98.64%.
At α = 0.2 and η = 0.01, the Fp reaches approximately
99.92%. At α = 0.4 and η = 0.05, it achieves around 100%.
Moreover, for α = 0.2 and η = 0.05, the Fp is 100%. As the
figure shows, the feasibility of IRS-IE improves as α decreases
and η increases. This is because a lower α reduces the required
strength of the reflected interference, while a higher η enables
the IRS to collect more interference power. As a result, the
Fp of IRS-IE increases until 100%.

We present in Table III the impact of increasing M , α, and
η on the feasible probability of IRS-IE, where the notations ↗
and ↘ represent an increase and decrease in Fp, respectively.

In what follows, we simulate and compare the spectral
efficiency (SE) of IRS-IE with other existing IM methods,
including zero-forcing (ZF) reception, interference neutraliza-
tion (IN) [7], IRS-assisted interference cancellation (IRS-IC),
and interference recycling (IRC) [11]. Here, IRS-IC adjusts
the reflection coefficient of the IRS to ensure that the reflected
interference has the opposite phase to the direct interference
at the desired/interfered PUE. For the pico-communication
pair, PBS uses p0 = v

(1)
0 for precoding and PUE employs

f0 = u
(1)
0 as the filter vector. This approach helps suppress

the influence of interference on the desired transmission. How-
ever, since IRS cannot amplify its incident signal, we cannot
guarantee the strength of the reflected interference to be
identical to its direct counterpart. As a result, there may
be residual interference that could potentially degrade the
reception at the desired Rx. Moreover, transmission without
IM, namely non-IM, is also simulated for comparison, where
the pico-communication pair perform data transmission the
same as that in IRS-IC. Note that when IRS-IE, IN, and
IRC become infeasible, we switch to non-IM to compute
PUE’s SE. Although PT1 (ranges from 43dBm to 49dBm)
is several or even hundreds of times that of PT0 (ranges
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Fig. 10. Comparison of PUE’s SE under various εs and τ ∈ {2, 4}.

from 24dBm to 37dBm) [28], due to the inverse proportion
of the path loss to the square of distance (MBS is far from
PUE, about a few thousand meters, while PBS is close to
PUE, about a few hundred meters) [38], we comprehensively
consider path loss within the transmit power PT1 and PT0

of MBS and PBS, and set PT1 = τPT0 (PT1 and PT0 in
the following text also include path loss), where τ ∈ [1, 4]
in the simulation. We define the normalized value of MBS’s
transmit power to noise as ε = 10 lg(PT1/σ

2
n)dB, where σ2

n

represents additive white Gaussian noise (AWGN) power, and
set ε ∈ [0, 30]dB. Considering the fact that most of MBS’s
power is sent to the MUE (i.e., Pt1 ), while a relatively small
amount of MBS’s power is received by the PUE (consisting of
a direct component, αPt1 , and a reflected component, MηPt1 ,
via the IRS), without loss of generality, we set Pt1 = 0.6PT1 ,
α = 0.33 and η = 0.015 (note that 0.33Pt1 = 0.2PT1 and
0.015Pt1 = 0.009PT1 ), and take M = Mmax = 16.

Fig. 10 shows the variation of PUE’s SE obtained by dif-
ferent methods with ε when τ takes different values. It should
be noted that when using IRS-IE, we assume PBS does not
send any signals, i.e., the power overhead of PBS is 0, while
when using other methods, the transmit power of PBS is PT0 .
For fairness, we also simulate an enhanced version of IRS-IE,
namely eIRS-IE, with which PBS sends a recycling signal with
transmit power PT0 (as discussed in Section V-A), which is
denoted as eIRS-IE. Additionally, we plot PUE’s SE of IRS-IE
with single antenna configuration, namely IRS-IE w/ SA.

Fig. 10(a) compares the PUE’s SE of different methods
under various εs and τ = 2. As the figure shows, eIRS-IE
achieves the highest SE, followed by IRS-IE and IRS-IE w/
SA, and then by IRC, next by IRS-IC. When ε is small, the SE

performance of ZF and IN is inferior to that of non-IM. This is
because the noise power is greater than the interference/desired
signal at this time, i.e., noise is the key factor affecting SE, and
ZF and IN can cause a loss in the desired signal transmission
performance when managing interference (ZF reduces the
desired signal received by the PUE from the PBS while
eliminating interference; IN needs to consume the transmit
power of PBS to offset interference at the PUE). Therefore,
the SE benefits brought by eliminating interference are less
than the SE loss caused by interference management, resulting
in a lower SE than that of non-IM. As ε increases, the SE
of ZF and IN improves and eventually outperforms that of
non-IM. This is because the noise power is smaller than the
interference/desired signal, and thus interference becomes a
key factor affecting SE. As a result, the increase in PUE’s
SE achieved by using IM exceeds the SE loss incurred by IM
costs, yielding higher SE of ZF and IN than that of non-IM.

Since eIRS-IE utilizes both direct and reflected interference
and also allows PBS to send a recycling signal to PUE, the
mixed signal at PUE is equivalent to the desired signal of
greater strength, thus maximizing the SE of PUE obtained by
eIRS-IE. The SE of IRS-IE w/ SA overlaps with that of IRS-
IE using multiple antennas. This is due to the fact that under
IRS-IE, PBS does not transmit any signal, and the transmis-
sion from MBS is directed towards MUE rather than PUE.
Therefore, while employing multiple antennas can provide
beamforming gain, it does not contribute to the enhancement
of PUE’s SE under IRS-IE. IRS-IE is superior to IRC in PUE’s
SE. This is because the reflection coefficient matrix of IRS
can modify the channel so that all the reflected interference
components are in-phase at the PUE, resulting in a reflected
interference which is stronger than the recycling signal, and
thus IRS-IE outperforms IRC. As for the comparison between
IRC and IRS-IC, IRC converts interference using a recycling
signal, thus utilizing the interference for desired transmission.
In contrast, IRS-IC leverages the reflected disturbance for
interference suppression. Therefore, IRC can yield a higher
PUE’s SE than IRS-IC. As mentioned before, both ZF and IN
cause a loss of desired signal’s transmission performance when
managing interference, while both IRS-IE and IRC leverage
the power and data carried by interference, so they achieve a
higher SE of PUE than ZF and IN.

Fig. 10(b) gives the variation of the PUE’s SE obtained
using different methods under various εs when τ = 4. As the
figure shows, the variation pattern of the SE curves with
different methods is similar to that in Fig. 10(a). However,
since the transmit power of PBS under τ = 4 is weaker
than that under τ = 2, the SE curves of the studied methods
degrade more or less in subfigure (b) compared to subfigure
(a). IRS-IE’s SE is the least affected, followed by eIRS-IE’s
SE. Fig. 11 shows a further analysis of the impact of τ on the
SE performance of various IM methods.

Fig. 11 plots the variation of PUE’s SE with τ under
different methods and various εs. In both subplots, the SE
of PUE yielded by IRS-IE shows a very slight decrease as ε
grows. This is because given fixed ε, PT1 is a deterministic
value while PT0 reduces as τ increases. Moreover, although
the Fp of IRS-IE is high (when IRS-IE is feasible, the SE
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Fig. 11. Comparison of PUE’s SE under various τs and ε ∈ {5dB, 20dB}.

of PUE is only affected by PT1 ), there is still a very low
probability of infeasibility (in which PBS employs non-IM
to transmit to PUE, and the SE of non-IM decreases as τ
increases). Combining the above analyses, the SE of IRS-IE
decreases slightly as τ grows. In contrast, since the PUE’s
SE of the other methods depends on PT0 , it shows a obvious
reduction as τ increases.

Fig. 11(a) compares the PUE’s SE of different methods
under various τs and ε = 5dB. As shown in the figure,
excluding IRS-IE which has been discussed in the previous
paragraph, eIRS-IE yields the highest SE, followed by IRC,
IRS-IC ranks third, non-IM ranks fourth, and IN ranks fifth,
while ZF’s SE is the smallest. When τ is very low, the
interference power for utilization is small, making IRS-IE’s SE
inferior to IRC’s. As τ increases, IRS-IE’s SE exceeds IRC’s.
The analysis can be found in the discussion about Fig. 11.
Fig. 11(b) compares the PUE’s SE under various τs and
ε = 20dB. As the figure shows, eIRS-IE achieves the highest
SE, followed by IRC, IRS-IC ranks third, ZF ranks fourth, and
IN ranks fifth, while non-IM has the lowest SE. A detailed
analysis of these results can be found in the discussion of
Fig. 10, and is thus omitted here.

Fig. 12 compares the PUE’s SE of IRS-IE, eIRS-IE, IRS-IE
w/ DAI, and eIRS-IE w/ DAI. We assume that the PBS intends
to transmit to PUE employing 16PSK modulation. As for the
MBS, it employs 16PSK for transmission under IRS-IE and
eIRS-IE. This is because both methods require the interfered
transmission pair to use the same modulation scheme as the
interfering source. However, when using IRS-IE w/ DAI and
eIRS-IE w/ DAI, the MBS uses 16QAM for transmission.
This is because, with the assistance of DAI, the interfered

Fig. 12. Comparison of PUE’s SE under various εs.

transmission pair is able to use a modulation scheme that
differs from the interfering source. The remaining parameter
settings are the same as those given in Fig. 10(a). Although
we take 16QAM/16PSK as an example to compare different
methods, similar results can be obtained with other modulation
schemes as well. Due to space limitation, we omit the specific
results in this discussion. As the figure shows, the SE of
IRS-IE w/ DAI and eIRS-IE w/ DAI is slightly lower than
that of IRS-IE and eIRS-IE, respectively. This is because,
in the methods with the assistance of DAI, PUE discards the
amplitude information of the interference. Consequently, this
leads to a loss in the quality of the desired signal and results
in a degraded SE performance. Note that in the eIRS-IE w/
DAI, the PBS also sends a recycling signal to the PUE. This
allows for compensation of the performance loss caused by
discarding the amplitude information of the interference under
DAI. Therefore, the difference in SE between eIRS-IE w/ DAI
and eIRS-IE is negligible.

Lastly, we compare the system SE of the proposed schemes
with other mechanisms, including IRS-IC, IRC, IN, ZFBF,
cooperative transmission (CT), and non-IM. Since ZFBF
requires that the total number of receive antennas should not
exceed the number of transmit antennas, we set NT0 = NT1 =
2 and NR0 = NR1 = 1 when our methods are compared
with ZFBF. As for CT, we assume that the transmission from
PBS to MUE is negligible. In this scenario, only MBS and
PBS cooperatively transmit to PUE, PBS does not assist in
the macro transmission; that is, PBS only transmits x0.

First, we present in Table IV the effective transmit power,
which is the original transmit power adjusted by the trans-
mit/receive PRP, at the communication entities along the
link, for MUE and PUE via various transmission links. The
second column of Table IV illustrates the scenario where PBS
transmits signal, whereas the third column depicts the case
where PBS does not transmit any signal. For example, µPt1

represents the power transmitted from MBS to MUE via IRS,
while νPt0 indicates the power transmitted from the PBS to
MUE. Since the main lobe of PUE’s PRP is aligned with
the PRP of its intended transmitter, i.e., PBS, when PBS is
transmitting a signal, it is no longer aligned with the main
lobe of the IRS, as it was in the case where PBS was not
transmitting any signal. Therefore, we use α̂Pt1 and η̂Pt1

to denote the effective power received by PUE from PBS
and from MBS via IRS when PBS is transmitting a signal,
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TABLE IV
EFFECTIVE POWER FOR MUE/PUE WITH AND WITHOUT PBS TRANSMITTING A SIGNAL

Fig. 13. Comparison of system’s SE under various εs for τ = 4.

in contrast to αPt1 and ηPt1 in the second column. Note
that the powers in the second and third columns of the table
satisfy Pt1 + α̂Pt1 +

∑M
i=1 η̂Pt1 +

∑M
i=1 µPt1 ≤ PT1 and

Pt0 +νPt0 ≤ PT0 and Pt1 +αPt1 +
∑M

i=1 ηPt1 +
∑M

i=1 µPt1 ≤
PT1 , respectively.

Fig. 13 plots the variation of average system SE of with ε.
As the figure shows, eIRS-IE yields the highest SE, followed
by IRS-IE, CT, IRC, IRS-IC, ZFBF, and IN, while non-IM
outputs the lowest SE. The analysis is as follows. Under CT,
MBS needs to design a precoding matrix for simultaneously
transmitting two signals to both MUE and PUE, leading to
a reduced alignment with H1 and a decrease in the beam-
forming gain for the MUE. In contrast, IRS-IE and eIRS-IE
utilize interference to realize/enhance the pico transmission
without sacrificing the macro transmission’s performance. As a
result, the system’s SE under CT is lower than that under
our methods. When comparing CT with IRC, the MBS can
transmit a relatively strong desired signal to the PUE, which
is superimposed with the desired signal transmitted by the
PBS. In contrast, IRC’s performance is affected by the power
of PBS, i.e., PT0 , which determines the outcome of the
interaction between the recycling signal and the interference.
Since PT0 is much smaller than PT1 , IRC’s SE performance
is inferior to that of CT. As for ZFBF, it mitigates interference
among current transmissions through precoding at both MBS
and PBS. However, this approach incurs beamforming gain
reduction and SE loss for both MUE and PUE. Consequently,
ZFBF yields lower SE compared to IRS-IE, eIRS-IE, CT, and
IRC. Moreover, IRS-IC leverages reflected interference for IM
at PUE, while maintaining alignment of macro and pico trans-
missions with H1 and H0, its system SE surpasses that of
ZFBF. A detailed analysis of the comparison between the other
methods can be found in the discussions about Figs. 10(a)

and 10(b) of our manuscript. Due to space limitations, we omit
it here.

VII. CONCLUSION

In this paper, we proposed an IRS-Assisted Interference
Exploitation (IRS-IE). In this method, the interfering source
controls an IRS to reflect a portion of its interference to
the interfered Rx, and the reflected interference can interact
with the direct one at the interfered Rx so that the Rx can
recover its desired data from the mixed interference. This way,
interference utilization is realized. Our theoretical analysis and
simulation results have shown that the proposed IRS-IE can
effectively utilize the interference to significantly enhance the
interfered communication-pair’s performance.

APPENDIX A
COMPARISON OF IRS-IE AND IRS-IC

Here we demonstrate the advantages of IRS-IE over IRS-
IC, assuming that the strength of the reflected interference for
interference cancellation is equivalent to that for interference
exploitation. In the analysis, we will consider three different
situations as follows.
• First, we assume that the strength of the reflected inter-

ference is the same as that of the direct interference,
as shown in Fig. 14(a), where |

−→
OA| = |

−−→
APC | holds.

Here,
−−→
APC denotes the reflected interference for IRS-

IC. It can be easily seen that when we move PC along
the green dashed line where x0 is located, to position PE ,
we can obtain the reflected interference, denoted as

−−→
APE ,

for IRS-IE. That is, both IRS-IC and IRS-IE are feasible,
but IRS-IC only mitigates the interference component,
while IRS-IE can output a desired signal, denoted as−−→
OPE . As for the communication pair employing IRS-IC,
additional power is required for data transmission. Note,
however, in practice, the reflected interference may be
stronger than the direct interference. In such a case, IRS-
IC only utilizes a portion of the reflected interference to
neutralize the direct counterpart, without producing any
desired signal at the PUE. As for IRS-IE, it can perform
even better by utilizing a stronger interference.

• Fig. 14(b) illustrates the scenario where the reflected
interference is adequate for IRS-IE, but insufficient to
mitigate the direct interference. In such a case, IRS-IE
can yield a non-zero desired signal

−−→
OPE . In contrast,

IRS-IC is unable to counteract the interference even with
the entire transmit power, let alone facilitate desired data
transmission.
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Fig. 14. Comparison of IRS-IE and IRS-IC.

TABLE V
COMPARISON OF IRS-IE AND IRS-IC WITH FIXED TRANSMIT POWER AT MBS

• Fig. 14(c) shows the situation where the reflected interfer-
ence is insufficient for both IRS-IE and IRS-IC. In such a
case, there exists a residual interference denoted as

−−−→
OQC

under IRS-IC, and as for IRS-IE, the residual interference
is denoted as

−−−→
OQE . We project the residual interference

onto x̄0. Since both points QC and QE lie on the circle
centered at A with a radius |

−−−→
AQE | (or |

−−−→
AQC |), it is

evident that the influence of the residual interference,
denoted as

−−−−→
PEQE with IRS-IE, on the desired signal,

is less than that under IRS-IC, denoted as
−−−−→
PCQC .

Based on the above analysis, we show the advantages
of IRS-IE over IRS-IC. We use Table V to summarize the
discussions above. Since deriving a closed-form expression
to present the performance gap between IRS-IE and IRS-IC
under various situations as shown in Fig. 14 is challenging
and beyond the scope of this paper, we employ MATLAB
simulation to statistically demonstrate the performance gap
between the two schemes in Section VI.

APPENDIX B
DISCUSSION OF PBS TRANSMISSION BETWEEN x1 AND x0

In practice, the PBS can directly transmit x0 to its serving
Rx, instead of transmitting sRS carrying x1. Although the
former strategy can avoid data sharing from MBS to PBS,
it cannot yield as good reception performance as the latter.
This will be illustrated in the following discussions.

We assume that the reflected interference is insufficient
for effective interference exploitation, as depicted in Fig. 15.
In this figure, we can see that the reflected interference
sI =

−−→
AB is not strong (long) enough to intersect the green

dashed line where x0 is located. Then, under IRS-IE, the PBS
generates sRS =

−−−→
BPx1 which aligns with sI at the PUE,

enabling the retrieval of the desired signal with a strength of
|
−−−→
OPx1 |. If we allow the PBS to generate a signal carrying
x0 with the same strength of

−−−→
BPx1 , at the PUE, it becomes

evident that a residual interference
−−→
OB still exists, potentially

impairing the desired transmission. In contrast, when using
PBS to transmit x1, there is no residual interference; in other

Fig. 15. Comparison of PBS transmission between x1 and x0.

words, interference has been successfully exploited. Based on
the above analysis, when PBS transmits x0 to assist IRS-IE,
it still needs to eliminate the residual interference

−−→
OB. Then,

the desired transmission in both cases is free from interference,
allowing for a comparison between the scenarios where PBS
transmits x1 and x0. To achieve this goal, as depicted in
Fig. 15, a neutralizing signal, denoted as

−−→
CD where C is the

projection of B onto the green dashed line, with the opposite
phase and same strength of

−−→
OB, can be employed. Therefore,

PBS needs to allocate its transmit power for the generation
of both

−−−→
OPx0 and

−−→
CD at the PUE. Note that generating

the neutralizing signal still requires the MBS to share the
information of x1.

When |
−−→
BP x1 | ≤ |

−−→
OB|, PBS doesn’t have enough power for

both direct interference counteracting and x0’s transmission.
When |

−−→
BP x1 | > |

−−→
OB|, we apply the law of Cosines to triangle

∆OBPx1 and can have:

|
−−→
OB|2 + |

−−→
OP x1 |2 − 2|

−−→
OB||

−−→
OP x1 | cos ∠BOPx1 = |

−−→
BP x1 |2

(15)

where ∠BOPx1 represents the angle between
−−→
OB and

−−→
OP x1 .

Since ∠BOPx1 ∈ (0, π
2 ) holds,3 we can get |

−−→
OB|2 +

3When ∠BOPx1 ∈ (π
2
, π), we can generate a reflected interference to

recover −x0 similar to the process used to recover x0 under ∠BOPx1 ∈
(0, π

2
). Then, we can feed a polarity coefficient of −1 to the PUE for the

correct retrieval of x0.
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|
−−→
OP x1 |2 > |

−−→
BP x1 |2 and obtain:

|
−−→
OP x1 |2 > |

−−→
BP x1 |2 − |

−−→
CD|2 = |

−−→
OP x0 |2. (16)

That is, with the same transmit power, PBS transmitting
x0 to assist IRS-IE can only achieve inferior reception perfor-
mance to that PBS transmitting x1 to assist IRS-IE. Moreover,
as aforementioned, since allowing the PBS to transmit x0 can-
not mitigate or utilize interference, interference data sharing
from the MBS is still required for interference elimination.
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