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Abstract—With the continually increasing demand for higher
data rate and link density as well as better network coverage,
wireless networks, including 5G-enabled vehicular communication
network (VCN), will be designed/deployed to cover more overlap-
ping areas, experiencing more severe interferences. As a result,
interference becomes a key impediment to the improvement of net-
work performance, thus requiring a thorough investigation. There
have been numerous interference management (IM) methods, of
which interference alignment (IA) has been receiving significant
attention in recent years. IA compresses the dimension of interfer-
ence subspace by confining multiple interfering signals into a finite
subspace, so that the desired signal subspace may be maximized.
However, when IA is applied to the situation where multiple in-
terferences are from the same source, the interference subspace
cannot be compressed due to the fact that if these interfering
components are aligned in the same direction at their unintended
receiver (Rx), they will become indistinguishable at their desired
Rx. To solve this problem, we propose Inside-Out Precoding (IOP).
With IOP, multiple data streams that may cause interference to the
other Rx are at first pre-processed at the interfering transmitter
(Tx), by employing an inner-precoder which makes the streams
spatially separable, and then, by exploiting interactions among
wireless signals, multiple interfering components are treated as an
effective interference to which an outer-precoder is applied, so that
multiple interferences can be compressed into one dimension at the
interfered Rx while making them distinguishable at their desired
Rx. We present two IOP realizations — forward IOP (F-IOP) and
backward IOP (B-IOP) — and propose a protocol to realize the
synchronization of processing parameters at the interfering Tx and
its intended Rx so that the Rx can adapt itself to the precoding strat-
egy employed at the Tx side. Our in-depth analysis and simulation
results have shown that the proposed IOP can effectively manage
multiple interferences from the same source while guaranteeing the
performance of transmission from the interfering Tx to its intended
Rx.

Index Terms—Mobile communication, interference
management, signal processing, interference alignment, precoding.
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I. INTRODUCTION

THE 5 G network is expected to have many salient features
[1], such as ultra-high data rate, ultra-dense connectivity,

ultra-low latency, etc. In 5 G, vehicular communication network
(VCN) is one of the core application. The soaring number of
connected cars with Internet access, along with the emerging
vehicular mobile data services will altogether impose stringent
requirements toward its enabling technology solutions [2].
Recently, vehicle-to-everything (V2X) has been proposed as
a promising concept enabling diverse vehicular communica-
tion modes including vehicle-to-vehicle (V2V), vehicle-to-
pedestrian (V2P), vehicle-to-infrastructure (V2I), and etc [3].
In future vehicular networks, various types of V2X communi-
cations co-exist and may share the same wireless medium for
data transmissions, hence incurring complicated interference
situation. Moreover, a vehicular network with road side units
(RSUs) provides an efficient way to connect vehicles even
on the move [4], however, full network coverage implies that
overlapping among adjacent RSUs becomes inevitable.

While searching for new technologies to meet the continually
increasing demands for various wireless applications in 5G-
enabled VCN, interference management (IM) has become key to
the improvement of network performance [5] and thus deserves
a thorough investigation. For example, the authors of [6] studied
the deployment of device-to-device (D2D)-enabled wireless net-
works with unmanned aerial vehicles (UAVs) in remote, rural,
and disaster affected areas where cellular infrastructures are
unavailable or inadequate. They argued that in such areas the al-
location of radio channels to the UAV nodes and user terminals is
challenging due to the number of orthogonal channels is limited
and using overlapping channels in adjacent nodes leads to severe
interference. Therefore, a distributed anti-coordination game
based partially overlapping channel (AC-POCA) assignment
algorithm was proposed to solve the above problem. In [7], deep
learning was employed in the design of traffic load and conges-
tion prediction and intelligent channel assignment algorithms,
so that interference can be properly controlled while improving
the network performance. The authors of [8] proposed a joint
Tx and Rx design to combat inter-symbol interference (ISI) in
frequency selective fading channel based on an approximate
maximum likelihood decision feedback equalizer. The authors
of [9] suggested that machine learning (ML) can be a powerful
tool for channel assignment and interference management in 6 G
networks.
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The existing IM methods can be grouped in two types. The
first type is featured as the interfered receiver (Rx) or/and its
associated transmitter (Tx) side implementation, including zero-
forcing (ZF) reception, interference neutralization (IN) [10],
[11], interference steering (IS) [12], etc. The second type is
characterized by the interfering Tx side implementation, such as
zero-forcing beamforming (ZFBF) [13] and interference align-
ment (IA)1 [16]–[22].

Of these methods, IN and IS have been under development in
recent years [10]–[12]. IN strives to properly combine signals
arriving through various paths in such a way that the interfering
signals are canceled while the desired signals are preserved at
the Rx [10], [11]. Although IN can mitigate interference, the
power overhead of generating neutralizing signal(s) degrades
the system performance as well [11]. Under IS, a steering signal
is generated to modify the propagation of interference, so that
the original interference is steered in the orthogonal direction
of the desired transmission at the interfered Rx. Compared
to IN, IS focuses on the cancellation of the effective part of
interference, thus becoming more power-efficient [12], but an
additional spatial DoF is required to place the steered interfer-
ence. In [12], IS was proposed in Internet-of-Things (IoT) to
address the interference problem. It has been demonstrated that
IS can substantially improve network spectral efficiency (SE)
over existing IM schemes.

However, as for the realization of IN and IS, the interfered
Tx which is associated with the interfered Rx needs to know
the interference information including both the channel state
information (CSI) from the interfering Tx to the interfered
Rx and the data information carried in the interference. Such
information requires high-level cooperation between the inter-
fering and interfered Txs, incurring the algorithm complex-
ity and the signaling overhead. Besides, both IN and IS are
interfered-Tx-based IM, and it is, in practice, unfair to make
the interfered transmission pair responsible for all of IM, since
IM will incur some “cost” such as power [10], [11] and DoF [12]
consumption which leads to communication performance loss,
especially when the interfered transmission pair has the same or
higher priority than the interfering Tx. Therefore, the interferer
is amenable to more or less IM responsibility.

As for the interfering Tx side IM, [13] has shown that ZFBF
strategy used in multiple-input multiple-output (MIMO) broad-
cast channel (BC), while generally suboptimal, can achieve the
same asymptotic sum capacity as that of dirty paper coding
(DPC), as the number of users goes to infinity. However, for
ZFBF, the DoF requirement is determined by the total number
of desired signals and interference, i.e., each interfering signal
component consumes one DoF [12]. Compared to ZFBF, IA
has been shown to be able to achieve the information-theoretic
maximum DoFs in some interference networks [16], [17], and is
thus regarded as a promising IM method. With IA, interference
is adjusted at the interfering source so that multiple interfering

1Since many practical systems are equipped with multiple antennas which has
been known to greatly increase the degrees of freedom (DoFs) of communication
systems [14], in this work we consider the realization of IA in multi-antenna
systems without requiring symbol extensions over very large number of time-
frequency dimensions [15].

signals are mapped into a finite subspace, i.e., the overall inter-
ference space at the unintended destination/Rx is minimized,
while the desired signal(s) may be sent through a subspace
without attenuation [18]. IA has been under extensive study and
development since it was systematized in [16]. Existing studies
have shown that IA can be applied to various communication
environments, such as cellular networks [19], [20] and wireless
relays [21], [23]. In [19], an IA-based coordinated beamforming
was proposed to improve the downlink performance of multi-
ple cell-edge users in multi-user MIMO systems. In [20], an
IA-based uplink IM for two-tier cellular systems was proposed.
[21] proposed a pair-aware IA to achieve interference alignment
in a multi-user two-way relay network. [23] investigated the
DoF for the fully-connected M -user interference channel (IC)
in static environments with the help of a MIMO relay. The
relay stores the received signal during the first time-slot and
sends a linearly-transformed version over the next time-slot.
Using this scheme, it has been shown that IA can be achieved
with much less complexity. In addition to designing IA individ-
ually/separately, combining IA with other methods generates
many new methods and makes further performance improve-
ments. [24] presented interference alignment and cancellation
(IAC) for decoding concurrent sender-receiver pairs in MIMO
networks and showed that the combination applies to scenarios
where neither interference alignment nor cancellation applies
alone. In [25], interference alignment and neutralization (IAN)
based coordinated multi-point (CoMP) was proposed. Effective
interference cancellation and suppression can be achieved by
exploiting limited and flexible collaboration at the base station
(BS) side.

Although IA has been regarded as a promising method and
under development for many years, it has been shown that the
feasibility of IA is highly dependent on system parameters, such
as the numbers of Txs and Rxs, configuration of transmit/receive
antennas, and so on [18]. Moreover, when multiple interferences
are from one identical Tx, traditional IA may become inapplica-
ble [5]. That is, if the interfering signals originated from the same
source and intended to the same Rx are aligned in one direction
at an unintended Rx, they will also overlap with each other at
their common destination, thus becoming indistinguishable.

To remedy this deficiency of IA, we propose Inside-Out
Precoding (IOP) to manage multiple interfering signals from
the same source. First, we argue that the goal of IM is lim-
iting the effect of interference rather than managing individ-
ual interferences. Following this argument, the dimension of
interference to be managed is reduced to 1 regardless of the
number of interference signals. Then, by employing inner and
outer precoders, multiple interfering signals are aligned in the
orthogonal subspace with respect to the interfered transmission;
these pre-processed signals can still be distinguished at their
intended Rx. The proposed IOP is implemented at the interfering
Tx and consumes only one DoF at the interfered Rx, while
the interfered transmission pair need not any modification, thus
facilitating the deployment of IOP.

The contributions of this paper are three-fold:
� A new finding that IM is limiting the effect of interfer-

ence perceived by the interfered Rx, rather than managing
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Fig. 1. System model.

individual interference. By exploiting inter-relationship of
transmitted symbols carried by multiple interfering signals,
the dimension of interference to be managed is reduced to
1 regardless of the number of interferences.

� Proposal of Inside-Out Precoding (IOP) to manage multi-
ple interferences from the same source. An inner-precoder
is employed to distinguish multiple signals at their in-
tended Rx, while an outer-precoder is designed to align
the overall interfering effect of these signals in the orthog-
onal subspace with respect to the unintended Rx’s desired
transmission.

� Development of two IOP implementations — forward IOP
(F-IOP) and backward IOP (B-IOP) — as well as a protocol
to achieve the synchronization of processing parameters at
the interfering Tx and its intended Rx so that the Rx can
adapt itself to the precoding strategy employed by the Tx.
With the proposed schemes, the interferer’s transmission
performance can be well guaranteed while avoiding inter-
ference to the intended Rx.

The rest of this paper is organized as follows. Section II
describes the system model, while Section III details the for-
ward IOP scheme. Section IV presents the backward IOP and
Section V provides a protocol to facilitate the reception of the
interfering Tx–Rx pair. Section VI evaluates the performance of
the proposed schemes. Finally, Section VII concludes the paper.

In the rest of this paper, we will use the following notations.
The set of complex numbers is denoted as C, while vectors
and matrices are represented by bold lower-case and upper-case
letters. Let XT , XH and X−1 denote the transpose, Hermitian,
and inverse of matrix X, respectively. ‖ · ‖ and | · | indicate the
Euclidean norm and the absolute value. E(·) denotes statisti-
cal expectation and 〈a,b〉 represents the inner product of two
vectors.

II. SYSTEM MODEL

We consider the Z-interference channel (ZIC) [26] as shown
in Fig. 1 with two communication pairs, one Rx (i.e., vehicle)
of which suffers interference from an unintended Tx (i.e., RSU
or other infrastructures) while the other Rx is free from inter-
ference. Txi and Rxi (transmitter/receiver indexed by i = 0, 1)
are equipped with NTi

and NRi
antennas, respectively. The

transmit power of Txi is PT . Without loss of generality, we
let transmission from Tx1 to Rx1 interfere with that from Tx0

to Rx0, while Rx1 is free from interference [27]. The data-
transmission channel matrix from Txi to Rxi is denoted as
Hi ∈ C

NRi
×NTi , and the interference channel matrix from Tx1

to Rx0 is represented by H10 ∈ C
NR0×NT1 . We use a spatially

uncorrelated Rayleigh flat fading channel model to model the
elements of these two matrices as independent and identically
distributed zero-mean unit-variance complex Gaussian random
variables. We assume that all users experience block fading, i.e.,
channel parameters remain constant within a block consisting of
several successive time slots and vary randomly over successive
blocks. Each user can accurately estimate CSI with respect to its
intended and unintended Txs and feed it back to the associated
Tx via a low-rate, error-free link. We assume reliable links for the
delivery of CSI and signaling. The delivery delay is negligible
compared to the time scale on which the channel state varies.

We employ X0 = [x
(1)
0 · · · x(m)

0 · · · x(M)
0 ]T and X1 =

[x
(1)
1 · · · x(k)

1 · · · x(K)
1 ]T to denote the transmit data vectors

from Tx0 and Tx1 where x(m)
0 and x

(k)
1 represent the mth and kth

symbols in X0 and X1, respectively. E(‖x(m)
0 ‖2) = PT /M and

E(‖x(k)
1 ‖2) = PT /K hold. We assume M +K > NR0 where

ZF reception and IA are not applicable due to the lack of DoFs
at Rx0. For clarity of exposition, our design begins with NT1 ≥
K > 1, NR1 ≥ K > 1, and NT0 ≥ M = 1, and NR0 = M + 1,
i.e., Tx1 employs spatial multiplexing (SM) to transmit K > 1
data streams to Rx1 causing multiple interferences to Rx0, while
Tx0 adopts beamforming (BF) to send a single (M = 1) data
stream to Rx0.

III. DESIGN OF INSIDE-OUT PRECODING

This section elaborates on the design of IOP. We first state
the goal of IM for managing the effect of interference on the
interfered Rx, not individual interferences. We then detail the
design of inner and outer precoders consisting IOP.

A. Management of Interference Effect

Based on the system model given in Fig. 1, the received signals
at Rx0 and Rx1 can be expressed by Eqs. (1) and (2) as:

y0 = H0p
(1)
0 x

(1)
0 +H10

K∑

k=1

p
(k)
1 x

(k)
1 + n0, (1)

y1 = H1

K∑

k=1

p
(k)
1 x

(k)
1 + n1. (2)

The first terms on the right-hand-side (RHS) of the above
equations represent the desired signals for Rx0 and Rx1, re-
spectively. The second term on the RHS of Eq. (1) denotes
the interference from Tx1. p(1)

0 ∈ C
NT0×1 and p

(k)
1 ∈ C

NT1×1

where k = 1, 2, . . . ,K, are the precoding vectors for data x
(1)
0

and x
(k)
1 at Tx0 and Tx1, respectively. For simplicity, we define

P1 = [p
(1)
1 p

(2)
1 · · · p(K)

1 ]. ni ∈ C
NRi

×1 (i = 0, 1) is additive
white Gaussian noise (AWGN) vector whose elements have
zero-mean and variance σ2

n. E(nin
H
i ) = INRi

holds, where
INRi

is an NRi
×NRi

identity matrix.
Since we setNTi

> 1,NR0 = M + 1,K > 1 andM = 1, the
lack of DoF at Rx0 makes ZF and IA inapplicable. Especially
for IA, if we adjust K signals at Tx1 so as to align them
in the same direction at Rx0, these pre-processed signals will
become indistinguishable at their intended receiver, Rx1. That
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is, transmission from Tx1 to Rx1 is completely sacrificed for the
IM.

Based on the above analysis, insufficient DoF at the interfered
Rx is a key limitation for the applicability of IM. We may
either increase the supply of DoF at Rx or reduce the DoF
requirement of IM. However, the former will impose hardware
and complexity burdens on the Rx, especially for the downlink
transmission, but mobile stations always have rigid restrictions
on the equipment size, cost, etc. So, we present a novel idea of
IM — managing the overall effect of interferences instead of
managing them individually.

To elaborate the above idea, we explore the inter-relationship
of transmitted symbols carried by K interfering signals. For
clarity of exposition, we assume all the interfering signals
are generated using the same modulation scheme. Let S =
{s1, s2, . . . , sL} denote the symbol set. The size of S is
card(S) = L where card(·) represents the cardinality of set S,
and L indicates the modulation order. Since each element in
S can be represented by its amplitude and phase, we take an
arbitrary symbol inS, say, sl (l ∈ {1, 2, . . . , L}), as an example.
sl can be expressed as sl = ale

jθl where al and θl denote sl’s
amplitude and phase, respectively.

Let us define the transmitted symbol x(k̂)
1 ∈ S, i.e., x(k̂)

1 =

al̂e
jθl̂ . Without loss of generality, we take x(k̂)

1 as the referential

symbol, then all the other symbols x(k)
1 (k ∈ {1, 2, . . . ,K}, k �=

k̂) can be expressed in terms of x(k̂)
1 as:

x
(k)
1 =

al
al̂
ej(θl−θl̂)x

(k̂)
1 = bkk̂x

(k̂)
1 (3)

where bkk̂ = al

al̂
ej(θl−θl̂) (l̂, l ∈ {1, 2, . . . , L} and l̂ �= l). Note

that when l̂ = l, we have bkk̂ = 1. Then the interference term in
Eq. (1) becomes:

i(Σ) = H10

K∑

k=1

p
(k)
1 x

(k)
1 = H10

K∑

k=1

p
(k)
1 bkk̂x

(k̂)
1 . (4)

By defining pe =
∑K

k=1 p
(k)
1 bkk̂ and xe = x

(k̂)
1 , and substi-

tuting pe and xe into Eq. (1), we can have:

y0 = H0p
(1)
0 x

(1)
0 +H10pexe + n0. (5)

From Eq. (5) one can see that by exploiting the interac-
tions among multiple signals, the dimension of interference
to be managed is reduced to 1 regardless of the number of
interfering components. This is consistent with the intuitive
that in the design of IM, one should focus on the influence of
interference on the interfered Rx rather than individual interfer-
ences. However, existing IM strategies focus on how to manage
individual interferences, hence incurring more IM overhead,
implementation complexity, and stricter application constraints
in multi-interference scenarios.

B. Design of Inner-Precoder

We employ P1 = [p
(1)
1 p

(2)
1 · · · p(K)

1 ] where K ≤
min(NT1 , NR1), as the inner-precoder for X1. The design
objective of P1 is to distinguish various data transmissions at

Rx1. There have been numerous precoding schemes to achieve
this goal. For simplicity, we employ the precoding based
on singular value decomposition (SVD), a commonly used
pre-processing method in MIMO communications.

Applying SVD toH1, we have H1 = U1Σ1V
H
1 where U1 =

[u
(1)
1 u

(2)
1 · · · u(NR1 )

1 ] and V1 = [v
(1)
1 v

(2)
1 · · · v(NT1 )

1 ] are the
right and left singular matrices. Σ1 is an NR1 ×NT1 diag-
onal matrix whose non-zero main diagonal elements, a.k.a.,
non-zero singular values of H1, denote the amplitude gain of
spatial sub-channels characterized by v

(k)
1 and u

(k)
1 where k =

1, 2, . . . ,min(NT1 , NR1). We adopt P1 = V1, i.e., p(k)
1 = v

(k)
1 ,

as the inner precoder.

C. Design of Outer-Precoder

We now detail the design of outer-precoder, denoted by
Ge ∈ C

NT1×NT1 . By applying Ge to the equivalent interference
i(Σ) given in Eq. (4), we must achieve two goals: 1) the effective
interference i(Σ) is adjusted to the orthogonal subspace with re-
spect to the transmission from Tx0 to Rx0, and 2) multiple signals
sent from Tx1 are distinguishable at their intended receiver Rx1.

By employing inner and outer precoders, i.e., P1 and Ge, we
can rewrite Eqs. (5) and (2) as:

y0 = H0p
(1)
0 x

(1)
0 +H10Gepexe + n0, (6)

y1 = H1Gepexe + n1 (7)

wherepe =
∑K

k=1 p
(k)
1 bkk̂ and bkk̂ = x

(k)
1 /x

(k̂)
1 .xe = x

(k̂)
1 and

x
(k̂)
1 represents for the referential symbol.
Ge should satisfy the following two conditions,

{
H0p

(1)
0 ⊥ H10Gepe∣∣∣〈eH1Gep

(l)
1
, e

H1Gep
(k)
1

〉
∣∣∣ < β

(8)

where l, k ∈ {1, 2, . . . ,K} and l �= k. e
H1Gep

(l)
1

=
H1Gep

(l)
1

‖H1Gep
(l)
1 ‖

and e
H1Gep

(k)
1

=
H1Gep

(k)
1

‖H1Gep
(k)
1 ‖ indicate the signatures of signals

carrying x
(l)
1 and x

(k)
1 , respectively. β ∈ (0, 1). The smaller β

is, unit vectors e
H1Gep

(l)
1

and e
H1Gep

(k)
1

are less correlated.

The first equation of Eq. (8) is employed to design Ge so that
the equivalent interference i(Σ) = H10Gepe can be adjusted to
be orthogonal to the desired signal at Rx0; while the second
equation is used to guarantee the signal components causing
interference to Rx0 are distinguishable at their intended receiver,
Rx1. The first equation of Eq. (8) can be simplified as:

H10Gepe = αd⊥ (9)

where d⊥ is a unit vector denoting the orthogonal direction with
respect to the signature of the transmission from Tx0 to Rx0,
and α is a complex coefficient indicating that the vectors on
both sides of the equation are in the same direction but scalable
modules. It should be noticed that the design of IOP can be
easily extended to the case of M > 1. In this situation, we
only need to substitute H0p

(1)
0 in the first equation of Eq. (8)
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with the expression of the subspace spanned by the M desired
transmissions.

Next, we detail the calculation of Ge. By left-multiplying
by H−1

10 at both sides of Eq. (9) and employing b = H−1
10 d⊥ =

[b(1) b(2) · · · b(NT1 )]T , Eq. (10) can be obtained as:

Gepe = αb (10)

where Ge = [

g
(11)
e g

(12)
e · · · g

(1NT1 )
e

g
(21)
e g

(22)
e · · · g

(2NT1 )
e

...
...

. . .
...

g
(NT1 1)
e g

(NT1 2)
e · · · g(NT1NT1 )

e

] and pe =

[p
(1)
e p

(2)
e · · · p(NT1 )

e ]T .
Note that if H10 is not square matrix, H−1

10 should be replaced
by H10’s pseudo inverse H†

10 = (HH
10H10)

−1HH
10. That is, IOP

is applicable under NT1 ≤ NR0 . By applying elementary row
operations, Eq. (10) can be rewritten as:

[p(1)
e INT1

· · · p(NT1 )
e INT1

][(g(1)
e )T · · · (g(NT1 )

e )T ]T = αb
(11)

where [p
(1)
e INT1

· · · p(NT1 )
e INT1

] and [(g
(1)
e )T · · · (g(NT1 )

e )T ]T

are coefficient matrix and solution vector of Eq. (11), respec-
tively. INT1

is an NT1 ×NT1 identity matrix, and g
(i)
e where

i = 1, 2, . . . , NT1 denotes the ith column of Ge.
Eq. (11) is a complex matrix equation. Its solution vector can

be calculated based on Theorem 1.
Theorem 1 ([28]): For a complex non-homogeneous matrix

equation Ax = b where A ∈ C
m×n and b ∈ C

m×1. The nec-
essary and sufficient condition that the solution for x exists is
AA(1)b = b holds. In such a case,x = A(1)b+ [I−A(1)A]k
(k ∈ C

n×1) where A(1) satisfies AA(1)A = A.
For clarity of exposition, we takeNT1 = NR1 = NR0 = K =

2 as an example to solve Eq. (11). Then, we can get:

Ge =

⎡

⎢⎢⎢⎣

αb(1) − k(3)p
(2)
e

p
(1)
e

k(3)

αb(2) − k(4)p
(2)
e

p
(1)
e

k(4)

⎤

⎥⎥⎥⎦ (12)

where k = [k(1) k(2) k(3) k(4)]T . Since k(1) and k(2) are elim-
inated as Eq. (12) shows, Ge is independent of these two
complex coefficients when Ge is derived. Therefore, we can
write k = [− − k(3) k(4)]T or k = [k(3) k(4)]T for short.

Similarly, we can have Ge under NT1 = 3, 4, . . . as well. For
simplicity, we do not show the results here. Then, by using

mathematical induction, we can obtain a general solution for
Ge given by Eq. (13), shown at the bottom of this page.

Based on the above discussion, Ge is dependent on the
selection of k. It should be noticed that in Eq. (13) k =

[k(1) · · · k(NT1 ) k(NT1+1) · · · k(N 2
T1

)]T . However, as k(1), k(2),
. . ., and k(NT1 ) are eliminated in the derivation of Ge, k

can be written as k = [− · · · − k(NT1+1) · · · k(N 2
T1

)]T or k =

[k(NT1+1) · · · k(N 2
T1

)]T for short. In what follows, we will elab-
orate on the selection of proper solutions for Ge by taking the
second equation of Eq. (8) into account. Before delving into
details, we first provide two claims.

Claim 1: The design of Ge should satisfy rank(Ge) = K
where K is the number of desired signals from Tx1 to Rx1.
Otherwise, if rank(Ge) < K, Rx1 will not be able to distinguish
K signal components.

See the proof of Claim 1 in Appendix A.
Taking NT1 = NR1 = NR0 = K = 2 as an example, when

we set k(3) = k(4) = 0, rank(Ge) = 1 is obtained. Then,
rank(H1GeP1) ≤ rank(Ge) = 1 holds where rank(P1) = K.
That is, the spatial signatures of the signals carryingx(1)

1 andx(2)
1

are linearly correlated (overlapping with each other in this case),
and hence they cannot be de-correlated at their intended receiver.
Given 1 < rank(Ge) < K, at most rank(Ge) data streams can
be de-correlated at Rx1.

Claim 2: The design of Ge should satisfy that
|〈e

H1Gep
(l)
1
, e

H1Gep
(k)
1

〉| is as close to 0 as possible

where l, k ∈ {1, 2, . . . ,K} and l �= k. Otherwise, if
|〈e

H1Gep
(l)
1
, e

H1Gep
(k)
1

〉| ≈ 1, severe desired signal’s power
loss will be incurred when eliminating interference from the
transmission of x(l)

1 (or x(k)
1 ) to that of the other, i.e., x(k)

1 (or

x
(l)
1 ).
See the proof of Claim 2 in Appendix B.
Based on the above discussion, upon obtaining a particular

solution of Ge that satisfies the first equation in Eq. (8), we
should verify its validity in terms of Claims 1 and 2, so that good
transmission performance of Tx1–Rx1 pair can be guaranteed.

In summary, we provide an algorithm below to show the
processing of the proposed IOP.

Fig. 2 plots spatial spectrums of various signals at Rx0 and Rx1

to show the feasibility of IOP. We set NT1 = NR1 = NR0 = 2
and let Tx1, the interfering transmitter, send K = 2 data streams
to Rx1, causing interference to Rx0. Tx1 employs BPSK mod-
ulation. The inner precoder P1 = V1 where V1 is the right
singular matrix of H1. The center frequency of input signal is
f0 = 2.4 GHz, the antenna-element spacing is a half of the signal
wavelength, and the signal to noise ratio (SNR) of each signal

Ge =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

αb(1)−∑NT1
−1

i=1 k
(iNT1

+1)
p
(i+1)
e

p
(1)
e

k(NT1+1) k(2NT1+1) · · · k(NT1−1)NT1+1

αb(2)−∑NT1
−1

i=1 k
(iNT1

+2)
p
(i+1)
e

p
(1)
e

k(NT1+2) k(2NT1+2) · · · k(NT1−1)NT1+2

...
...

...
. . .

...
αb

(NT1
)−∑NT1

−1

i=1 k
(iNT1

+NT1
)
p
(i+1)
e

p
(1)
e

k(NT1+NT1 ) k(2NT1+NT1 ) · · · k(NT1−1)NT1+NT1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)
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Algortim 1:
1: Rx0 estimates H0 and H10, Rx1 estimates H1. Then,

Rx0 and Rx1 feed back CSI to their associated Txs,
respectively. Tx0 shares H0 and H10 with Tx1.

2: Tx1 determines inner precoder P1 (e.g., in terms of
certain precoding schemes such as SVD based
pre-processing).

3: Tx1 calculates pe based on P1, and substitutes pe into
Eq. (13) to obtain general solution for Ge with
unknown parameters α and k.

4: Tx1 randomly generates α and k, and substitutes them
into the general solution for Ge to obtain particular
solution for Ge.

5: If rank(Ge) = K, execute Step 6;
Else return to Step 4.

6: For l = 1 to K do
For k = 1 to K do

If l �= k, calculate ρlk = |〈e
H1Gep

(l)
1
, e

H1Gep
(k)
1

〉|
at Tx1;

If ρlk ≥ β, break and return to Step 4;
Else;.

Else;.
End For

End For
Execute Step 7.

7: Tx1 employs P1 and Ge to perform precoding for X1.

is 20 dB. We first employ the MUSIC (MUltiple SIgnal Clas-
sification) algorithm to estimate DoA (Direction of Arrival) of
each signal. Then, we reconstruct the spatial spectrum of signal
components observed at the receiver. For ease of comparison,
we also plot signal transmission via the second eigenmode of
H0 which is orthogonal to the desired signal of Rx0 occupying
the principal eigenmode.

As Fig. 2(a) shows, the effect (carrying data xe which can be
either x(1)

1 or x(2)
1 ) of the two interfering components (carrying

x
(1)
1 and x

(2)
1 , respectively) is adjusted to the second eigenmode

of H0 by applying IOP at Tx1. That is, the pre-processed effect
of the two interferences at Rx0 is orthogonal to the desired
transmission from Tx0 to it. In Fig. 2(b), two precoded desired
signals at Rx1 are spatially distinguishable. Therefore, according
to Fig. 2, the use of IOP satisfies the conditions given by Eqs. (8)
and (9).

IV. DESIGN OF BACKWARD IOP

From the design of outer-precoder given in Section III-C, one
can see that if an inappropriate k is adopted (see in Eq. (13)),
an infeasible Ge not satisfying Claim 1 or 2 may result. In such
a case, we need to select another k and then verify the validity
of the particular solution for Ge in terms of Claims 1 and 2.
Moreover, in terms of the proof of Claim 2, when either ε1 → 0
or ε2 → 0, H1Gep

(1)
1 ≈ H1Gep

(2)
1 holds. In such a case, no

matter what values k(3), k(4) and α are taken, signatures of
the two precoded signals are close to each other, thus incurring

Fig. 2. Spatial spectrums of different signals. (a) Spatial spectrums at Rx0.
(b) Spatial spectrums at Rx1.

severe desired signal’s power loss while eliminating mutual in-
terference. So, IOP is not suitable for such channel realizations.

In order to solve this problem, we propose a Backward IOP
(B-IOP) realization in this section (we call the scheme presented
in Section III-C the Forward IOP (F-IOP)). With B-IOP, Tx1 first
selects a matrix Ci (codeword indexed by i) from the codebook
configured in it as the design target of the cascaded precoding
matrix GeP1, where Ge and P1 satisfies the first equation in
Eq. (8). In practice, the codeword can be chosen to match H1

as much as possible, so as to yield the maximum SE of the
interfering Tx–Rx pair. Next, a general solution for Ge with
unknown parameters α, k and pe is obtained similarly to the
derivation of Eq. (13). Finally, Ge and P1 are solved in terms
of Eq. (15) as:

GeP1 = Ci. (14)

Then, we substitute Eq. (12) in (14) to get a new equation
where pe is still unknown. By solving such an equation with
certain iterative algorithms [29], both Ge and P1 can be ob-
tained.

Let’s consider NT1 = NR1 = NR0 = K = 2 as an example,
to obtain Ge and P1 by using B-IOP. Then, we get Eq. (15) as:

GeP1 =

⎡

⎣
αb(1)−k(3)p

(2)
e

p
(1)
e

k(3)

αb(2)−k(4)p
(2)
e

p
(1)
e

k(4)

⎤

⎦
[
p
(11)
1 p

(12)
1

p
(21)
1 p

(22)
1

]
= Ci. (15)
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Let Tx1 employ BPSK for data transmissions. Without loss of
generality, we assume x(1) = 1 and x

(2)
1 = −1, and x(1) is taken

as the referential symbol. In Eq. (15), b(1) and b(2) are known pa-
rameters, determined by H0 and H10 whereas p(11)

1 , p(12)
1 , p(21)

1 ,

p
(22)
1 , p(1)

e and p
(2)
e are unknowns. Since p

(1)
1 x

(1)
1 + p

(2)
1 x

(2)
1 =

p
(1)
1 − p

(2)
1 = pe holds, we substitute p

(11)
1 = p

(1)
e + p

(12)
1 and

p
(21)
1 = p

(2)
e + p

(22)
1 into Eq. (15), so that the number of un-

knowns is reduced to 4. Therefore, exact solutions for these four
unknowns (the equations obtained from Eq. (15) are consis-
tent) or the least-square solutions (the equations obtained from
Eq. (15) are inconsistent) can be obtained.

Next, we adopt C2 = 1
2 [

1 1
j −j ] which is in the codebook for

transmission on two antenna ports in [30], as an example to show
the calculation of P1 and Ge using B-IOP. By defining μ1 =
αb(1)−k(3)p

(2)
e

p
(1)
e

p
(12)
1 , μ2 = αb(2)−k(4)p

(2)
e

p
(1)
e

p
(12)
1 , μ3 = k(3)p

(22)
1 , and

μ4 = k(4)p
(22)
1 , Eq. (15) can be rewritten as:

⎡

⎢⎢⎢⎣

1 0 1 0

1 0 1 0

0 1 0 1

0 1 0 1

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

μ1

μ2

μ3

μ4

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

1
2
− αb(1)

1
2

1
2
j − αb(2)

−1
2
j

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

. (16)

By applying the elementary row transformation on the aug-
mented matrix of Eq. (16), we can have:

Ω =

⎡

⎢⎢⎢⎢⎢⎣

1 0 1 0
1
2
− αb(1)

0 0 0 0 αb(1)

0 1 0 1
1
2
j − αb(2)

0 0 0 0 −j + αb(2)

⎤

⎥⎥⎥⎥⎥⎦
. (17)

Since the rank of the coefficient matrix in Eq. (16) is 2, while
rank(Ω) = 4 > 2, Eq. (16) is inconsistent. Therefore, no exact
solution for Eq. (16) exists. To obtain the least-square solution
for Eq. (16), we can apply Theorem 2 as follows.

Theorem 2 ([28]): Given a non-homogeneous linear equa-
tion set Ax = b, where A ∈ C

m×n and b ∈ C
n×1 are both

known, and x ∈ C
n×1 is to be solved. The necessary and suffi-

cient condition that x is the least square solution for Ax = b is
that x is the solution for the equation set AHAx = AHb.

Then, the inner and outer precoders can be calculated as:

P1=

⎡

⎢⎢⎢⎣

[
b(1) − k(3)(μ1b

(2)−μ2b
(1))

μ1k(4)−μ2k(3)

] αp
(12)
1

μ1
+ p

(12)
1 p

(12)
1

α

[
μ1

μ2
b(2) − b(1)

] [
μ1

μ2
k(4) − k(3)

]−1

+
μ3

k(3)

μ3

k(3)

⎤

⎥⎥⎥⎦ ,

(18)
and

Ge =

⎡

⎣
μ1

p
(12)
1

k(3)

μ2

p
(12)
1

k(4)

⎤

⎦ . (19)

where p
(12)
1 , α, k(3), k(4), μ3 and μ4 can take various values,

yielding different P1 and Ge. Recall that μ3 = k(3)p
(22)
1 and

Fig. 3. Comparison of F-IOP and B-IOP. (a) F-IOP. (b) B-IOP.

μ4 = k(4)p
(22)
1 , in the selection of μ3 and μ4, k(3)μ4 = k(4)μ3

should be satisfied. The transmission performance of Tx1–Rx1

pair is independent of the value of p(12)
1 . It should be noted that

some values of k(3) and k(4) may incur nonexistence of least
square solutions for Eq. (15), e.g., when we set k(3) = k(4) =
0, Eq. (15) becomes an inconsistent homogeneous equation, in
such a case neither precise nor least-square solutions for Eq. (15)
exist. Therefore, to avoid this situation, we can change k, or k(3)

and k(4) in this example, until satisfactory P1 and Ge are found.
Both F-IOP and B-IOP are based on the same principle

adopting which of the inner (P1) and outer (Ge) precoders can
be obtained to differentiate multiple signals at their intended Rx
while adjusting the overall effect of these signal components
on the unintended Rx. However, the calculation of inner and
outer precoders with the two IOP implementations is different.
For F-IOP, P1 is determined first, then the general solution for
Ge is obtained, and finally a particular Ge is selected out of all
candidates. For B-IOP, it is codebook-aided with more weight
on the performance of interfering transmission pair. With this
scheme, a codeword, say Ci, is first selected from the codebook
as the design target of GeP1, and then P1 and Ge can be
obtained by solving the equation GeP1 = Ci simultaneously.
Note that with B-IOP, the selected codeword Ci only provides
a frame for the design of inner and outer precoders. Within
this frame, there may exist various combinations of P1 and
Ge satisfying Eq. (8), but we only adopt the one in accordance
with the least-square criterion. That is, Ci cannot be employed
directly as the precoder for X1 instead of GeP1, unless exact
solutions for P1 and Ge of the equation GeP1 = Ci exist.

We use Fig. 3 to illustrate the difference of F-IOP and B-IOP.
As the figure shows, with F-IOP, P1 is fixed, while there are
multiple solutions for Ge as long as the first equation in Eq. (8)
is satisfied. The quality of solution, i.e., the spectral efficiency
(SE) of Tx1–Rx1 pair, is determined by the values of α and k.
As for B-IOP, both P1 and Ge are flexible. Although there are
multiple {P1,Ge} combinations satisfying the first equation in
Eq. (8), only one, denoted by {P1,∗,Ge,∗} that mostly matches
the frame determined by Ci is selected, i.e., {P1,∗,Ge,∗} =
argmin{P1,n,Ge,n},n=1,2,··· ‖Ci −Ge,nP1,n‖where n is the in-
dex of the nth B-IOP solution.

Based on the above discussions, B-IOP can be adopted as a
supplementary of F-IOP.

Fig. 4 plots spatial spectrums of different signals at Rx0 and
Rx1 with various IOP realizations. The experimental setup is
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Fig. 4. Spatial spectrums of different signals with various IOP implementa-
tions. (a) Spatial spectrums at Rx0 with F-IOP. (b) Spatial spectrums at Rx0 with
B-IOP. (c) Spatial spectrums at Rx1.

identical to that of Fig. 2. Fig. 4(a) and (b) show the spatial
spectrums perceived by Rx0 with F-IOP and B-IOP. The desired
signal of Rx0 carrying x

(1)
0 is shown to occupy the principal

eigenmode of H0, which is interfered with by the interfer-
ing signals from Tx1, carrying x

(1)
1 and x

(2)
1 , respectively. By

applying F-IOP (Fig. 4(a)) or B-IOP (Fig. 4(b)) at Tx1, the
effective interference carrying xe which can be either x(1)

1 or

x
(2)
1 is adjusted to the second eigenmode of H0. Therefore,

the precoded effective interference is orthogonal to the desired
transmission at Rx0, i.e., both F-IOP and B-IOP can avoid
interference to Rx0. Fig. 4(c) plots the spatial spectrums of the
signals pre-processed with F-IOP and B-IOP, respectively, at the

intended Rx1. The two signals precoded with F-IOP are shown
to overlap with each other, and thus cannot be distinguished by
their destination, Rx1; whereas for B-IOP, the precoded signals
are separable. In summary, in some situations the use of F-IOP
may not be able to avoid interference to the unintended Rx
while guaranteeing the interfering Tx–Rx pair’s transmission
performance. In such a case, B-IOP can be employed to manage
multiple interferences from the same source.

V. DESIGN OF RECEPTION OF INTERFERING TX–RX PAIR

From the previous design of IOP, we can see that the inner and
outer precoders of both F-IOP and B-IOP rely on not only the
channel status but also the transmitted symbols and the values
of parameter vector (k, α). Therefore, the intended Rx with
respect to the interfering Tx cannot determine its receive filter
without the knowledge of (k, α) and the symbol information
at the Tx side. We will thus propose a protocol to realize the
synchronization of processing parameters at the interfering Tx
and its intended Rx so that the Rx can adapt itself to the precoding
strategy employed by the Tx.

Before presenting this reception design, we will first detail
the block fading channel model mentioned in Section II. Based
on this assumption, the synchronization between the interfering
Tx and its Rx can be realized block by block.

The coherence time, denoted by τc, indicates the maximum
length of time during which the channel remains unchanged.
τc is approximately equal to the reciprocal of the maximum
Doppler shift fm, where fm = vf0

c . v denotes the user’s speed
and can be taken 3 km/h − 20 km/h [30]. f0 and c are the carrier
frequency and speed of light, respectively. According to the LTE
frequency allocation, we take f0 = 2.6 GHz [30]. Moreover, we
take the length of a time-slot as Ts = 0.5 ms [31]. So, we can
have fm ≈ 7.2 Hz − 48 Hz and τc ≈ 21 ms − 139 ms, hence
τc contains τc

Ts
≈ 42 − 277 time slots. In this paper, we assume

the length of a block is approximately the same with that of
the coherence time, and in the evaluation part we let a block
contain 100 time slots (≈ 50 ms). Based on the above model,
the interfering Tx and its intended Rx can operate with a period
of the block-length. Parameter synchronization, as well as Rx
side channel estimation and feedback to the associated Tx, are
realized at the beginning of each block/cycle. After synchro-
nization has been established, data transmission/reception of
the interfering Tx–Rx pair can be carried out. However, provided
with higher user’s speed, e.g., 80 km/h − 120 km/h, we can have
fm ≈ 192.6 Hz − 288.9 Hz and τc ≈ 3.5 ms − 5.2 ms under
f0 = 2.6 GHz. Then, the number of time slots a block contains
reduces to τc

Ts
≈ 7 − 10. In such a case, the variation of channel

status becomes faster, yielding more stringent requirement for
the timeliness of the abovementioned processing in a block.

First, we define data structures maintained at the interfering
Tx and its intended Rx (referred to as interfering Rx for sim-
plicity), respectively, as given in Fig. 5. For simplicity, we take
BPSK and K = 2 as an example. Without loss of generality,
we let the first transmitted symbol be the referential symbol as
discussed in Section III-A.
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Fig. 5. Data structures maintained at the interfering Tx–Rx pair. (a) Interfering
Tx side. (b) Interfering Rx side.

When BPSK is employed and there are K = 2 interferences,
four symbol combinations exist in the first column of Fig. 5.
However, since the processing of symbol combinations (1,1)
and (−1,−1), as well as (1,−1) and (−1, 1), are the same, the
number of items of the structures can be reduced by a factor of
1/2 [32]. According to Fig. 1, Rx0 estimates H0 and H10, and
then feeds them back to Tx0, Tx0 shares this information with
Tx1. In addition, Tx1 obtains H1 from Rx1’s estimation. So,
H0, H10 and H1 are filled in the CSI field of Fig. 5(a). Then, the
interfering Tx1 can use this information for determining inner
and outer precoders. Moreover, Tx1 should send Rx1 H0 and
H10 for calculation of the receive filter that can be referred to
Eqs. (8) and (20) and the related discussions therein. Thus, the
CSI field of Fig. 5(b) is identical to that of Fig. 5(a). In the third
column of Fig. 5, the Flag is initialized to be True, indicating
F-IOP is the default method. When Flag is set to False, B-IOP
is adopted to determine Ge.

The interfering Tx determines initial value of (k, α) for
each transmitted symbol combination based on the description
in Section III-C, and sets a counter for each row/item in the
structure which is initialized to be 0 as shown in the last column
in Fig. 5(a).

As discussed in Section III-C and the first paragraph in
Section IV, we may need to attempt several times so as to obtain
an appropriate k yielding feasible Ge with F-IOP, satisfying
Claims 1 and 2, or even worse, under some channel realizations,
F-IOP may be unavailable for any value of (k, α). In such a
case, we need to set a counter for each row of Fig. 5(a). When
the counter exceeds a preset threshold, sayφ, and e.g.,φ = 5, we
simply switch off F-IOP and adopt B-IOP. So that the timeliness
of the proposed scheme can be guaranteed.

The (k, α) field at the Rx side is marked as TBD (To Be
Determined) at the beginning of the synchronization phase, then
it will be filled with the (k, α) value sent from the interfering
Tx. In theory, the initial value of (k, α) can be arbitrary, but
we find from a numerical simulation that under the system
configurations of BPSK and two interferences, setting (k, α) =

([− − 0 b(2)

p
(2)
e

]T , 1), i.e., the outer precoder is a diagonal matrix,

can yield higher spectral efficiency of the interfering Tx–Rx pair
than that under other values of (k, α). So, we recommend use
of this value for initialization.

One may have noticed that in Section IV, variable µ =
[μ1 μ2 μ3 μ4]

T is introduced to solve Eq. (14). However, µ is

Fig. 6. Flowchart of synchronization phase of the interfering Tx–Rx pair.

not necessary since in practice an iterative algorithm can also be
used to solve Eq. (14). So, µ is omitted in the third column of
Fig. 5.

PMI (Precoding Matrix Indicator) in the fourth column indi-
cates the index of precoder in the codebook [33] employed by
the B-IOP. PMI can be determined by Tx1 and Rx1 individually,
based on H1 (see f(H1) in the PMI field of Fig. 5) in the
synchronization phase. It should be noted that when B-IOP is
adopted, the (k, α) value in the third column of Fig. 5 may have
been updatedφ times while applying F-IOP. In our design, (k, α)
is reset to the initial value in using B-IOP since such a value can
yield better SE.

Based on the above description, we plot in Fig. 6 the flowchart
of synchronization for the interfering Tx–Rx pair. Note that the
execution shown in the figure is in terms of each item/row of
the structures in Fig. 5. For clarity, we use G F-IOP

e to denote the
outer precoder obtained with F-IOP. After establishing the syn-
chronization, the Rx side processing can adapt to the precoding
scheme, i.e., F-IOP or B-IOP, employed by the Tx.

For each symbol combination, there could be three possible
situations during the determination of (k, α,Flag), as given in
Table I, which can be further used for determining the outer
precoder. In the third line of the table, when the Flag in the
(k, α,Flag) field is set to False, a cascaded precoder with B-
IOP, denoted by GB-IOP

e PB-IOP
1 , is selected from the codebook

based on the information in the PMI field. After establishing the
synchronization, the (k, α,Flag) fields at both the Tx and Rx
side are the same. Then, the interfering Rx can employ a proper
reception scheme adapting to the precoding method used by the
Tx in decoding the corresponding desired symbols.

The above discussion takes BPSK and K = 2 as an example.
In practice, the size (number of rows) of the structures depends
on the modulation order at the Tx side and the number of
interfering signalsK cooperatively. Defining thekth interference
employs Lk-order modulation scheme, the size of the struc-
tures (without reduction) in Fig. 5 can then be calculated as
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TABLE I
THREE SITUATIONS IN DETERMINING (k, α, FLAG) AT THE INTERFERING TX AND RX

Fig. 7. Flowchart of the reception of the interfering Tx– pair.

∏K
k=1 Lk. When BPSK (Lk = 2) is employed and K = 2, we

have
∏K

k=1 Lk = 4. However, since some symbol combinations
are processed in the same way, the number of items of the
structures can be reduced by a factor of 1/2 [32].

Since the necessary reception parameters along with the cor-
responding symbol combinations are provided, the receive filter
can be computed at the interfering Rx side. Then, a reception
mechanism given in Fig. 7 which is similar to that in [32], can
be used to decode the desired data. In the flowchart, P̂1 and Ĝe

denote the possible inner and outer precoders determined by the
(k, α,Flag) field in Fig. 5(b) at the Rx side. Since P̂1 and Ĝe

may not be the exact precoders P1 and Ge adopted by the Tx,
we useˆto distinguish them. When Flag = True, P̂1 and Ĝe are
specified as P̂F-IOP

1 and ĜF-IOP
e , respectively, while Flag = False

corresponds to P̂B-IOP
1 and ĜB-IOP

e .
The processing procedure demonstrated in Fig. 7 is in terms of

each row in Fig. 5(b). That is, given certain line in Fig. 5(b), either
P̂F-IOP

1 and ĜF-IOP
e , or ĜB-IOP

e and P̂B-IOP
1 are firstly calculated.

Then, based on these precoders, the receiving filer F1 can
be determined so as to decode data information X1 from the
received mixed signal. Recall that IOP is the interfering Tx side
operation and can thus be adapted to various reception schemes,
such as ZF, minimum mean square error (MMSE), and matched
filter (MF). Therefore, without loss of generality, as Fig. 7 shows,
we employ ZF reception in our design. Next, the interfering Rx
reconstructs signal based on H1, Ĝe, P̂1, and the decoded X̄1,
and then subtracts the reconstructed signal ŷ1 from the received
y1 to obtain Δy1. If only noise is outputted, the desired date
is X̄1, otherwise, the current line in Fig. 5(b) does not contain
the desired data, so that we should move to the next row of the

structure and return to the top of the flowchart to start a new
processing.

VI. NUMERICAL RESULTS

We now evaluate the feasibility and SE performance of the
proposed IOP schemes via MATLAB simulation. At first, we
set NTi

= NRi
= 2 where i = 0, 1 and let Tx1 transmit K = 2

data streams to Rx1, thus incurring 2 interferences to Rx0. An
equal power is allocated to each of the streams. The transmitted
symbols of Tx1 are generated by using BPSK modulation, i.e.,
x
(1)
1 and x

(2)
1 are either 1 or −1. The interfered Tx0–Rx0 pair

employs SVD-based pre-processing to send one data stream to
Rx0, i.e., applying SVD to H0 to obtain H0 = U0Σ0V

H
0 and

adopting p
(1)
0 = v

(1)
0 where v

(1)
0 is the first column of the right

singular matrix V0. Therefore, there is only one DoF available
for placing interfering components at Rx0. In such a case, neither
ZFBF nor IA is applicable due to the fact that both methods
manage interferences individually, and hence require K DoFs
for placing the adjusted interfering components. So, only SE
of the proposed schemes is studied. Moreover, since IOP can
avoid interference to the desired transmission to the interfered
Rx0, we only investigate the SE of the interfering Tx1–Rx1

pair.
Before presenting the simulation results, we first show how

to calculate the SE of Tx1–Rx1 pair with IOP. As for F-IOP,
since the inner-precoderP1 should be determined first, we adopt
P1 = V1 as an example where V1 is the right singular matrix of
H1. Since the optimal selection of the target codeword is more
complex computationally, we employ fixed C2 in the simulation
of B-IOP and the adoption of B-IOP in the Mixed-IOP C2 =
1
2 [

1 1
j −j ] as the target codeword for NT1 = 2. However, such

simplification will incur mismatches between the precoder and
the actual channel condition, thus degrading the transmission
quality of the interfering Tx–Rx pair.

According to the reception design given in Section V, for the
correct row in Fig. 5(b) containing the desired data symbols, we
let F1 = [f

(1)
1 f

(2)
1 ] denote the receive filter matrix of ZF, then

〈f (1)
1 ,H1Gep

(2)
1 〉 = 0 and 〈f (2)

1 ,H1Gep
(1)
1 〉 = 0 should hold.

The post-processed signal at Rx1 is expressed as:

ȳ1 = FH
1 H1Gep

(1)
1 x

(1)
1 + FH

1 H1Gep
(2)
1 x

(2)
1 + FH

1 n1. (20)

Thus, the SE of Tx1–Rx1 pair can be calculated as:

R1 =
2∑

i=1

log2

{
1 +

PT

2 ‖[f (i)1 ]HH1Gep
(i)
1 ‖2

σ2
n

}
. (21)

Fig. 8 shows the average SE of the interfering Tx1–Rx1 pair
with various IOP implementations, including F-IOP, B-IOP and
Mixed-IOP (switching to B-IOP when F-IOP is inapplicable). As
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Fig. 8. SE of different IOP schemes under various ([k(3) k(4)]T , α) values.

for the simulation of F-IOP, the precoder Ge is calculated with-
out verifying with Claims 1 and 2. In such a case, if the output
Ge is invalid, i.e., yielding SE = 0, SE with F-IOP is counted as
0. In practice, we can employ a properβ when applying F-IOP so
as to guarantee the quality of the resultantGe. The smallerβ, the
better Ge, but a greater sacrifice of timeliness of F-IOP. Of the
above three schemes, the first two are studied under two partic-
ular ([k(3) k(4)]T , α) settings, i.e., ([1 1]T , 1) and ([0 b(2)

p
(2)
e

]T , 1).

Note that the latter leads to Ge = diag([ b
(1)

p
(1)
e

b(2)

p
(2)
e

]) determined

cooperatively by H10, H0 and P1. Moreover, for a comprehen-
sive comparison, we also simulated the average SE of F-IOP
and B-IOP under 104 randomly generated ([k(3) k(4)]T , α) val-
ues. Each ([k(3) k(4)]T , α) sample is dependent on the channel
realization and the transmitted symbols. As for the Mixed-IOP,
we employ ([0 b(2)

p
(2)
e

]T , 1) which yields a diagonal Ge as the

initial value of ([k(3) k(4)]T , α), and set β = 0.2 and φ = 5.
Moreover, when B-IOP is adopted, we reset (k, α) in the third
column of Fig. 5 to the initial value ([0 b(2)

p
(2)
e

]T , 1) so as to achieve

statistically better SE. As the figure shows, given a particular
IOP scheme (i.e., F-IOP or B-IOP), the SE under diagonal Ge

obtained by letting ([k(3) k(4)]T , α) = ([0 b(2)

p
(2)
e

]T , 1), can lead to

the highest SE compared to that with ([1 1]T , 1) and averaged
over 104 randomly-generated samples.

In the simulation of Fig. 8, we only studied various IOP real-
izations without comparing them with other existing schemes,
because neither ZFBF nor IA is applicable when NTi

= NRi
=

2 where i = 0, 1, and K = 2. The pre-processing matrix under
ZFBF, denoted by PZFBF , should be designed to be orthogonal
to the interference channel H10, and hence H10P

ZFBF = 0
should hold, where 0 is a zero column vector. Since H10 ∈
C

NR0×NT1 , the existence of a solution for PZFBF requires
rank(H10) = min(NT1 , NR0) < NT1 , i.e., NT1 > NR0 . More-
over, to make K signal components distinguishable at their
intended receiver Rx1, the inequality NT1 −NR0 ≥ K should
hold. Therefore, ZFBF requires the satisfaction ofNT1 ≥ NR0 +
K, making it infeasible under NTi

= NRi
= 2 and K = 2.

Since IOP is applicable under NT1 ≤ NR0 , IOP and ZFBF
cannot be compared under a same condition. It should be noticed
that with ZFBF, the K transmitted beams pre-processed with
PZFBF at Tx1 no longer match H1 as p2pMIMO does, but the

orthogonality among the beams is still maintained, thus being
free from co-channel interference (CCI). The inter-beam orthog-
onality of ZFBF is advantageous over IOP, however, ZFBF costs
more DoFs. As discussed in the introduction part, IA is not
applicable to the case of multiple interferences from the same
source. GivenK andM , if Rx0 is equipped withNR0 ≥ M +K
antennas, multiple interferences from Tx1 can be adjusted so
that each interfering component may occupy one DoF at Rx0,
hence avoiding disturbance to the desired transmission to Rx0.
However, in such a case, the interfering signals are not com-
pressed as in traditional IA, and thus we call it pseudo-IA. In
summary, given the same K and M , IOP sacrifices the orthogo-
nality of multiple interfering signals while guaranteeing certain
communication performance of the interfering transmission pair.
IOP consumes one DoF regardless of the number of interfering
components. Both ZFBF and pseudo-IA require more antennas
to be equipped with the interfering Tx1 and interfered Rx0,
respectively, than IOP. Since pseudo-IA requires more antennas
at the interfered Rx, it is not only expensive in the DoF cost
but also impractical especially when the Rx is a mobile device.
Moreover, as Fig. 8 shows, the Mixed-IOP outperforms both
F-IOP and B-IOP.

VII. CONCLUSION

In this paper, we have proposed a new IM scheme, called
Inside-Out Precoding (IOP), to manage multiple interferences
from the same source. By exploiting inter-plays among wire-
less signals, multiple interfering components which have been
pre-processed by an inner-precoder, are treated as an effective
interference to which an outer-precoder is applied, so that mul-
tiple interferences can be compressed into one dimension at the
interfered Rx while being distinguishable at their intended Rx.
We have also presented two IOP realizations — forward IOP
(F-IOP) and backward IOP (B-IOP) — and discussed their incor-
poration in practical use. Our in-depth analysis and simulation
results have demonstrated that the proposed IOP can effectively
manage multiple interferences from the same source while guar-
anteeing the interfering Tx–Rx pair’s transmission performance.
Moreover, IOP aims to manage multiple interferences from the
same source. However, disturbances may come from different
sources and intend to various destinations in practice. Although
we may exploit collaborations among interferers to realize IOP
cooperatively, a lot of cooperation overhead will be incurred. In
this case, it is more suitable for each interfering Tx to adjust
its own signal individually so that multiple interferences can be
aligned in a compressed subspace at the interfered Rx with little
cooperation cost.

Although the proposed IOP schemes can realize alignment
of multiple interferences from the same source with only one
DoF cost at the interfered Rx, they incur a lot of computational
complexity in computing the outer-precoder. Moreover, the
outer-precoder is dependent on the transmitted symbols, that is,
various outer-precoders should be calculated for different sym-
bol combinations. However, it should be noticed that given K
interferences and Lk-order modulation for the kth interference,
there are totally 1

2

∏K
k=1 Lk symbol combinations. Therefore, in

a channel block where the channel parameters remain constant,
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the outer-precoder for each symbol combination is calculated
only once. That is, if the channel varies slowly or/and 1

2

∏K
k=1 Lk

is small, the computational complexity could possibly be ac-
ceptable. The detailed analysis of IOP’s complexity and further
design of IOP with less complexity/cost are beyond the scope
of this paper, but these are important issues that need to be
addressed, and thus are matters of our future inquiry.

APPENDIX A
PROOF OF CLAIM 1

According to Eq. (6), the received mixed signal at Rx1

can be expressed as y1 = H1GeP1X1 + n1. By noting
that rank(H1) = min(NT1 , NR1) ≥ K and rank(P1) = K,
given rank(Ge) < K, we can have rank(H1GeP1) ≤
min{rank(H1), rank(Ge), rank(P1)} = rank(Ge). Thus,
rank(H1GeP1) < K holds. That is, the number of desired
signals of Tx1–Rx1 pair, K is larger than the dimension
of the available signal space, i.e., rank(H1GeP1). In other
words, since H1GeP1 = [H1Gep

(1)
1 · · · H1Gep

(K)
1 ], when

rank(H1GeP1) < K, the spatial signatures of signals carrying
x
(1)
1 , . . . , x

(K)
1 , determined by H1Gep

(1)
1 , . . . ,H1Gep

(K)
1 ,

respectively, are linearly correlated. Therefore, there is at
least one signal carrying data, say x

(k)
1 , whose spatial signature

e
H1Gep

(k)
1

can be linearly represented by that of the otherK − 1

signals carrying x
(1)
1 , . . . , x

(k−1)
1 , x

(k+1)
1 , . . . , x

(K)
1 . In such a

case, Rx1 cannot de-correlate all the K signal components.
Thus, Claim 1 follows. �

APPENDIX B
PROOF OF CLAIM 2

Our idea of proving Claim 2 is to show that the undesired sit-
uation described in Claim 2 exists. Take NT1 = NR1 = NR0 =

K = 2 and Ge = diag([ b
(1)

p
(1)
e

b(2)

p
(2)
e

]) obtained by setting k(3) = 0,

k(4) = b(2)

p
(2)
e

and α = 1, as an example. diag(x) denotes the

diagonalization of vector x. We assume BPSK modulation is
employed by Tx1 for sending K = 2 signals, and hence the
modulated symbols, denoted by x

(1)
1 and x

(2)
1 , respectively, can

be either 1 or −1. Without loss of generality, we take x(1)
1 as the

referential symbol.

Since H1 = [
h
(11)
1 h

(12)
1

h
(21)
1 h

(22)
1

] and the inner precoder

P1 = [
p
(11)
1 p

(12)
1

p
(21)
1 p

(22)
1

], H1Gep
(1)
1 = [

b(1)

p
(1)
e

p
(11)
1 h

(11)
1 +

b(2)

p
(2)
e

p
(21)
1 h

(12)
1

b(1)

p
(1)
e

p
(11)
1 h

(21)
1 + b(2)

p
(2)
e

p
(21)
1 h

(22)
1

]

and H1Gep
(2)
1 = [

b(1)

p
(1)
e

p
(12)
1 h

(11)
1 +

b(2)

p
(2)
e

p
(22)
1 h

(12)
1

b(1)

p
(1)
e

p
(12)
1 h

(21)
1 +

b(2)

p
(2)
e

p
(22)
1 h

(22)
1

] hold. We define

ε1 = p
(11)
1 − p

(12)
1 and ε2 = p

(21)
1 − p

(22)
1 . Since unit vectors

p
(1)
1 and p

(2)
1 are the first two columns of the inner precoding

matrix P1, ε1 and ε2 cannot be close to 0 simultaneously.
Otherwise, 〈p(1)

1 ,p
(2)
1 〉 = 0 will not hold. Here, we use the

descriptions that complex variable ε1 or ε2 is close to 0 (→ 0)
or tends to ∞ (→ ∞) to indicate both the real and imaginary
parts of such a variable are close to 0 or tend to ∞, respectively.

By substituting ε1 and ε2 into the expressions of H1Gep
(1)
1 and

H1Gep
(2)
1 , we can get H1Gep

(1)
1 = [

b(1)

ε1
p
(11)
1 h

(11)
1 +

b(2)

ε2
p
(21)
1 h

(12)
1

b(1)

ε1
p
(11)
1 h

(21)
1 + b(2)

ε2
p
(21)
1 h

(22)
1

]

and H1Gep
(2)
1 = [

b(1)

ε1
p
(11)
1 h

(11)
1 +

b(2)

ε2
p
(21)
1 h

(12)
1 −b(1)h

(11)
1 −b(2)h

(12)
1

b(1)

ε1
p
(11)
1 h

(21)
1 +

b(2)

ε2
p
(21)
1 h

(22)
1 −b(1)h

(21)
1 −b(2)h

(22)
1

].

When ε1 → 0, we have 1
ε1

→ ∞, so that H1Gep
(1)
1 ≈

[ b
(1)

ε1
p
(11)
1 h

(11)
1

b(1)

ε1
p
(11)
1 h

(21)
1 ]T ≈ H1Gep

(2)
1 is obtained.

Therefore, |〈e
H1Gep

(1)
1
, e

H1Gep
(2)
1
〉| ≈ 1 holds. Similarly,

ε2 → 0 will lead to |〈e
H1Gep

(1)
1
, e

H1Gep
(2)
1
〉| ≈ 1. Although the

above analysis is with NT1 = NR1 = NR0 = K = 2, the same
conclusion can be drawn with more general parameter settings.
Thus, Claim 2 follows.

It should be noted that in the proof of Claim 2, we only pro-
vide an example satisfying |〈e

H1Gep
(l)
1
, e

H1Gep
(k)
1

〉| ≈ 1 where

l, k ∈ {1, 2, . . . ,K} and l �= k. In practice, there may be various
situations leading to |〈e

H1Gep
(l)
1
, e

H1Gep
(k)
1

〉| ≈ 1. For simplic-
ity, we have not exhaustively enumerated undesirable cases in
this paper. �

REFERENCES

[1] N. Yang, L. Wang, G. Geraci, M. Elkashlan, J. Yuan, and M. Di Renzo,
“Safeguarding 5 G wireless communication networks using physical layer
security,” IEEE Commun. Mag., vol. 53, no. 4, pp. 20–27, Apr. 2015.

[2] N. Cheng et al., “Performance analysis of vehicular device-to-device
underlay communication,” IEEE Trans. Veh. Technol., vol. 66, no. 6,
pp. 5409–5421, Jun. 2017.

[3] C. Chen, B. Wang, and R. Zhang, “Interference hypergraph-based resource
allocation (IHG-RA) for NOMA-integrated V2X networks,” IEEE IoT J.,
vol. 6, no. 1, pp. 161–170, Feb. 2019.

[4] M. Patra, R. Thakur, C. S. R. Murthy, “Improving delay and energy
efficiency of vehicular networks using mobile femto access points,” IEEE
Trans. Veh. Technol., vol. 66, no. 2, pp. 1496–1505, Feb. 2017.

[5] Z. Li, K. G. Shin, and L. Zhen, “When and how much to neutralize
interference?” in Proc. IEEE Intl. Conf. Comput. Commun., 2017, pp.
1–9.

[6] F. Tang, Z. Md. Fadlullah, N. Kato, F. Ono, and R. Miura, “AC-POCA:
Anti-coordination game based partially overlapping channels assignment
in combined UAV and D2D based networks,” IEEE Trans. Veh. Technol.,
vol. 67, no. 2, pp. 1672–1683, Feb. 2018.

[7] F. Tang, Z. Md. Fadlullah, B. Mao, and N. Kato, “An intelligent traffic
load prediction based adaptive channel assignment algorithm in SDN-
IoT: A deep learning approach,” IEEE Internet Things J., vol. 5, no. 6,
pp. 5141–5154, Dec. 2018.

[8] L. Song, A. Hjorungnes, and M. R. Bhatnagar, “Pre-equalization and
precoding design for frequency-selective fading channels,” in Proc. IEEE
Int. Conf. Commun., 2008, pp. 4744–4748.

[9] F. Tang, Y. Kawamoto, N. Kato, and J. Liu, “Future intelligent and secure
vehicular network towards 6 G: Machine-learning approaches,” Proc.
IEEE, vol. 108, no. 2, pp. 292–307, Feb. 2020.

[10] J. Chen, A. Singh, P. Elia, and R. Knopp, “Interference neutralization for
separated multiuser uplink-downlink with distributed relays,” in Proc. Inf.
Theory Appl. Workshop, 2011, pp. 1–9.

[11] Z. Li, F. Guo, C. Shu, K. G. Shin, and J. Liu, “Dynamic interfer-
ence steering in heterogeneous cellular networks,” IEEE Access, vol. 6,
pp. 28552–28562, 2018.

[12] Z. Li, Y. Liu, K. G. Shin, J. Liu, and Z. Yan, “Interference steering
to manage interference in IoT,” IEEE Internet Things J., vol. 6, no. 6,
pp. 10458–10471, Dec. 2019.

[13] T. Yoo and A. Goldsmith, “On the optimality of multiantenna broadcast
scheduling using zero-forcing beamforming,” IEEE J. Sel. Areas Com-
mun., vol. 24, no. 3, pp. 528–541, Mar. 2006.

[14] G. Bresler, D. Cartwright, and D. Tse, “Feasibility of interference align-
ment for the MIMO interference channel,” IEEE Trans. Inf. Theory, vol. 60,
no. 9, pp. 5573–5586, Sep. 2014.

[15] V. Ntranos, M. A. Maddah-Ali, and G. Caire, “Cellular interference align-
ment,” IEEE Trans. Inf. Theory, vol. 61, no. 3, pp. 1194–1217, Mar. 2015.

Authorized licensed use limited to: University of Michigan Library. Downloaded on July 17,2020 at 01:39:02 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: INSIDE-OUT PRECODING TO MANAGE MULTIPLE INTERFERENCES FROM THE SAME SOURCE 7595

[16] V. R. Cadambe and S. A. Jafar, “Interference alignment and degrees of
freedom of the K-user interference channel,” IEEE Trans. Inf. Theory,
vol. 54, no. 8, pp. 3425–3441, Aug. 2008.

[17] M. A. Maddah-Ali, A. S. Motahari, and A. K. Khandani, “Communication
over MIMO X channels: Interference alignment, decomposition, and per-
formance analysis,” IEEE Trans. Inf. Theory, vol. 54, no. 8, pp. 3457–3470,
Aug. 2008.

[18] C. M. Yetis, T. Gou, S. A. Jafar, and A. H. Kayran, “On feasibility of
interference alignment in MIMO interference networks,” IEEE Trans. Sig.
Process., vol. 58, no. 9, pp. 4771–4782, Sep. 2010.

[19] C. Na, X. Hou, and A. Harada, “Two-cell coordinated transmission scheme
based on interference alignment and MU-MIMO beamforming,” in Proc.
IEEE Veh. Technol. Conf., 2012, pp. 1–5.

[20] B. Guler and A. Yener, “Uplink interference management for coexisting
MIMO femtocell and macrocell networks: An interference alignment
approach,” IEEE Trans. Wireless Commun., vol. 13, no. 4, pp. 2246–2257,
Apr. 2014.

[21] R. S. Ganesan, H. Al-Shatri, A. Kuehne, T. Weber, and A. Klein, “Pair-
aware interference alignment in multi-user two-way relay networks,” IEEE
Trans. Wireless Commun., vol. 12, no. 8, pp. 3662–3671, Aug. 2013.

[22] S. Zhang, W. Sun, J. Liu, and N. Kato, “Physical layer security in large
scale probabilistic caching: Analysis and optimization,” IEEE Commun.
Lett., vol. 23, no. 9, pp. 1484–1487, Sep. 2019.

[23] B. Nourani, S. A. Motahari, and A. K. Khandani, “Relay-aided interference
alignment for the quasi-static interference channel,” in Proc. IEEE Intl.
Conf. Symp. Inf. Theory, 2010, pp. 405–409.

[24] B. Shen and Z. Li, “Coexistent transmission and user scheduling for
CR-MIMO system based on interference alignment and cancellation,”
in Proc. Annu. Int. Symp. Pers., Indoor, Mobile Radio Commun., 2013,
pp. 403–407.

[25] Z. Li, J. Chen, L. Zhen, S. Cui, K. G. Shin, and J. Liu ,“Coordinated
multi-point transmissions based on interference alignment and neutral-
ization,” IEEE Trans. Wireless Commun., vol. 18, no. 7, pp. 3347–3365,
Jul. 2019.

[26] N. Liu, I. Maric, A. J. Goldsmith, and S. Shamai, “Capacity bounds and
exact results for the cognitive Z-interference channel,” IEEE Trans. Inf.
Theory, vol. 59, no. 2, pp. 886–893, Feb. 2013.

[27] N. Zhao, X. Zhang, F. R. Yu, and V. C. M. Leung, “To align or not to align:
Topology management in asymmetric interference networks,” IEEE Trans.
Veh. Technol., vol. 66, no. 8, pp. 7164–7177, Aug. 2017.

[28] P. Cheng, Y. Zhang, and Z. Xu, Matrix Theory. Xi’an, China: Northwestern
Polytechnical Univ. Press, 2006.

[29] A. Cordero, J. R. Torregrosa, and M. P. Vassileva, “Pseudocomposition: A
technique to design predictor-corrector methods for systems of nonlinear
equations,” Appl. Math. Computation, vol. 218, no. 23, pp. 11496–11504,
2012.

[30] “LTE; Requirements for further advancements for evolved universal ter-
restrial radio access (EUTRA) (LTE-Advanced),” 3GPP, Sophia Antipolis,
France, Tech. Rep. TR 36.913 Release 15, 2018.

[31] A. Ghosh, J. Zhang, J. G. Andrews, and R. Muhamed, Fundamentals of
LTE. 1st ed., Englewood Cliffs, NJ, USA: Prentice-Hall, 2010.

[32] Z. Li, J. Ding, X. Dai, and S. G. Kang, “Exploiting interactions among
signals to decode interfering transmissions with fewer receiving antennas,”
Comput. Commun., vol. 136, pp. 63–75, 2019.

[33] “LTE; evolved universal terrestrial radio access (E-UTRA); physical layer
procedures,” 3GPP, Sophia Antipolis, France, Tech. Rep. TS 36.213 Re-
lease 8, 2009.

Zhao Li (Member, IEEE) received the B.S. degree in
telecommunications engineering, the M.S. and Ph.D.
degrees in communication and information systems
from Xidian University, Xi’an, China, in 2003, 2006,
and 2010, respectively. He is currently an Associate
Professor with the School of Cyber Engineering, Xi-
dian University. He worked as a Visiting Scholar and
then as a Research Scientist in the Real-Time Com-
puting Laboratory at the Department of Electrical
Engineering and Computer Science, The University
of Michigan, during 2013-2015. He has published

over 40 technical papers at premium international journals and conferences,
like IEEE IoT, Journal, IEEE TWC, IEEE INFOCOM, Computer Communi-
cations, Wireless Networks, and so on. His research interests include wireless
communication, 5G communication systems, resource allocation, interference
management, IoT, and physical layer security.

Yujiao Bai is currently a Master’s student with the
School of Telecommunications Engineering at Xidian
University. Her research interests include wireless
communication, resource allocation, and interference
management.

Kang G. Shin (Life Fellow, IEEE) received the B.S.
degree in electronics engineering from Seoul National
University, Seoul, Korea, and the M.S. and the Ph.D.
degrees in electrical engineering from Cornell Uni-
versity, Ithaca, New York, in 1970, 1976, and 1978,
respectively. He is the Kevin and Nancy O’Connor
Professor of Computer Science and Founding Direc-
tor of the Real-Time Computing Laboratory with the
Department of Electrical Engineering and Computer
Science, The University of Michigan, Ann Arbor,
Michigan. At Michigan, he has supervised the com-

pletion of 82 Ph.D.s and also chaired the Computer Science and Engineering
Division for three years starting in 1991. From 1978 to 1982 he was on the faculty
of the Rensselaer Polytechnic Institute, Troy, New York. His current research
focuses on QoS-sensitive computing and networks as well as on embedded
real-time and cyber-physical systems. He has authored/coauthored more than
900 technical articles (more than 330 of which are published in archival journals)
and more than 30 patents or invention disclosures. He has also received numerous
institutional awards and best paper awards. He is Fellow of ACM.

Zheng Yan (Senior Member, IEEE) received the
B.Eng. degree in electrical engineering and the
M.Eng. degree in computer science and engineering
from the Xi’an Jiaotong University, Xi’an, China
in 1994 and 1997, respectively, the second M.Eng.
degree in information security from the National
University of Singapore, Singapore in 2000, and the
Licentiate of Science and the Doctor of Science in
Technology in electrical engineering from Helsinki
University of Technology, Helsinki, Finland in 2005
and 2007. She is currently a Professor with the Xidian

University, Xi’an, China and a Visiting Professor with the Aalto University, Es-
poo, Finland. She authored more than 150 peerreviewed publications and solely
authored two books. She is the inventor and co-inventor of over 50 patents and
PCT patent applications. Her research interests are in trust, security and privacy,
social networking, cloud computing, networking systems, and data mining. Prof.
Yan serves as an Associate Editor of Information Sciences, Information Fusion,
IEEE Internet of Things Journal, IEEE Access Journal, JNCA, Security and
Communication Networks, etc. She is a Leading Guest Editor of many reputable
journals including ACM TOMM, FGCS, IEEE Systems Journal, MONET, etc.
She served as a steering, organization and program committee member for over
70 international conferences.

Hui Li (Member,IEEE) received the B.Sc. degree
from Fudan University in 1990 and the M.Sc. and
Ph.D. degrees from Xidian University in 1993 and
1998, respectively. In 2009, he was with the Depart-
ment of ECE, University of Waterloo as a Visiting
Scholar. Since 2005, he has been a Professor with the
School of Telecommunications Engineering, Xidian
University, China. His research interests include the
areas of cryptography, security of cloud computing,
wireless network security, and information theory. He
served as the TPC cochair of ISPEC 2009 and IAS

2009, General cochair of E-Forensic 2010, ProvSec 2011, and ISC 2011.

Authorized licensed use limited to: University of Michigan Library. Downloaded on July 17,2020 at 01:39:02 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


