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Abstract— With the rapid development in wireless communi-
cation technologies, interference has become a main impediment
to network performance, making interference management (IM)
a critical issue. Interference steering (IS) is emerging as a novel
way of IM, which can steer the spatial feature of interference
to a target subspace by exploiting the interactions of multiple
signals over the air to avoid the disturbance to the interfered
receiver. In reality, there always exists multiple interferences from
single or multiple sources. We propose three ways to realize IS.
The first two of them are categorized as individual interference
steering (IIS), in which multiple interfering signals are separately
adjusted to either an identical direction (a single-target IS, STIS)
or different directions (multi-target IS, MTIS), incurring single
or multiple degrees of freedom (DoFs) overheads, respectively.
Furthermore, by recognizing that the goal of IM is to limit the
effect of interference—i.e., the effective portion of interference
imposed on the intended transmission— we propose aggregated
interference steering (AIS) that exploits the constructive or
destructive effects of multiple interfering signals. By considering
the overall effect of multiple interferences, the DoF cost of AIS
is reduced to one regardless of the number of interference to
be managed. Finally, the proposed three IS realizations are
adapted to minimize the power cost of steering interference. Our
theoretical analysis and in-depth simulation results have shown
that the proposed IS schemes can effectively manage multiple
interference via better utilizing the DoF and transmit power.
The AIS is shown to be advantageous in both power cost and
DoF consumption.
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I. INTRODUCTION

W ITH the rapid development of wireless communication
technologies as well as the increasing density of link

connectivity, interference has become a major impediment
in network performance. Therefore, given limited resources,
effective interference management (IM) is crucial to the ever-
increasing demand of users’ Quality of Service (QoS) and
the increasing number of users accommodated in the system.
IM can be implemented at the transmitter (Tx) and/or the
receiver (Rx) side. There have been numerous IM schemes,
such as zero-forcing beamforming (ZFBF) [1], ZF recep-
tion [2], interference alignment (IA) [3]–[7], interference neu-
tralization (IN) [9]–[14], and interference steering (IS) [15].
They are all designed to suppress, adjust or eliminate interfer-
ence so as to improve network capacity and users’ experience.

Of these IM schemes, IA is powerful in controlling the
interference contamination and has been under development
in recent years [3]–[7]. By pre-processing them at the Tx,
multiple interfering signals are mapped into a finite subspace,
so that the desired signal(s) may be sent through a subspace
without attenuation [3], [4]. IA has been shown to be able
to achieve the information-theoretic maximum DoFs (Degrees
of Freedom) in some interference networks [5], [6]. However,
the authors of [3] have shown that the feasibility of IA is
highly dependent on system parameters, such as the number of
transmitters and receivers and configuration of transmit/receive
antennas. That is, although IA emerges as a promising IM
scheme, its applicability is still limited by the requirement of
DoFs. Moreover, with IA, signals from an identical Tx cannot
be aligned in the same direction at an unintended Rx while
being distinguishable at their common destination [8].

Some researchers have attempted to bypass the stringent
DoFs requirement by proposing other IM schemes, such as
interference neutralization (IN) [9]–[14]. IN strives to properly
combine signals arriving from various paths in such a way
that the interfering signals are canceled while the desired
signals are preserved at the receiver [9], and it has been
applied to interference networks that employ relays [10], [11].
The authors of [12] proposed a new scheme called aligned
interference neutralization for a multi-hop interference net-
work formed by concatenation of two 2-user interference
channels. It provides a way to align interference terms over
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each hop in a manner that allows them to be canceled over
the air at the last hop. But a conventional relay causes a
processing delay compared to the direct path between a source
and destination, which limits the DoF gain in a wireless
interference network [13], [14]. Therefore, instantaneous relay
(relay-without-delay) was introduced in [13], [14] to obtain
larger capacity than conventional relay, and a higher DoF gain
is achieved without requiring any memory at the relay.

Although IN can mitigate interference, the power over-
head of generating neutralizing signal influences the system’s
performance as well. In practice, a higher transmit power
will be consumed by IN when the interference is strong,
thus leaving less power for the desired data transmission.
Furthermore, IN may even be unavailable for mobile terminals
due to their limited power budget. A dynamic interference
neutralization (DIN) scheme was proposed in [8]. By intelli-
gently determining the appropriate portion of interference to be
neutralized, the transmitter’s power used for IN and the desired
signal’s transmission can be well balanced. Although DIN
achieves better use of transmit power compared to complete
IN, its power overhead is still dependent on the strength of
interference.

Recently, by recognizing that interference can be not only
neutralized but also steered to a particular direction [15], a new
IM technique called interference steering (IS) was proposed
and applied to an infrastructure-based enterprise wireless local
area network (WLAN). With IS, a steering signal is generated
to modify the interference’s spatial feature, so that the original
interference is steered to the orthogonal direction of the desired
signal perceived by the interfered receiver. Compared to IN,
IS consumes much less transmit power [15], yet a spatial DoF
is required to place the steered interference which is similar
to the principle of IA.

Besides the above-mentioned methods, optimal beamform-
ing (OBF) is also an effective way of managing multi-user
interference in multiple-input multiple-output broadcast chan-
nel (MIMO BC). Of these, [16]–[20] focused on the practical
design of beamforming strategies, i.e., designing transmit vec-
tors under limited feedback [16], [19], [20], statistical channel
state information (CSI) [17], [18], and delayed CSI [18], so
that the ergodic sum-rate can be maximized.

Note, however, that none of the existing IM methods are
cost-free when being used to adjust, suppress or eliminate the
interference. For example, by adjusting a transmit beam using
ZFBF, OBF, or IA to implement interference management, the
strength of the adjusted signal is attenuated; a zero-forcing
based filter can be adopted to nullify interference at a loss
of the desired signal power; with IN or IS, an interfering
signal is duplicated to neutralize or steer the interference
at the cost of extra transmit power consumption. Moreover,
given multiple mutually interfering transmission pairs, ZFBF,
OBF, ZF reception, IA and IS require more DoFs than IN, to
distinguish the desired signal from the interference. For ZFBF,
OBF and ZF reception, the DoF requirement is determined
by the total number of desired signals and interference, i.e.,
each interfering signal component consumes one DoF, whereas
for IA and IS at least one DoF should be provided to place
the aligned and steered interference, respectively. With IN,

since disturbance(s) can be neutralized over the air, no extra
DoF for interference is required, thus becoming free from
the aforementioned limitations of ZFBF, OBF, ZF reception,
IA and IS. To better utilize the transmit power used for
IM and desired signal’s transmission, the authors of [21]
proposed dynamic interference steering (DIS). As for ZF, IM is
implemented by the interfered Rx, whereas IN and IS are
realized by the interfered Tx (the transmitter corresponding to
the interfered receiver), thus incurring effective signal power
loss with respect to the interfered user-pair. With ZFBF and
IA, the IM cost is paid by the interfering Tx, hence incurring
effective signal power loss with respect to the interfering user-
pair. However, in practice, when the interferer is unwilling
to sacrifice, ZFBF and IA become inapplicable. In addition,
compared to IN and IS, the realization of ZF costs more
DoFs.

Note that the above discussion is under the assumption of
existence of multiple mutually interfering transmission pairs,
thus making the OBF designed for MIMO BC inapplicable. If
MIMO BC is considered, we do not need multi-antennas at the
Rx side for the application of ZFBF and OBF, hence no DoF
cost at the interfered Rx. Moreover, since there is one common
Tx and multiple Rxs in MIMO BC, the transmission from Tx
to the intended Rx is not only desired for itself but also the
interfering transmission to the other Rxs, thus incurring power
loss to both the interfering and interfered transmissions.

Based on the above discussion, IS and DIS are advantageous
over ZF in DoF cost and IN in power overhead, respectively.
Moreover, IS and DIS are implemented by the interfered Tx
and does not require the sacrifice of interfering user-pair’s
performance. Thus, IS and DIS are more attractive than other
IM methods. However, existing IS and DIS schemes manage
only a single interference, even when there are multiple
interfering signals from single/multiple sources. In addition,
as one can see from the above discussion, power and DoF
costs are two major types of overhead in the design of IM
mechanisms (including IS), but neither [15] nor [21] discussed
the DoF cost of managing multiple disturbances. Moreover,
the above-mentioned IM schemes focus on managing distur-
bances individually, but have not exploited interactions among
multiple disturbances for the design of IM.

In summary, how to flexibly utilize various types of com-
munication resource such as transmit power and DoF so as
to manage multiple disturbances effectively, and in which
way to manage multiple interferences (i.e., individually or
in an aggregated way) are important and require a thorough
investigation. So, we will focus on the design of various
IS schemes in the presence of multiple disturbances, and
analyze their overheads based on which their adaptation will
be discussed to better utilize the DoFs and power for IM.

The main contributions of this paper are three-fold:
• Proposal of two types of individual interference steer-

ing (IIS), with which each interfering signal is steered
separately. By accounting for the transmitter power con-
sumption and DoF cost, multiple interferences can be
steered in different directions or an identical direction,
which are regarded as multi-target IS (MTIS) and single-
target IS (STIS), respectively. MTIS can save transmit
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power at the expense of more DoF costs, compared to
STIS.

• Proposal of aggregated IS (AIS), with which the inter-
relationship of transmitted symbols carried by multiple
interfering signals is exploited so that a single steer-
ing signal can be generated to adjust the overall effect
of the interference perceived by the interfered Rx to
the direction orthogonal to the desired transmission.
AIS consumes only one DoF (antenna) regardless of
the number of interference. Moreover, by exploiting
interactions among interference, the power overhead of
generating a steering signal with AIS can be reduced
further.

• Adaptation of the proposed IS schemes, with which the
DoF and transmit power can be appropriately utilized
so as to maximize the interfered user-pair’s spectral
efficiency (SE).

The rest of this paper is organized as follows. Section II
describes the system model, while Section III details the
individual interference steering (IIS). Section IV presents the
aggregated IS (AIS) and the adaptive selection of IS schemes.
Then, Section V generalizes the three IS implementations.
Section VI analyzes the computational complexity of the
proposed methods, and Section VII evaluates their perfor-
mance and overheads. Finally, Section VIII concludes the
paper.

Throughout this paper, we use the following notations. The
set of complex numbers is denoted as C, while vectors and
matrices are represented by bold lower-case and upper-case
letters, respectively. Let XH , XT , X−1, det(X) denote the
Hermitian, transpose, inverse and determinant of matrix X.
‖ · ‖ and | · | indicate the Euclidean norm and the absolute
value, respectively. E(·) denotes statistical expectation and
〈a,b〉 represents the inner product of two vectors.

II. SYSTEM MODEL

We consider the downlink transmission in heterogeneous
cellular networks (HCNs) composed of overlapping macro
and pico cells [22]. As shown in Fig. 1, macro and pico
base stations (MBSs and PBSs) are equipped with NT1 and
NT0 antennas, whereas macro user equipment (MUE) and
pico user equipment (PUE) have NR1 and NR0 antennas,
respectively. Since mobile stations/devices are subject to more
severe restrictions in cost and hardware than a base station
(BS), the number of BS’s antennas is assumed to be equal to,
or greater than the number of UE’s antennas, i.e., NTi ≥ NRi

where i = 0, 1. The radio range, d, of a picocell is known
to be 300m or less, whereas the radius, D, of a macrocell
is taken 3000m [22]. Symbols x1 = [x(1)

1 x
(2)
1 · · · x

(K)
1 ]T

and x0 = [x(1)
0 x

(2)
0 · · · x

(M)
0 ]T are used to denote the

transmit data vectors from PBS and MBS to their serving
subscribers, respectively, of which x

(k)
1 (k ∈ {1, 2, · · · , K}

and K ≤ NR1 ) and x
(m)
0 (m ∈ {1, 2, · · · , M} and M < NR0 ,

NR0 − M represents for the DoF costs available for IM) are
the kth and mth symbols. E(‖xi‖2) = 1 holds. For clarity of
exposition, we begin with the assumption that multiple data
streams are sent from MBS to MUE (K > 1), and only one
data stream is sent from PBS to PUE (M = 1), i.e., spatial

Fig. 1. System model.

multiplexing (SM) and beamforming (BF) are employed by
MBS and PBS, respectively. The extension to multiple data
streams sent from PBS and other generalized situations will
be described in Section V.

Let PT1 and PT0 be the transmit power of MBS and PBS.
The path loss from MBS and PBS to a mobile terminal is
defined as L10 = F(η10) and L0 = F(η0), respectively,
where the variables η10 and η0, measured in meters (m),
denote the distance from the transmitter to the receiver. That
is, path loss is a function — i.e., F(·) — of the signal’s
propagation distance. Here we adopt the Third Generation
Partnership Project (3GPP) path loss model [23] as an exam-
ple, but our proposed methods can be directly applied to
other models. Channel matrices from MBS to MUE and
from PBS to PUE are denoted by H1 ∈ CNR1×NT1 and
H0 ∈ CNR0×NT0 , whereas from MBS to PUE is expressed
as H10 ∈ CNR0×NT1 . A spatially uncorrelated Rayleigh flat
fading channel model is adopted so as to model the elements of
the above matrices as independent and identically distributed
zero-mean unit-variance complex Gaussian random variables.
We assume that all users experience block fading, i.e., channel
parameters in a block consisting of several successive time
slots remain constant in the block and vary randomly between
successive blocks. Each user can accurately estimate CSI
with respect to its intended and unintended Txs and feed
it back to its associated BS via a low-rate error-free link.
We assume reliable links for the delivery of CSI and signaling
(as is usually the case in practice). The delivery delay is
negligible relative to the time scale on which the channel state
varies.

As mobile data traffic has increased significantly in recent
years, network operators prefer open access to offload users’
traffic from heavily-loaded macrocells to other low-power
access points, e.g., pico BS [22], [24]. Hence, in this paper
we assume the PBS operates in an open mode, i.e., users
falling into the coverage of PBS are allowed to access it.
The transmission from MBS to MUE will interfere with the
intended transmission from PBS at PUE. Nevertheless, due
to the limited coverage of a picocell, PBS will not cause too
much interference to MUE, and thus is omitted in our study.
Therefore, the interference shown in Fig. 1 has an asymmetric
feature. According to the above description, MBS and PUE
act as the interfering Tx and the interfered Rx, and MUE and
PBS, corresponding to the interfering Tx and interfered Rx,
will henceforth be called interfering Rx and the interfered Tx,
respectively.
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Since picocells are deployed to improve the capacity and
coverage of existing cellular systems, each picocell, unlike the
macrocell, has subordinate features,1 and hence the transmis-
sion in the macrocell is given priority over that in the picocell.
Specifically, the MBS is unwilling to adjust its transmission
for the pico-users. However, we assume that PBS can acquire
the information of x1 via inter-BS collaboration, this is easy
to achieve because PBS and MBS are deployed and managed
by the same operator [25]. Moreover, we assume that PUE
deployed in the coverage of a macrocell can hear the training
signal broadcasted by MBS so that the interfering channel
matrix H10 can be estimated by the PUE. Then, H10 is fed
back to PBS along with H0. Since the transmission from MBS
to MUE depends only on H1 and is free from interference,
we mainly focus on the pico-users’ transmission performance.

III. DESIGN OF INDIVIDUAL INTERFERENCE STEERING

When there are K ≥ 2 disturbances, IS can be realized
by generating a steering signal in terms of each of the
interference, called individual IS (IIS). Two types of IIS can
be obtained at different DoF costs. Given NR0−M > 1, when
K interfering signals are independently steered to various
directions, as many as min(NR0 −M, K) DoFs are consumed
to place the adjusted interference, we call it multi-target
IS (MTIS). When all interfering signals are adjusted to an
identical direction, one DoF is consumed by the interference at
the interfered Rx, we call it single-target IS (STIS). For clarity
of exposition, we start with one interfering MBS who sends
x1 = [x(1)

1 · · · x
(K)
1 ] where K > 1 and NTi = NRi > 2

(i = 0, 1). PBS employs BF to transmit x
(1)
0 to PUE. Note

that our design can be easily extended to more generalized
cases where interfering signals come from multiple sources.
In what follows, we will first elaborate on the design of MTIS
and STIS, and then analyze the power overhead of the two
schemes.

A. Design of Multi-Target IS

As mentioned above, there are K disturbances from the
interfering MBS, and thus the received signal at the interfered
PUE can be expressed as:

y0 =
√

PT010−0.05L0H0p
(1)
0 x

(1)
0

+
K∑

k=1

√
PT1

K
10−0.05L10H10p

(k)
1 x

(k)
1 + n0. (1)

The column vectors p(1)
0 and p(k)

1 where k = 1, 2, . . . , K ,
denote the precoders for data symbols x

(1)
0 and x

(k)
1 sent from

PBS and MBS, respectively. The first term on the right hand
side (RHS) of Eq. (1) is the desired signal of PUE, whereas
the second term denotes the sum of interference from MBS.
PT1 is equally allocated to K data streams. n0 represents for
an additive white Gaussian noise (AWGN) with zero-mean
and variance σ2

n. The path losses from MBS and PBS to a

1Picocells are employed to assist a macrocell to improve its service,
while MBS does not necessarily adjust its transmission, or sacrifice its
communication performance to avoid interference to PUE.

mobile terminal are denoted by L10 and L0, measured in dB,
respectively. For example, by employing the path loss model
in [23], we can have L10 = 128.1 + 37.6 log10(η10/103) dB
and L0 = 38 + 30 log10 η0 dB, where η10 and η0 are the
distances from MBS and PBS to PUE, respectively. From
Fig. 1, we can see that the strengths of the desired signal
and interference at PUE depend on the network topology,
transmit power of PBS and MBS, as well as channel con-
ditions. All of these factors affect the effectiveness of IM.
For clarity of presentation, we define P̃T0 = PT010−0.1L0 and
P̃T1 = PT110−0.1L10 , where P̃T0 and P̃T1 indicate the transmit
power of PBS and MBS incorporated in path loss. With this
definition, the consideration of various network topology and
transmit power differences can be simplified to P̃T0 and P̃T1 .

We adopt the precoding and receive filtering based on the
singular value decomposition (SVD), but can also use other
types of pre- and post-processing. By applying SVD to Hi

where i = 0, 1, Hi = UiΣiVH
i is obtained. Then, we employ

p(1)
0 = v(1)

0 and p(k)
1 = v(k)

1 , where v(1)
i represents for

the first column vector of the right singular matrix Vi,
corresponding to the principal eigenmode of Hi, and v(k)

1

(k = 2, 3, . . . , K) is the kth column vector of V1, indicating
the spatial feature of the kth eigenmode of H1. We can simply
use f (1)

0 = u(1)
0 as the filter vector at PUE, following the idea

of reception based on matched filtering (MF), where u(1)
0 is

the first column vector of the left singular matrix U0.
The above discussion is under M = 1 assumption. Given an

arbitrary M < NR0 , since M data streams consume M DoFs
at the PUE, there will be NR0−M DoFs available to place the
steered interference. If NR0 − M > 1, MTIS can be realized
by applying IS to the interference K times. The steered K
disturbances will lie in the subspace orthogonal to the desired
transmission. The dimension of such a subspace is determined
by NR0 − M . Since PBS is capable of acquiring interference
information, including data and CSI, it can generate a steering
signal in terms of each interference and send it along with
the desired signal. With MTIS, the received signal at PUE
becomes:

y0 =

√√
√
√P̃T0 −

K∑

k=1

P̃
(k)
MTISH0p

(1)
0 x

(1)
0

+
K∑

k=1

⎡

⎣

√
P̃T1

K
H10p

(k)
1 x

(k)
1 +

√
P̃

(k)
MTISH0p

(k)
MTISx

(k)
1

⎤

⎦

+n0 (2)

where P̃
(k)
MTIS = P

(k)
MTIS10−0.1L0 . P

(k)
MTIS and p(k)

MTIS denote
the power overhead and precoder of steering signal for the

kth interference
√

P̃T1
K H10p

(k)
1 x

(k)
1 . With the influence of the

steering signal, the spatial features of the original interference
perceived by the interfered Rx can be modified.

Given K interfering signals, we first define the directions
of the desired signal s and the kth interference,

t(k) =

√
P̃T1

K
H10p

(k)
1 x

(k)
1 , (3)
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combined with the steering signal,

s(k)
t,MTIS =

√
P̃

(k)
MTISH0p

(k)
MTISx

(k)
1 , (4)

as

ds =
H0p

(1)
0

‖H0p
(1)
0 ‖

(5)

and

d
t(k)+s

(k)
t,MT IS

=
t(k) + s(k)

t,MTIS

‖t(k) + s(k)
t,MTIS‖

, (6)

respectively. Then, by letting 〈ds,dt(k)+s
(k)
t,MT IS

〉 = 0, the

interference can be steered to the orthogonal direction to the
desired signal. Since the interference t(k) can be decomposed
into an in-phase component and a quadrature component,
denoted by the superscripts In and Q, respectively, in terms
of ds, i.e., t(k) = t(k)

In + t(k)
Q , when s(k)

t,MTIS = −t(k)
In holds

for every k ∈ {1, 2, · · · , K}, MTIS is realized. Taking the
steering of t(k) as an example, we can easily see

t(k)
In =

√
P̃T1

K
PMTISH10p

(k)
1 x

(k)
1 (7)

where PMTIS = ds(dH
s ds)−1dH

s = dsdH
s /‖ds‖2 = dsdH

s

denotes the projection matrix with respect to ds. The steering
signal should satisfy

√
P̃

(k)
MTISH0p

(k)
MTISx

(k)
1 = −

√
P̃T1

K
PMTISH10p

(k)
1 x

(k)
1 .(8)

This equation can be decomposed into two parts,

H0p
(k)
MTIS = −ω1PMTISH10p

(k)
1 (9)

and

√
P̃

(k)
MTIS = ω2

√
P̃T1

K
(10)

where ω1ω2 = 1. From the above two equations, we can obtain

p(k)
MTIS = −ω1H−1

0 PMTISH10p
(k)
1 (11)

and
√

P
(k)
MTIS = ω2

√
PT1ε

K
, (12)

respectively, where ε = 10−0.1(L10−L0). Note that
‖p(k)

MTIS‖ = 1 is not guaranteed, i.e., p(k)
MTIS has an impact

on the power cost of interference steering. From the above
discussion, it can be seen that with MTIS, the projection of
each interfering signal onto the desired signal is counteracted
by its corresponding steering signal, so that the adjusted
interference is orthogonal to the desired signal. However,
the orthogonality among the steered interference is neither
necessary nor guaranteed. The spatial feature of the steering
signal is determined only by the desired signal and the
interference it is to adjust.

For clarity of exposition, we normalize the precoder so that
the direction and strength requirements for MTIS could be

decoupled from each other. Then, the implementation of MTIS
is given as:

⎧
⎪⎪⎨

⎪⎪⎩

p(k)
MTIS = − H−1

0 PMTISH10p
(k)
1

‖H−1
0 PMTISH10p

(k)
1 ‖

P
(k)
MTIS =

PT1ε

K
‖H−1

0 PMTISH10p
(k)
1 ‖2

(13)

where k = 1, 2, . . . , K . When NTi > NRi , the inverse of
channel matrix should be replaced by Moore-Penrose pseudo-
inverse. The mechanism can then be directly generalized.
In addition, when the interference is too strong, PT0 may
not be sufficient for MTIS, in such a case, we simply switch
to the non-interference management (non-IM) mode. That is,
the interfered Rx employs MF to decode its desired data
while leaving the interference un-managed. By adopting MF,
i.e., letting f (1)

0 = u(1)
0 , the estimated signal at PUE after

filtering is

ȳ0 =

√√
√
√P̃T0 −

K∑

k=1

P̃
(k)
MTIS [f (1)

0 ]HH0p
(1)
0 x

(1)
0 + [f (1)

0 ]Hn0.

(14)

Since the spatial feature of the steered interference is orthog-
onal to that of u(1)

0 , the interfering terms can be canceled. So,
the SE of PUE with MTIS can be computed as:

R0 = log2

{

1 +
[P̃T0 −

∑K
k=1 P̃

(k)
MTIS ]‖[f (1)

0 ]HH0p
(1)
0 ‖2

σ2
n

}

.

(15)

B. Design of Single-Target IS

Note that MTIS uses as many as NR0 − M DoFs to place
the steered interference. If only one of NR0 − M DoFs is
allowed for IM, MTIS becomes unavailable. In such a case,
we design STIS to steer all the interference to an identical
direction which incurs the cost of one DoF at the PUE. The
K data streams sent from MBS require K steering signals
each of which can adjust an interference to the same direction.
Since we assume NTi = NRi > 2 (i = 0, 1) and M = 1, the
principal eigenmode with the largest channel gain is used for
x

(1)
0 ’s transmission, then all the interference are steered to a

direction lies in the subspace determined by the remaining
NR0 − 1 secondary eigenmodes. So, the received signal at
PUE with STIS can be expressed as:

y0 =

√√
√
√P̃T0 −

K∑

k=1

P̃
(k)
STISH0p

(1)
0 x

(1)
0 +

K∑

k=1

[t(k) + s(k)
t,STIS ]

+n0 (16)

where P̃
(k)
STIS = P

(k)
STIS10−0.1L0 and t(k) + s(k)

t,STIS =√
P̃T1
K H10p

(k)
1 x

(k)
1 +

√
P̃

(k)
STISH0p

(k)
STISx

(k)
1 . P

(k)
STIS and

p(k)
STIS represent the power overhead and the precoder of

the steering signal for interference t(k). With STIS, we first
select an interference as the initial interference to which IS
is applied, this interference along with the desired signal
determines the direction to which the other K − 1 interfering
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signals are adjusted. In what follows, we adopt k∗ where
k∗ ∈ {1, 2, · · · , K} as the index of the initial interference.
We define

d
t(k∗)+s

(k∗)
t,ST IS

=
t(k∗) + s(k∗)

t,STIS

‖t(k∗) + s(k∗)
t,STIS‖

, (17)

then d
t(k)+s

(k)
t,STIS

= d
t(k∗)+s

(k∗)
t,ST IS

where k ∈
{1, 2, · · · , K}\{k∗}, and 〈ds,dt(k∗)+s

(k∗)
t,ST IS

〉 = 0 should

hold. Recall that the spatial feature of the steering signal is
determined by both the desired signal and the interference it

is to adjust, we can first calculate d
t(k∗)+s

(k∗)
t,ST IS

=
t
(k∗)
Q

‖t(k∗)
Q ‖

where t(k∗)
Q = t(k∗) + s(k∗)

t,STIS , and then compute the
projection of the other interference t(k) onto d

t(k∗)+s
(k∗)
t,STIS

,

i.e., t(k)
Q . Similarly to the analysis in the previous subsection,

we can get P
(k∗)
STIS = P

(k∗)
MTIS and p(k∗)

STIS = p(k∗)
MTIS . Since

the interference indexed by k should be adjusted to the target
direction d

t(k∗)+s
(k∗)
t,STIS

, we can obtain

t(k)
Q =

√
P̃T1

K
PSTISH10p

(k)
1 x

(k)
1 (18)

where

PSTIS = d
t(k∗)+s

(k∗)
t,ST IS

[dH

t(k∗)+s
(k∗)
t,ST IS

d
t(k∗)+s

(k∗)
t,ST IS

]−1

×dH

t(k∗)+s
(k∗)
t,STIS

(19)

is the projection matrix with respect to d
t(k∗)+s

(k∗)
t,ST IS

. By

using t(k) = t(k)
In + t(k)

Q and s(k)
t,STIS = −t(k)

In , we can get

√
P̃

(k)
STISH0p

(k)
STIS = −

√
P̃T1

K
[H10p

(k)
1 − PSTISH10p

(k)
1 ].

(20)

Then, the implementation of STIS can be expressed as:
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

p(k∗)
STIS = p(k∗)

MTIS

p(k)
STIS = − H−1

0 [H10p
(k)
1 − PSTISH10p

(k)
1 ]

‖H−1
0 [H10p

(k)
1 − PSTISH10p

(k)
1 ]‖

P
(k∗)
STIS = P

(k∗)
MTIS

P
(k)
STIS =

PT1ε

K
‖H−1

0 [H10p
(k)
1 − PSTISH10p

(k)
1 ]‖2

(21)

where k∗, k ∈ {1, 2, · · · , K} and k �= k∗.
As illustrated in Fig. 2, the vectors in the figure indicate

the spatial signals. Two interfering signals, t(1) and t(2) are
involved. t(k)

In where k = 1, 2 indicates the projection of
interference t(k) on the desired transmission, i.e., the in-phase
component of interference with respect to the desired signal
s. t(k)

Q denotes the quadrature component of interference with

respect to s. s(k)
t,STIS is the steering signal for t(k) with STIS.

Given K = 2 interfering signals, we first determine the
steering signal s(1)

t,STIS for interference t(1), i.e., k∗ = 1, and

then the steering signal for t(2), i.e., s(2)
t,STIS , is computed. In

practice, the initial interference may affect the performance of
STIS. This will be discussed in the following subsection.

Fig. 2. An illustration of STIS under K = 2 and NR0 > 2.

Similarly to the discussion of MTIS, when the interference
is so strong that PT0 is not sufficient for STIS, we simply
switch to the non-IM mode. The expressions for the estimated
signal at PUE by adopting f (1)

0 = u(1)
0 as the receive filter

and the SE of PUE with STIS can be obtained similarly to
Eqs. (14) and (15). The only difference is that P̃

(k)
MTIS should

be replaced by P̃
(k)
STIS .

C. Analysis of Power Overhead for MTIS and STIS

We now analyze the power overheads of MTIS and STIS.
Before delving into details, we first provide a theorem and a
lemma necessary for this analysis.

Theorem 1: Minimum Angle Theorem – The angle between
an oblique line passing through a plane and its projection
on this plane is the minimum of all the angles between this
oblique line and any line in the plane [26].

Lemma 1: The minimum power overhead for IS is achieved
if and only if the desired signal, the original interference and
the steered interference lie in the same plane.

See the proof of Lemma 1 in Appendix A.
With MTIS, an arbitrary interference t(k) and its steered

consequence t(k) + s(k)
t,MTIS are in the same plane with the

desired signal, and is thus power-cost optimal according to
Theorem 1. On the other hand, for STIS, only the initial
interference yields the minimum power cost (see in Fig. 2)
while the other K − 1 do not. Therefore, the power overhead
of STIS is larger than that of MTIS. Moreover, since the
power cost of STIS is dependent on the selection of the initial
interference, it can be minimized by optimally selecting an
interference indexed by k∗ according to:

k∗ = argmin
k∗∈{1,2,··· ,K}

⎧
⎨

⎩
P

(k∗)
STIS +

K∑

k=1,k �=k∗
P

(k)
STIS

⎫
⎬

⎭
(22)

where P
(k∗)
STIS and P

(k)
STIS can be calculated by Eq. (21).

Note that MTIS’s advantage over STIS in power cost is
achieved on the premise that NR0 −M > 1. If NR0 −M = 1,
MTIS steers all interference in one direction and incurs the
same power overhead as STIS. That is, MTIS becomes STIS.
In this sense, MTIS can subsume STIS as a special case.

IV. DESIGN OF AGGREGATED IS

Although MTIS and STIS can steer multiple interferences
in the direction(s) orthogonal to the desired transmission, the
steering signals will incur additional interference (regarded as
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the side-effect of IS) to ongoing transmissions within their
effective/coverage area. In addition, both methods achieve IM
by steering interference individually. Since the essence of IM
is limiting the influence of interference, i.e., the effective
portion of interference imposed on the intended transmission,
we can exploit the interactions, including constructive and
destructive effect, among multiple interfering signals [27] in
the design of IS. Here we propose an aggregated interference
steering (AIS) by considering the overall effect of multiple
interference. Similarly to Section III, our AIS design is based
on one interfering MBS which sends x1 = [x(1)

1 · · · x
(K)
1 ],

and with system setting NTi = NRi > 2 (i = 0, 1). PBS
employs BF to transmit to PUE. However, our design can be
extended to more generalized cases (see in Section VI). In
what follows, we will first elaborate on the design of AIS and
then analyze its power overhead.

A. Signal Processing for AIS

The aggregated interference perceived by the interfered PUE
is:

t(Σ) =
K∑

k=1

√
P̃T1

K
H10p

(k)
1 x

(k)
1 . (23)

Then, a steering signal can be generated to adjust t(Σ) to the
orthogonal direction with respect to the desired transmission.
In order to exploit the interactions among the interference
constituting t(Σ), the inter-relationship of transmitted sym-
bols carried by K interfering signals should be explored
first. For clarity of exposition, we assume all the interfering
signals employ the same modulation scheme. We use S =
{s1, s2, . . . , sL} to denote the symbol set. The size of S is
card(S) = L where card(·) represents the cardinality of set S,
and L indicates the modulation order. Since each element in
S can be represented by its amplitude and phase, we take an
arbitrary symbol in S, say, si where i ∈ {1, 2, . . . , L}, as an
example, it can be expressed as si = aie

jθi where ai and θi

denote si’s amplitude and phase, respectively. Let’s define the

transmitted symbol x
(k̂)
1 ∈ S, i.e., x

(k̂)
1 = aîe

jθî . Without loss

of generality, we take x
(k̂)
1 as the referential symbol, then all

the other symbols x
(k)
1 (k ∈ {1, 2, . . . , K} and k �= k̂) can be

expressed in terms of x
(k̂)
1 as:

x
(k)
1 =

ai

aî

ej(θi−θî)x
(k̂)
1 . (24)

Substituting Eq. (24) into Eq. (23) leads to Eq. (25), shown
at the bottom of the next page, where bk = ai

aî
ej(θi−θî)

(̂i, i ∈ {1, 2, · · · , L} and î �= i). E ∈ CNR0×1 is the equivalent
channel vector.

With AIS, by adopting x
(k̂)
1 as the referential symbol, the

received signal at PUE is:

y0 =
√

P̃T0 − P̃
(Σ)
AISH0p

(1)
0 x

(1)
0

+

√
P̃T1

K
Ex

(k̂)
1 +

√
P̃

(Σ)
AISH0p

(Σ)
AISx

(k̂)
1 + n0 (26)

Fig. 3. An illustration of AIS under K = 2 and NR0 > 2.

where P̃
(Σ)
AIS = P

(Σ)
AIS10−0.1L0 , P̃

(Σ)
AIS and p(Σ)

AIS denote the
power overhead and the precoder of the steering signal for

adjusting the aggregated interference
√

P̃T1
K Ex

(k̂)
1 . Similar to

the previous design, AIS can be realized according to Eq. (27)
as:

⎧
⎪⎨

⎪⎩

p(Σ)
AIS = − H−1

0 PAISE
‖H−1

0 PAISE‖
P

(Σ)
AIS =

PT1ε

K
‖H−1

0 PAISE‖2

(27)

Fig. 3 illustrates the basic principle of AIS with K =
2, where we first obtain the aggregation of t(1) and t(2),
denoted by t(Σ), and then employ a steering signal s(Σ)

t,AIS by
using Eq. (27) to adjust t(Σ)’s spatial feature to the direction

d
t(Σ)+s

(Σ)
t,AIS

=
t
(Σ)
Q

‖t(Σ)
Q ‖ which is orthogonal to the desired signal

s, where

d
t(Σ)+s

(Σ)
t,AIS

=

√
P̃T1
K E +

√
P̃

(Σ)
AISH0p

(Σ)
AIS∥

∥∥
∥

√
P̃T1
K E +

√
P̃

(Σ)
AISH0p

(Σ)
AIS

∥
∥∥
∥

(28)

is the direction of t(Σ) combined with the steering signal,

s(Σ)
t,AIS =

√
P̃

(Σ)
AISH0p

(Σ)
AISx

(k̂)
1 . (29)

t(Σ)
In and t(Σ)

Q denote the in-phase and quadrature components
of t(Σ) with respect to the desired signal.

When adopting f (1)
0 = u(1)

0 as the receive filter, the
estimated signal at PUE and the SE of PUE can be referred to
Eqs. (14) and (15). The only difference is that

∑K
k=1 P̃

(k)
MTIS

should be replaced by P̃
(Σ)
AIS .

B. Analysis of Power Overhead for AIS

Here we analyze the power cost of AIS. Before delving into
details, we first provide a theorem and a corollary necessary
for this analysis.

Theorem 2: The projection of the aggregated interference on
the desired signal is equal to the sum of all of the interfering
signals’ projections onto the desired transmission.

See the proof of Theorem 2 in Appendix B.
Corollary 1: When multiple interfering signals

strengthen (weaken) each other, the power overhead of
AIS is larger (less) than that of MTIS.

See the proof of Corollary 1 in Appendix C.
Fig. 4 illustrates the various types of interactions among

two interfering signals, where t(k) (k = 1, 2) and t(Σ) lie
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Fig. 4. Various types of interactions among K = 2 interfering signals.
(a) Constructive situation. (b) Destructive situation.

in plane α, whereas s, t(Σ)
In and t(k)

In do not. As shown
in Fig. 4(a), when the spatial features of the two interference
are positively correlated, we can get ρ12 > 0 where ρ12

denotes the correlation between two disturbances indexed
by 1 and 2 (see in Appendix C). Then, we have P

(Σ)
AIS >∑2

k=1 P
(k)
MTIS ; whereas in Fig. 4(b), the two interfering signals

are negatively correlated, incurring ρ12 < 0, thus resulting in
P

(Σ)
AIS <

∑2
k=1 P

(k)
MTIS .

According to Eqs. (46) and (48) in Appendix C, AIS’s
power cost is obtained as P

(Σ)
AIS =

∑K
k=1 P

(k)
MTIS + 2 ·

100.1L0ρΣ where ρΣ =
∑K−1

k=1

∑K
k′=k+1 ρkk′ and ρkk′ =

Re{[H−1
0 t(k)

In ]H [H−1
0 t(k′)

In ]}. ρkk′ indicates the correlation
between two disturbances indexed by k and k′, k, k′ ∈
{1, 2, · · · , K} and k �= k′. Based on the discussion in
Section III-C, we can have

∑K
k=1 P

(k)
MTIS <

∑K
k=1 P

(k)
STIS on

premise that NR0−M > 1. Thus, provided with NR0−M > 1,
when ρΣ < 0, we can obtain P

(Σ)
AIS <

∑K
k=1 P

(k)
MTIS <

∑K
k=1 P

(k)
STIS . Otherwise, when ρΣ > 0,

∑K
k=1 P

(k)
MTIS yields

the least power cost. In addition, given NR0 −M = 1, MTIS
becomes STIS. So, in the following discussion, we only focus
on the adaptation of MTIS and AIS in terms of their power-
efficiency.

Based on the above discussion, the adaptation between
MTIS and AIS can be achieved based on the characteristic
of ρΣ:

{
Adopt MTIS, when ρΣ > 0
Adopt AIS, when ρΣ < 0

(30)

So far, we have proved that the power cost of MTIS is
less than that of STIS (see in Section III-C). STIS and AIS
incur only one DoF cost at the interfered receiver. In summary,
STIS reduces the DoF cost at the expense of more power
overhead, whereas MTIS saves interfered transmitter’s power

at the cost of more DoF consumption. As compared to the two
IIS schemes, AIS is shown to be advantageous in both power
cost and DoF consumption.

V. GENERALIZATION OF DIFFERENT IS MECHANISMS

A. Generalized Number of PBSs and PUEs

So far, we have assumed that one MBS sends multiple
data streams to a MUE, and considered only one interfered
transmission pair. When multiple PBSs are deployed in the
coverage of a macrocell and multiple PUEs are served by each
PBS, the proposed schemes can be extended [21].

B. Generalized Number of MBSs and MUEs

We now generalize the number of MBSs deployed in the
communication system and the number of MUEs served by
each MBS. Since pico-cells are always deployed within the
coverage of one MBS, the disturbance(s) from this MBS
dominates the other MBSs. Thus, we do not consider the inter-
ference from those adjacent MBSs in our current design. How-
ever, since the proposed three IS schemes are the interfered
transmitter centric, i.e., the interfered PBS carries out MTIS,
STIS or AIS, the processing in multi-MBS case considering
interference from adjacent MBSs is the same as that in the
case of one MBS discussed so far, thus making our methods
directly applicable. The only difference is that the interference
information required by the interfered PBS is from multiple
interfering MBSs. In the multi-MUE situation, the proposed
IS realizations can also be directly applied due to their
interfered Tx centric feature. In other words, the application
of our methods is independent of the transmission mode of
interferer(s).

In the above multi-MBS discussion, we simply assume all
interfering MBSs are coordinated, i.e., the status of distur-
bances from the MBSs can be obtained by PBS for generation
of steering signal(s). However, it is not necessary in practice to
coordinate all MBSs, and hence the uncoordinated interference
from MBSs that do not belong to the coordination cluster
can constitute a major factor in the performance of cellular
systems [28]–[30]. [28], [29] of these modeled both intra-
cluster interference (ICI) and out-of-the-coordination-cluster
interference (OCI), and considered them in the evaluation
of CoMP transmission performance. The authors of [30]
proposed novel optimized transceivers for multiuser multi-cell
networks in both the uplink and the downlink by minimizing

t(Σ) =

√
P̃T1

K
H10p

(k̂)
1 x

(k̂)
1 +

K∑

k=1,k �=k̂

√
P̃T1

K
H10p

(k)
1 x

(k)
1

=

√
P̃T1

K
H10p

(k̂)
1 x

(k̂)
1 +

K∑

k=1,k �=k̂

√
P̃T1

K
H10p

(k)
1

[
ai

aî

ej(θi−θî)x
(k̂)
1

]

=

√
P̃T1

K

⎡

⎣H10p
(k̂)
1 +

K∑

k=1,k �=k̂

H10p
(k)
1 bk

⎤

⎦x
(k̂)
1 =

√
P̃T1

K
Ex

(k̂)
1 (25)
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the total mean-square error (MSE) at each base station given
that out-of-cell precoders and the cross-channel information
for weaker interferers are not known. Moreover, it was shown
in [31] that although coordination is viewed as a key ingredient
for IM in wireless networks, there is a fundamental limitation
of cooperation. Specifically, for a cellular system, as a result
of OCI, the spectral efficiency (SE) inevitably gets saturated
for increasing transmit power at each transmitter whenever a
system is arranged into cooperation clusters. Hence, we will
evaluate the performance of the proposed schemes with unco-
ordinated interference in Section VI.

C. Generalized Number of Desired Data Streams

We now generalize the number, M , of desired signals sent
from one interfered PBS to its PUE [21]. The data vectors
from PBS and the interfering MBS are denoted by x0 =
[x(1)

0 x
(2)
0 · · · x

(M)
0 ]T and x1 = [x(1)

1 x
(2)
1 · · · x

(K)
1 ]T , respec-

tively. With MTIS, we let NR0 > M + 1. Since M desired
data streams are sent from PBS to PUE via mutually orthog-
onal eigenmodes/subchannels, the interference can be either
individually (IIS) or aggregately (regarded as AIS) steered
to the remaining unoccupied eigenmode(s)/subchannel(s). By
referring to Sections III and IV, the general expressions of the
received and estimated signal at PUE, and the SE of PUE are
given as:

y0 =
M∑

m=1

√
P̃T0 − P̃M

M
H0p

(m)
0 x

(m)
0

+

√
P̃T1

K

K∑

k=1

H10p
(k)
1 x

(k)
1 + St,M + n0 (31)

ȳ0 =
M∑

m=1

√
P̃T0 − P̃M

M
FHH0p

(m)
0 x

(m)
0 + FHn0 (32)

R0 =
M∑

m=1

log2

{

1 +
(P̃T0 − P̃M)‖[f (m)

0 ]HH0p
(m)
0 ‖2

Mσ2
n

}

(33)

where x
(m)
0 (m = 1, 2, . . . , M ) denotes the mth data stream

sent from PBS, and p(m)
0 is the precoder for x

(m)
0 . We employ

F = [f (1)
0 · · · f (m)

0 · · · f (M)
0 ]T as the receive filter at PUE to

decode M data streams. Scalar PM represents for the power
overhead of various IS implementations. P̃M = PM10−0.1L0 .
The subscript M ∈ {MTIS, STIS, AIS} indicates the IS
scheme we employed. St,M denotes either the sum of K
steering signals with IIS or one steering signal with AIS. We
apply SVD to H0 to obtain H0 = U0Σ0VH

0 and employ
p(m)

0 = v(m)
0 and f (m)

0 = u(m)
0 . Then, the IS schemes

proposed in Sections III and IV can be directly applied.

D. Generalized CSI and Channel Model Assumptions

So far, we have presented various IS implementations under
instantaneous and perfect CSI, which is difficult to be obtained
in practice, especially for fast varying channels. Therefore,
exploiting statistical CSI (S-CSI) instead of instantaneous CSI
(I-CSI) would be easier and cost-effective. Although S-CSI is

somewhat more realistic than I-CSI, its inaccuracy may incur
some performance loss compared to the schemes based on
I-CSI [32]. Moreover, the I-CSI-based designs and the results
therein could still provide some theoretical conclusions. The
extension of our schemes to the case of using S-CSI can be
found in [17], [18], [32]. Since the design of IS schemes under
S-CSI is beyond our scope, it is not elaborated in this paper.

There are several causes of partial CSI (or CSI error),
including estimation error, CSI quantization, etc. The improve-
ment of system performance is shown to be susceptible to the
accuracy of CSI [33], [34]. The channel matrix can be modeled
to account for CSI error as [33]–[35]:

Ĥ = ρH +
√

1 − ρ2Ξ (34)

where H and Ĥ denote accurate and inaccurate channel matri-
ces, respectively. Coefficient ρ ∈ (0, 1] indicates the degree of
CSI imperfection and ρ = 1 means perfect CSI. Matrix Ξ
is an NR × NT diagonal complex Gaussian matrix with zero
mean and unit variance where NR and NT are the numbers
of antennas equipped with the receiver and transmitter of a
MIMO link. As shown in [36], [37], ρ can be used to indicate
the impact of several factors on CSI, and hence is a function
of the length of training sequence, signal-to-noise ratio (SNR)
and Doppler frequency shift.

To improve the robustness of the proposed IS to imperfect
CSI, one can devise an iterative method based on either
minimum mean-square error (MMSE) [29], [38], [39] or maxi-
mum signal-to-interference-plus-noise ratio (SINR) [29], [40].
By exploiting the reciprocity/duality of wireless networks, a
Max-SINR algorithm was proposed in [40] to obtain receive
filters and precoding vectors so as to maximize SINR at the
Rxs. Our IS implementations are likewise modified by first
applying MTIS/STIS/AIS to multiple disturbances, and then
employing the Max-SINR algorithm to iteratively adjust the
precoder and the receive filter at the transmitter and receiver
of the interfered transmission pair, so that the interfered
Rx’s reception can be enhanced. Our schemes as well as
their improvements under imperfect CSI will be evaluated in
Section VI.

Here we employ a spatially uncorrelated MIMO channel
for simplicity. However, a spatially correlated channel, H =
R1/2

r HiidR
1/2
t , may be suitable [41], where Hiid is the

spatially uncorrelated channel matrix, Rt and Rr represent
the spatial complex correlation matrices at the Tx and the Rx,
respectively. The coefficients in Rt and Rr depend on such
physical parameters as antenna spacing, antenna arrangement,
angle spread, and angle of arrival [42]. Therefore, given a
spatially correlated channel, our proposed schemes can be
applied. What we need is the calculation of Rt and Rr based
on the system settings, and then use H instead of Hiid for
the calculation of steering signal(s). Since the focus of the
statistical CSI could be a problem in its own right, we would
consider it in our future work.

VI. ANALYSIS OF COMPUTATIONAL COMPLEXITY

We now analyze the computational complexity of the pro-
posed schemes. The complexities are quantified in number of
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TABLE I

THE COMPLEXITY OF MAIN OPERATIONS

real floating-point operations (FLOPs) [43]. A real addition,
multiplication, or division is counted as one FLOP. A complex
addition and multiplication have two FLOPs and six FLOPs,
respectively. For clarity of exposition, we consider system
settings of 2-transmitter 2-receiver with variable NT and NR,
single desired/interfered transmission and K interference. All
of the following operations are assumed in complex domain
calculations. The complexity of main operations related to
the proposed schemes is given in Table I, where A1 ∈
Cm×n, A2 ∈ Cn×p and A3 ∈ Cm×m. SVD(A1) and
Normalization(A1) indicate application of SVD and compu-
tation of the normalization of A1, respectively. The symbol
“∼” represents an asymptotic value as as m, n, p → ∞
(leading terms). In what follows, the computational complexity
at transmitter and receiver sides will be detailed.

We first analyze the complexity of MTIS at PBS and PUE,
respectively, under 1 < K ≤ NR − 1 interference. According
to Eq. (13), we need to calculate p(k)

MTIS and P
(k)
MTIS , where

k ∈ {1, . . . , K}. To obtain p(k)
MTIS , we first need to apply

SVD to H0, which takes 24N2
RNT + 48NRN2

T + 54N3
T

FLOPs. As for a matrix H ∈ CNR×NT , when NT > NR,
according to the Moore-Penrose pseudo-inverse calculation
H† = HH(HHH)−1, two matrix multiplications and one
matrix inversion are needed, so the total FLOP count is 8N3

R+
16N2

RNT − 6N2
R − 2NRNT + 2NR in total. Without loss of

generality, we first analyze the complexity of applying MTIS
to the interference indexed by 1. To compute p(1)

MTIS , we need

to calculate PMTIS = dsdH
s = H0p

(1)
0

||H0p
(1)
0 ||

[
H0p

(1)
0

||H0p
(1)
0 ||

]H

,

which requires multiplication of an NR × NT matrix and
an NT × 1 vector, normalization of NR × 1 vector, and
multiplication of an NR × 1 vector and a 1 × NR vector.
Then, the FLOP count of PMTIS is 6N2

R + 8NRNT + 8NR.
To get H−1

0 PMTISH10, multiplication of an NT ×NR matrix
and an NR × NR matrix and multiplication of an NT × NR

matrix and an NR × NT matrix are needed, so the FLOP
count is 8N2

RNT + 8NRN2
T − 2NRNT − 2NT . Therefore,

according to the first equation of Eq. (13), to obtain p(1)
MTIS ,

a multiplication of an NT ×NT matrix and an NT × 1 vector
and a normalization of NT × 1 vector are required, so the
FLOP count is 8N2

T + 8NT . To get P
(1)
MTIS , multiplication

of a 1 × NT vector and an NT × 1 vector (to obtain
||H−1

0 PMTISH10p
(1)
1 ||2 in the second equation of Eq. (13))

and three real multiplications are needed, so the FLOP count
is 8NT + 1. Since PMTIS of all interference is the same,
PMTIS and H−1

0 PMTISH10 are computed only once. Then,
to get p(k)

MTIS and P
(k)
MTIS for the rest K − 1 disturbances,

8KN2
T +16KNT −32NT −K−16N2

T +2 FLOPs are needed.
As a result, the FLOP count of MTIS with K disturbances

TABLE II

THE COMPLEXITY OF VARIOUS IM METHODS

at the PBS side is 8N3
R + 48N2

RNT + 56NRN2
T + 54N3

T +
4NRNT + 8KN2

T − 2N2
T + 10NR − K + 16KNT + 2.

At the PUE side, we first need to apply SVD to H0, which
takes 24N2

RNT + 48NRN2
T + 54N3

T FLOPs. Then, according
to Eq. (14), multiplication of a 1 × NR filter vector and
an NR × 1 received signal vector is needed, so the FLOP
count is 8NR − 2. Therefore, the total FLOP count at PUE is
24N2

RNT + 48NRN2
T + 54N3

T + 8NR − 2.
Based on the above analysis, the total FLOP count for

realizing MTIS is 8N3
R + 72N2

RNT + 104NRN2
T + 108N3

T +
4NRNT + 8KN2

T − 2N2
T + 18NR + 16KNT − K .

Similarly, we can compute the complexities of STIS and
AIS. Compared to MTIS, the realization of STIS requires two
times calculation (the second time calculation can be referred
to Eq. (19)) of the projection matrix, then its complexity is
16N3

R+96N2
RNT +112NRN2

T +108N3
T +2NRNT +8KN2

T−
4N2

T +32NR +16KNT −K FLOPs. As for AIS, it first adds
K disturbances to obtain the aggregated interference, then one
steering signal is generated accordingly. Since p(

�
)

AIS and P
(
�

)
AIS

are computed only once, the complexity of AIS is 8N3
R +

72N2
RNT + 96NRN2

T + 108N3
T + 12NRNT + 8KNRNT +

24NR + 16NT + 4KNR + 8K − 9 FLOPs in total.
As a comparison, the complexities of IN and ZF are

analyzed as follows. With IN, there is no need to compute
the projection matrix, reducing computational burden at the
interfered transmitter side. As for ZF reception, the complexity
is mainly due to the SVD of H0 and the calculation of filter
matrix WZF = (H

H
H)−1H

H
at the receiver side where

H = [h0 · · · hk · · · hK ], h0 = H0p
(1)
0 and hk = H10p

(k)
1

(1 ≤ k ≤ K).
Based on the above analysis, we summarize the complexity

of the above IM schemes in Table II.
The above analysis is under the assumption of NT > NR.

When NT = NR, the pseudo-inverse of a matrix should be
replaced by its inverse. The Gauss-Jordan elimination can be
employed to compute the inverse of an NR×NR matrix, which
takes 6N3

R + 2NR(NR − 1)2 FLOPs. As for the remaining
computations, they are the same as those in the NT > NR

situation. So, we omit the detailed analysis.

VII. NUMERICAL STUDIES

We evaluate the performance of the proposed three IS imple-
mentations using MATLAB simulation. We set d = 300m,
D = 3000m, PT0 = 23dBm and PT1 = 46dBm [23]. The
path loss [23] is set to L10 = 128.1+37.6 log10(η10/103) dB
and L0 = 38 + 30 log10 η0 dB where η10 ≤ D and η0 ≤ d,
respectively. In practice, PUE may be indoor, and our path loss
model of L0 has taken the wall loss into account [23]. As for
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Fig. 5. SE vs. γ̄ under ξ = 0.5 and NT0 = NR0 = NT1 = 3. (a) PUE’s SE. (b) System’s SE.

the other typical type of fading (i.e., shadow fading), since it
can be characterized by log normal fading with 10dB and 6dB
standard deviations in macro and pico cells, respectively [23],
the path loss models with shadow fading only need to add
constant deviations to those without shadow fading. That is,
we do not explicitly discuss wall loss or shadow fading, but
the results and conclusions in this paper can be extended to
the case of above-mentioned loss/fading. Since L0 and L10 are
dependent on the network topology, P̃T0 ranges from −89dBm
to 23dBm, whereas P̃T1 varies between −100dBm to 46dBm.
For clarity of presentation, we adopt γ̄ = 10 log10 γ where
γ = P̃T0/σ2

n. We also define ξ = P̃T0/P̃T1 . Then, based
on these parameter settings, we can get ξ ∈ [−135, 123]dB.
Note, however, that since we obtained this result for extreme
boundary situations, its range is too wide to be useful. In
practice, a PBS should not be deployed close to MBS and
mobile users may select an access point based on the strength
of reference signals from multiple access points. Considering
this practice, we set ξ ∈ [0.1, 100] in our simulation. When
PT0 is not sufficient for implementing IS, non-IM is adopted.
With non-IM, the interfered Rx employs MF to decode its
desired data while leaving the interference un-managed. This
is similar to the case of uncoordinated interference where the
status of interference cannot be obtained for IM. Therefore,
non-IM can be employed as a base line in the evaluation of
the proposed IS-based schemes. There are M desired signals
and K disturbances. Without specifications, the simulation
is under M = 1 desired signals and K = 2 interference.
Moreover, the evaluation of all schemes is under an identical
power constraint. That is, the transmit power is divided into
two parts: the one for generating the steering signal and the
other for the desired signal’s transmission.

Besides the proposed schemes, several IM methods based
on interfered-transmission-pairs including ZF, IN, IS [15],
WMMSE (Weighted Minimum Mean-Square Error) [38] and
the reconfigurable algorithm [39] are also simulated for com-
parison. Since MTIS can be regarded as the extension of IS
to the multi-interference case, the performance of IS can be
referred to that of MTIS. WMMSE is a linear transceiver

design algorithm for the MIMO interfering broadcast chan-
nel (IBC) where multiple base stations in a cellular network
simultaneously transmit signals to a group of users in their
own cells while causing interference to each other [38].
Via iterative minimization of weighted MSE, WMMSE can
maximize the system’s weighted sum-rate. The reconfigurable
algorithm [39], designed for K-user MIMO interference chan-
nel (IFC), can automatically adjust itself to the interference
levels and the wireless channel conditions, and by combining
the system-wide MMSE criterion with the single-user water-
filling solution, each user’s transmission rate is maximized.

Fig. 5 shows the average SE (computed by using Monte-
Carlo simulation) of different IS implementations under ξ =
0.5 and NT0 = NR0 = NT1 = 3. In Fig. 5(a), PUE’s SE
is simulated. We also plot the average SE of PUE with AIS
under ρΣ < 0 and ρΣ > 0, denoted by AIS− and AIS+,
respectively. When the two interfering signals are positively
correlated (ρΣ > 0), the SE of AIS+ is shown to be inferior
to that of AIS, whereas for the negatively correlated situation
(ρΣ < 0) AIS− outperforms AIS. Due to the randomness
of wireless channels and transmitted symbols, both cases of
ρΣ > 0 and ρΣ < 0 occur with approximately the same
probability, and thus the SE of AIS lies between AIS+ and
AIS−. Since the power overhead of STIS is higher than that
of MTIS (see in Section III-C), STIS yields poorer SE than
MTIS. The adaptation of AIS and MTIS, denoted by Adpt-IS,
outperforms the other schemes. With IN, the power overhead
for neutralizing interference grows with an increase of γ̄, when
the power cost exceeds the transmit power at PBS, MF is
employed for reception, so that SE of IN gradually saturates
as γ̄ increases. Given ξ = 0.5, the power budget for IN at PBS
is small relative to the strength of interference perceived by
the PUE, so the probability of adopting MF is high, incurring
SE of non-IM overlapping with that of IN [8]. It should be
noted that both IN and IS implementations rely on H0, H10,
and interfering data x1, so neither of them is applicable in the
absence of inter-BS cooperation. However, since ZF reception
is realized based on H0 and H10, it can be employed as a
base line in terms of the degree of cooperation.
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Fig. 6. SE of PUE vs. ξ under NT0 = NR0 = NT1 = 3 and different γ̄s.

Since WMMSE [38] and the reconfigurable algorithm [39]
are realized by iteratively adjusting the precoders and the
receive filters at the interfering/interfered transmitter(s) and
receiver(s), respectively, we plot in Fig. 5(b) the system’s SE
of various schemes. Note that like MTIS, all of STIS, AIS,
IN and ZF are IM methods based on interfered-transmission-
pair, and hence SE of the interfering user-pair is unaffected,
i.e., a point-to-point MIMO transmission is realized under
the multi-antenna system settings. Therefore, the interrelations
of the SE performance of these methods are consistent with
those in Fig. 5(a). As the figure shows, the proposed MTIS
and AIS can yield slightly higher SE than WMMSE [38] and
the reconfigurable algorithm [39]. However, our methods do
not sacrifice the interfering transmissions as WMMSE and
reconfigurable algorithm do.

It should be noted that when given NT0 = NR0 = NT1 =
2, the number of signal components, i.e., desired signal and
interference, exceeds NR0 , and thus ZF is unavailable. In such
a situation, SEs of MTIS and STIS will completely overlap
with each other since when NR0 = 2 only one DoF can be
used to place interference. Therefore, MTIS becomes STIS
(see in Section III-C), so both have the same average SE. Due
to space limitation, we omit the simulation.

Fig. 6 shows the PUE’s average SE along with ξ under
NT0 = NR0 = NT1 = 3, γ̄ = 0dB and γ̄ = 10dB,
respectively. We use a general form [γ̄,M] to denote the
parameter settings, where M indicates the type of IS imple-
mentation. As shown in the figure, the PUE’s SE improves as
γ̄ increases. From Eq. (33), we can also obtain

R0 =
M∑

m=1

log2

⎧
⎨

⎩
1 +

( 1
M − P̃M

MξP̃T1
)‖[f (m)

0 ]HH0p
(m)
0 ‖2

σ2
n

P̃T0

⎫
⎬

⎭
,

(35)

so the average SE of PUE improves as ξ increases. However,
as ξ gets too large, ξ−1 approaches 0, and thus the average
SE of PUE gets saturated as ξ increases. Given fixed γ̄, SE of
non-IM grows as ξ increases since a relatively high transmit
power is available at PBS.

As Fig. 6 shows, the difference between AIS’s and MTIS’s
SE under small ξ is more pronounced than that under large ξ.

Fig. 7. SE of PUE vs. γ̄ under ξ = 0.5, M = 1 and different Ks.

This is analyzed as follows. According to the analysis provided
in Section IV-B, when the spatial features of K disturbances
are positively correlated, we can get ρΣ > 0 and P

(Σ)
AIS >∑K

k=1 P
(k)
MTIS . When they are negatively correlated, we get

ρΣ < 0 and P
(Σ)
AIS <

∑K
k=1 P

(k)
MTIS . Given ρΣ < 0, multiple

interfering signals destroy each other, thus resulting in a
weakened effective interference. When ρΣ > 0, multiple
disturbances construct each other, yielding a strengthened
equivalent interference at the interfered Rx.

Moreover, recall that given a small ξ, the strength of
interference is relatively high compared to the desired signal.
Then, under ρΣ < 0 and small ξ, PUE’s SE with AIS is
enhanced due to the reduced power cost whereas the feasible
probability of MTIS decreases, compared to those under large
ξ. Therefore, AIS outperforms MTIS in SE under a small
ξ, and furthermore, the advantage of AIS over MTIS grows
as ξ decreases. Given ρΣ > 0, AIS suffers severer SE
degradation than MTIS when ξ is small due to the strengthened
interference. Moreover, the feasible probability of both AIS
and MTIS reduces as ξ decreases and becomes close to each
other when ξ becomes extremely small. In addition, due to
the randomness of channel status, ρΣ < 0 and ρΣ > 0 occur
with the same probability. So, the smaller ξ, the larger the
difference between AIS’s and MTIS’s SE.

Fig. 7 shows the PUE’s average SE vs. γ̄ under ξ = 0.5,
M = 1 and different Ks. For MTIS, given K disturbances,
we set NT0 = NR0 = M + K and NT1 = K . When
K > 1, an equal power is allocated, i.e., the power of each

interference with path loss is P̃T1
K . As shown in the figure,

adaptation of MTIS and AIS achieves the highest SE compared
to those fixed IS implementations, whereas STIS yields the
lowest SE. Moreover, as K grows, SEs of both non-IM and
IS increase, because we set NT0 = NR0 = M + K in the
simulation, and hence although a larger K incurs a higher
IM cost, the processing gain due to the increase of NT0 and
NR0 contributes more to SE. Since non-IM cannot eliminate
interference, its SE by employing MF at the PUE improves
with γ̄ in a low γ̄ region, and saturates at a high γ̄ with
fixed K . As for STIS, its power cost grows as K increases,
and its power budget for IS reduces as γ̄ decreases, i.e., the
probability that P̃STIS > PT0 grows as K increases and
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Fig. 8. SE of PUE vs. γ̄ under ξ = 0.5 and different antenna settings. (a) NT0 is variable. (b) NR0 is variable.

γ̄ decreases. Therefore, SE of STIS overlaps with that of non-
IM when K is large and γ̄ is small.

Fig. 8 plots the PUE’s average SE along with γ̄ under
ξ = 0.5 and different antenna settings. We use a general
form [NT0 , NT1 , NR0 ] to express the antenna configuration.
In Fig. 8(a), NT1 and NR0 are fixed, and NT0 varies from
3 to 6. Since the transmit array gain, related to the number of
Tx antennas, of the desired signal grows as NT0 increases, the
average SE improves as NT0 increases. When NT0 and NR0

are fixed while varying NT1 , MBS causes random interference
to PUE as the PUE uses f (1)

0 to decode x
(1)
0 regardless of the

interference channel matrix H10. Hence, the PUE’s average SE
under different NT1s will be similar. Due to space limitation,
we omit the results. In Fig. 8(b), NT0 and NT1 are fixed while
NR0 varies from 3 to 5. In such antenna settings, the transmit
array gain is fixed for both the desired and the interfering
signals. As can be seen from the figure, as NR0 grows, the
SE of PUE with MTIS and AIS increases monotonically,
while STIS’s SE increases at low γ̄, and decreases at medium
and high γ̄ for the following reason. On one hand, as NR0

increases, the receive gain for the intended signal, depending
on the filter f (1)

0 — an NR0 × 1 vector designed to match H0

— grows. As a result, the strength of the desired signal grows
as NR0 increases, thus enhancing the PUE’s SE. On the other
hand, the power cost for different IS schemes (Fig. 9) varies
with the increase of NR0 .

As can be seen from Fig. 9, the power consumption of
MTIS and AIS is shown to decrease as NR0 increases, hence
improving the PUE’s SE. However, the STIS’s power overhead
increases as NR0 increases, thus degrading the SE of PUE.
For STIS, as NR0 grows, the decrease of SE incurred by
the growing power cost exceeds the increase of SE resulting
from the increasing receive gain, therefore behaving in a way
opposite to the AIS and MTIS.

Fig. 10 shows the PUE’s average SE along with γ̄ under
ξ = 1, K = 2 and different Ms. Given M desired signals,
we set NT0 = NR0 = M + K . PT0 is equally allocated to the
M data streams. Adpt-IS is shown to outperform the others in
terms of SE, STIS yields the lowest SE among the proposed
IS-based schemes. In addition, as M grows, more antennas
are employed, so that the average SE of different IS schemes

Fig. 9. Power overhead of various IS schemes vs. γ̄ under ξ = 0.5 and
different NR0 s.

increases. This is consistent with the results given in Fig. 8(a).
Given low γ̄, SE of non-IM is shown to exceed that of the
IS-based schemes, while as γ̄ grows larger, the IS schemes
outperform non-IM in SE. This is because when γ̄ is low,
noise dominates the PUE’s SE, and thus the contribution of
the IS-based schemes to SE is limited. Moreover, the desired
signal’s power loss caused by IM degrades the PUE’s SE,
which may offset the gain of IM.

The authors in [21] generalized the OIS (Orthogonal-
IS) [15] to DIS (Dynamic-IS) by introducing a coefficient
called steering factor, representing the portion of in-phase
component of the disturbance to be mitigated, with respect to
the desired signal. As presented in [21], DIS outperforms IS
by better utilizing the transmit power used for IS and desired
signal transmissions. In [21], the average optimal steering
factor vs. P̃T1/σ2

n (the ratio of transmit power at an interfering
transmitter incorporated with path loss to noise, which is
similar to γ̄ defined in this paper, and hence has a similar
effect on the simulation results) and different ξ is simulated
in Fig. 7. As the figure shows, given fixed ξ, the average
optimal steering factor grows with an increase of P̃T1/σ2

n (or
γ̄ in this paper). We can also obtain from Fig. 7 in [21] that
given the same P̃T1/σ2

n (or γ̄), the average optimal steering
factor grows as ξ increases, indicating that larger interference
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Fig. 10. SE of PUE vs. γ̄ under ξ = 1, K = 2 and different Ms.

imposed on the desired signal, called the effective interference,
should be eliminated.

In Fig. 11, PUE’s average SE with the proposed IS schemes
with and without dynamic transmit power adjustment under
ξ = 0.1, K = 2 disturbances and NT0 = NR0 = NT1 = 3
is plotted. The performance of STIS/MTIS/AIS shown in this
figure is consistent with that in Fig. 6, so we omit the analysis
that can be found in the discussion of Fig. 6. Employing
dynamic power adjustment is shown to improve SE of the
proposed IS schemes significantly. This is because under ξ =
0.1, the power budget for generating steering signal(s) at PBS
is very small relative to the strength of interference perceived
by the PUE, so the probability of adopting non-IM is high (due
to insufficient power for MTIS/STIS/AIS). On the other hand,
for the case when MTIS/STIS/AIS is feasible, the optimal
amount of power used for generating steering signal(s) with
dynamic power allocation is small compared to the traditional
orthogonal IS [15], [21], and moreover, by noting that a small
optimal steering factor indicates that a small portion of the
effective interference should be steered, and based on the
results obtained in [21] (see the previous paragraph), orthog-
onal IS schemes, i.e., MTIS, STIS and AIS, incur a higher
unnecessary power cost for interference steering under a small
ξ. Therefore, dynamic IS can make a SE gain over orthogonal
ones, especially when ξ is small. Therefore, higher power
efficiency can be achieved with dynamic implementation of
IS, yielding higher SE of D-MTIS/D-STIS/D-AIS than that
of MTIS/STIS/AIS. Note that with dynamic MTIS (D-MTIS)
and dynamic STIS (D-STIS), the number of steering signals
is identical to that of interference. Given K = 2, D-MTIS
executes the algorithm proposed in [21], whereas for D-STIS,
an exhaustive search is employed to find the optimal steering
factors.

As for dynamic AIS (D-AIS), since AIS considers the
overall effect of multiple interferences, only one steering signal
is required. Thus, the operation of D-AIS is similar to that of
DIS. As can be seen from the figure, the adoption of dynamic
transmit power adjustment improves PUE’s SE. The improve-
ment with D-AIS and D-MTIS over AIS and MTIS is moder-
ate compared to that with D-STIS over STIS, especially when
γ̄ is larger, as analyzed below. According to [21], the optimal
steering factor decreases as ξ grows. In other words, as the

Fig. 11. Comparison of PUE’s SE w/ and w/o dynamic transmit power
adjustment.

Fig. 12. Comparison of system SE w/ and w/o iterative adjusting the precoder
and receive filter under imperfect CSI.

interference grows relatively stronger than the desired signal,
IS in [15] incurs a higher unnecessary power cost in steering
the interference. Moreover, STIS consumes more power for
steering interference than MTIS and AIS. Therefore, D-STIS
is more beneficial than D-MTIS and D-AIS from dynamic
transmit power adjustment, making a notable SE improvement.

Table III compares IM mechanisms based on signal process-
ing in which the symbols

√
and × indicate having and not

having the corresponding feature, respectively. Two types of
communication user-pair are considered: one is the interfered
and the other is the interferer. Interfering Tx (Transmitter)
beam indicates data transmission from interfering Tx(s). Inter-
fered Rx (Receiver) beam means the direction of the interfered
Rx filter’s main lobe. Either Tx or Rx beam adjustment will
cause effective signal power loss.

Note that ZFBF and IA are not included, because we focus
on the adjustment of the interfered transmission pair, while
both ZFBF and IA are interfering transmitter-side IM.

Fig. 12 shows the system SE with the proposed IS imple-
mentations and their improvements (see Section V-D), as well
as WMMSE [38] and the reconfigurable algorithm [39] under
ξ = 0.5, NT0 = NR0 = NT1 = 3 and imperfect CSI. We use
the CSI error model given in Eq. (34) and ρ = 0.95 [33], [34]
as an example to show the effect of imperfect CSI on system
SE. What we need to do is to use the erroneous Ĥ instead
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TABLE III

COMPARISON OF IM METHODS

Fig. 13. System SE of various schemes with uncoordinated interference.

of the accurate H for calculation of the precoding vectors
for transmitted data at MBS and PBS, the steering signal(s)
at the interfered transmitter, as well as receive filters at the
mobile terminals. For simplicity, we omit the subscript 1,
0 or 10 of channel matrices. In particular, all precoders
and receive filters are determined based on the erroneous
CSI. That is, the channel matrices appearing explicitly or
implicitly in the equations related to the determination of
steering signal(s), e.g., in Eqs. (3)–(13), (15), (17)–(23), (25),
(27)–(29), (33), (35), (38)–(47), etc., should be replaced by
the imperfect Ĥ. For simplicity, we do not rewrite those
equations. As the figure shows, SE of MTIS, STIS and AIS
is shown to degrade under imperfect CSI compared to that
under perfect CSI (see in Fig. 5(b)). That is, system SE is
susceptible to the accuracy of CSI [33], [34]. As for WMMSE,
the reconfigurable algorithm and the improved IS schemes
(i.e., MTIS/STIS/AIS with Max-SINR), their SE performance
is guaranteed by iteratively adjusting precoders and receive
filters at the Tx and Rx side, respectively. Moreover, by com-
paring with Fig. 5(b), their robustness to CSI imperfection is
shown to be similar. Although the iterative implementation can
improve the robustness of the IM schemes to the CSI error, it
may require to exchange signaling information (i.e., precoder
and/or receive filter) between the Tx(s) and Rx(s) multiple
times, hence impairing their timeliness.

Since WMMSE, reconfigurable algorithm and IS schemes
incorporated with Max-SINR operate iteratively, their com-
plexity is determined by the complexity of one iteration and
the iteration count. For simplicity, we only discuss the former
here. Moreover, these iterative schemes require adjustments

at both the interfered and interfering user-pair, while as a
comparison, the methods in Table II are interfered transmitter
and/or receiver side realizations, so the iterative ones may be
more complex.

According to Table I given in [38] and the design of
receive filters therein, the complexity of WMMSE is 64N3

R +
180N2

RNT + 36NRN2
T + 16N3

T − 8N2
R + 2N2

T − 36NRNT +
8KN2

R + 6NR + 4NT − 2KNR ∼ 64N3
R + 180N2

RNT +
36NRN2

T +16N3
T +8KN2

R. Similarly, the complexity of recon-
figurable algorithm can be obtained as 364N3

R +236N2
RNT +

36NRN2
T + 16N3

T + 8KN2
R − 7N2

R − 22NRNT + 2N2
T +

10NR − 2KNR +4NT ∼ 364N3
R +236N2

RNT +36NRN2
T +

16N3
T + 8KN2

R based on the Algorithm 1 in [39] and recep-
tion design. As for the IS methods incorporated with Max-
SINR, their complexity in each iteration can be computed
by adding the complexities of two parts: 1) the interfering
side complexity incurred by the signal processing at the
interfering user-pair given in Section III of this paper, i.e.,
48N2

RNT + 96NRN2
T + 108N3

T + 8KNR − 8K , and 2) the
complexity due to incorporation of the Max-SINR algorithm
presented in [40], i.e., 16N3

R+16N2
RNT +12NRNT +20NR+

2KNR, to the complexity results given in Table II. Since
the detailed derivation of the above complexity results is
similar to that in Section VI, due to space limit, we omit
this.

Fig. 13 plots the system SE of various methods under
ξ = 0.5, NT0 = NR0 = NT1 = 3 and uncoordinated
interference which is referred to as OCI in Section V-B. For
clarity, perfect CSI is assumed. We model the power of the
received aggregate OCI as a Gamma random variable whose
strength can be derived as NT1βP̃T1

2 where β ∈ [0, 1] [29].
We set β = 0.2 in the simulation. As the figure shows, since
OCI contributes to an extra disturbance in the denominator
of the SINR at the interfered Rx, SE of all schemes gets
deteriorated. Given the same β, MTIS and AIS can perform
slightly better than WMMSE [38] and the reconfigurable
algorithm [39] whereas STIS yields low system SE. This is
consistent with the results in Fig. 5(b).

VIII. CONCLUSION

In this paper, we proposed three IS schemes to manage
multiple interferences that may originate from one or multiple
sources. Of them, MTIS can be regarded as the direct appli-
cation of traditional IS, STIS is advantageous over MTIS in

2For simplicity, we assume all interfering transmitters are equipped with
NT1 antennas, have the same power PT1 = 46dBm, and experience similar
path loss with respect to the interfered receiver.
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DoF overhead, whereas by considering the overall effect of
multiple interferences, instead of the effect of each interfering
signal imposed on the interfered receiver, AIS costs only one
DoF regardless of the number of interference. Moreover, AIS
consumes the minimum power on the interfered transmitter
when the interference signals are destructive with each other.
The adaptation of MTIS and AIS can flexibly utilize the power
at the interfered transmitter and DoFs at the interfered receiver,
and can thus yield the best SE of the interfered transmission
pair. Our theoretical analysis and in-depth simulation have
shown that the proposed IS schemes can appropriately utilize
the DoF and transmit power to manage interference so that
the SE of the interfered user-pair can be effectively enhanced.

In this paper, we have considered two types of overhead for
IM with different dimensions separately. In practice, however,
how to convert the DoF cost to/from the power overhead so
as to optimize the interfered user’s transmission performance
is also an important issue that warrants further investigation.
We also considered an asymmetric interference topology, but
a symmetric interference model may apply in practice, and
hence the extension of IS schemes to such a situation is of
practical significance. Moreover, IS relies on transmitter-side
cooperation, so building a general model that incorporates the
communication scenario studied in this paper and quantizing
the cooperation level is useful for investigation of the bound
of the proposed schemes. Besides, according to the simulation
results, the advantages of IS schemes incorporated with Max-
SINR over some existing algorithms in the imperfect CSI
situation disappear, so the improved design of the proposed
IS methods to combat CSI imperfection is worth a further
study. These are the matters of our future inquiry.

APPENDICES A
PROOF OF LEMMA 1

As shown in Fig. 14, the angle between vectors
−→
OA and

−−→
OB

is denoted by β1 ∈ (0, π), whereas that between
−→
OA and

−−→
OC

is β2 ∈ (0, π).
−−→
OB is the orthogonal projection of

−→
OA on plane

α, i.e.,
−−→
BA⊥α, whereas

−−→
OC is an arbitrary vector lying in α.

In solid geometry, the cosine value of β1 and β2 can be defined

as cosβ1 = 〈−−→OA,
−−→
OB〉

‖−−→OA‖‖−−→OB‖ and cosβ2 = 〈−−→OA,
−−→
OC〉

‖−−→OA‖‖−−→OC‖ , respectively,

where cosβ1 and cosβ2 are real numbers. According to
Theorem 1, we have cosβ1 > cosβ2. Then,

sin β1 = cos(
π

2
− β1) < sin β2 = cos(

π

2
− β2) (36)

is obtained, incurring

‖−→OA‖ sinβ1 < ‖−→OA‖ sinβ2, (37)

thus leading to ‖−−→BA‖ < ‖−→CA‖.
We now let the desired signal s be perpendicular to the plane

α. Since the vectors
−−→
OB and

−−→
OC lie in α, they are orthogonal

to s. From the comparison with Fig. 2, we adopt
−→
OA = t(k)

(k ∈ {1, 2, . . . , K}), and hence
−−→
OB = t(k)

Q,⊥, where t(k)
Q,⊥

is the orthogonal projection of t(k) on α. Similarly, we use−−→
OC = t(k)

Q,∠ to denote the non-orthogonal projection of t(k)

on α. When t(k) is steered to the direction determined by
−−→
OB,

Fig. 14. An illustration of Lemma 1.

the quadrature component of t(k) is

t(k)
Q,⊥ =

√
P̃T1

K
P−−→

OB
H10p

(k)
1 x

(k)
1 . (38)

Otherwise, if t(k) is adjusted to the direction determined by−−→
OC , the quadrature component of t(k) becomes

t(k)
Q,∠ =

√
P̃T1

K
P−−→

OC
H10p

(k)
1 x

(k)
1 . (39)

Here P−−→
OB

and P−−→
OC

represent for the projection matrices

in terms of
−−→
OB and

−−→
OC , respectively. Recall that ‖−−→BA‖ <

‖−→CA‖, ‖t(k)
In,⊥‖ < ‖t(k)

In,∠‖ can be readily obtained. Thus,

we can get ‖t(k)
In,⊥‖2 < ‖t(k)

In,∠‖2.
Based on the above discussion, the power overhead of

MTIS for the kth interference can be computed by following
Eq. (40):

P
(k)
MTIS = 100.1L0‖H−1

0 t(k)
In,⊥‖2

= 100.1L0[t(k)
In,⊥]H(H−1

0 )HH−1
0 t(k)

In,⊥
= 100.1L0‖H−1

0 ‖2‖t(k)
In,⊥‖2. (40)

Similarly, STIS’s power cost for the kth interference is

P
(k)
STIS = 100.1L0‖H−1

0 t(k)
In,∠‖2 = 100.1L0‖H−1

0 ‖2‖t(k)
In,∠‖2.

(41)

By comparing Eq. (40) with Eq. (41), we get P
(k)
MTIS <

P
(k)
STIS , and thus Lemma 1 follows.

APPENDICES B
PROOF OF THEOREM 2

Recall that the aggregated interference t(Σ) =
∑K

k=1 t(k),
we can get

PAISt(Σ) = PMTIS

K∑

k=1

t(k) (42)

where PAIS = PMTIS denotes the projection matrix with
respect to the desired signal s. Since the projection of the
interference onto the desired signal is a linear operation,

PMTIS

K∑

k=1

t(k) =
K∑

k=1

[PMTISt(k)] (43)

holds, leading to t(Σ)
In =

∑K
k=1 t(k)

In , and hence the theorem
follows.
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APPENDICES C
PROOF OF COROLLARY 1

According to Eqs. (13) and (27), the power overheads of
MTIS and AIS are computed as

K∑

k=1

P
(k)
MTIS =

K∑

k=1

PT1ε

K

∥
∥
∥H−1

0 PMTISH10p
(k)
1

∥
∥
∥

2

=
K∑

k=1

100.1L0‖H−1
0 t(k)

In ‖2 (44)

and

P
(Σ)
AIS =

PT1ε

K

∥
∥
∥
∥
∥∥
H−1

0 PAIS [H10p
(k̂)
1 +

K∑

k=1,k �=k̂

H10p
(k)
1 bk]

∥
∥
∥
∥
∥∥

2

=
PT1ε

K
‖H−1

0 PAISE‖2 = 100.1L0‖H−1
0 t(Σ)

In ‖2. (45)

Therefore, the comparison of
∑K

k=1 P
(k)
MTIS and P

(Σ)
AIS can

be replaced by that of
∑K

k=1 ‖H−1
0 t(k)

In ‖2 and ‖H−1
0 t(Σ)

In ‖2.
Recall that t(Σ)

In =
∑K

k=1 t(k)
In , by left multiplying H−1

0

with both side of this equation and exploiting the following
relationship,
{

Re{[H−1
0 t(k)

In ]H [H−1
0 t(k′)

In ]} = Re{[H−1
0 t(k′)

In ]H [H−1
0 t(k)

In ]}
Im{[H−1

0 t(k)
In ]H [H−1

0 t(k′)
In ]}=−Im{[H−1

0 t(k′)
In ]H [H−1

0 t(k)
In ]}
(46)

where Re(·) and Im(·) represent the real and imaginary parts
of a complex number. We can obtain

‖H−1
0 t(Σ)

In ‖2 =
K∑

k=1

‖H−1
0 t(k)

In ‖2 + 2
K−1∑

k=1

K∑

k′=k+1

ρkk′

=
K∑

k=1

‖H−1
0 t(k)

In ‖2 + 2ρΣ (47)

where ρkk′ = Re{[H−1
0 t(k)

In ]H [H−1
0 t(k′)

In ]} indicates the corre-
lation between two disturbances indexed by k and k′, k, k′ ∈
{1, 2, . . . , K} and k �= k′. ρΣ has impact on the aggregated
effect of multiple interferences. When ρΣ < 0, multiple
interfering signals destruct with each other, producing a weak-
ened effective interference as compared to

∑K
k=1 ‖H−1

0 t(k)
In ‖2.

Otherwise, when ρΣ > 0, multiple interferences construct with
each other, producing a strengthened equivalent interference at
the interfered Rx.

Based on the above analysis, when the spatial features
of the K disturbances are positively correlated, we can get
ρΣ > 0 and P

(Σ)
AIS >

∑K
k=1 P

(k)
MTIS . Otherwise, when they are

negatively correlated, ρΣ < 0 and P
(Σ)
AIS <

∑K
k=1 P

(k)
MTIS are

obtained. Therefore, Corollary 1 is proved.
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