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Abstract—Coverage evaluation of heterogeneous multi-tier cellular networks (HetNets) is often based on simplifying assumptions on

cell association (CA): the resource required by, and practical limitations of pilot measurements are overlooked. Also, the base station

(BS) providing the strongest signal-to-interference ratio among all BSs is always the serving BS (an ideal CA (iCA)). Consequently, the

resultant analysis falls short of characterizing HetNets’ coverage in practical settings. We therefore propose an analytical framework for

modeling a practical CA (pCA) by considering pilot measurement, pilot sensitivity at the users, and the number of pilot measurements,

KP . Using tools from stochastic geometry, we obtain the coverage with pCA in both Rayleigh and Nakagami environments. We

propose an algorithm to obtain the optimalKP and its partitioning among the BSs in different tiers that maximizes the coverage. Our

analysis provides key insights in designing dense HetNets. For dense networks, scale invariance achievable under iCA is shown

unsustained with pCA. Also, dense HetNets are pilot-neutral, and hence their performance is not affected by pilot sensitivity. Our

extensive simulations confirm the accuracy of our analysis and the proposed algorithm, and demonstrate the effect of pCA in

comparison with iCA.

Index Terms—Cell association, coverage probability, densification, HetNets, pilot measurement, poison point processes, stochastic geometry
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1 INTRODUCTION

DENSIFICATION is increasingly used to meet the rapidly
growing demand of wireless data communications in

cellular networks [1], [2]. Densification in cellular networks
results in complex architectures of heterogenous networks
(HetNets) in which, without careful cell association (CA),
the expected performance improvements are often unattain-
able [3], [4], [5], [6].

Conventional solutions often advocate association with
the BS having the strongest signal, or equivalently with the
nearest BS, assuming fading averages out. Such an associa-
tion may cause coverage deterioration as well as load imbal-
ance across BSs [4], [7] because densification often increases
the received signal power at the user equipment (UE), but it
may also impose severe inter-cell interference (ICI) that
may eventually cancel out the improved signal strength.

To address this issue, researchers proposed techniques
that consider use of the signal-to-interference ratio (SIR) or
functions thereof—instead of the received signal strength—
for CA. In such techniques, a UE is associated with the BS
that provides the highest received SIR. Such CA techniques
are often referred to as the max-SIR CA rule [7].

In HetNets with a large number of BSs and UEs, the
effect of the CA rule on network performance is of practical
importance, and has been an active research topic in recent
years, see, e.g., [7], [8], [9], [10]. Such efforts often adopt
tools from stochastic geometry and Poisson Point Processes
(PPP) [11], [12] to model the network. Compared to the con-
ventional hexagonal grid and Wyner models, such techni-
ques result in a tractable analysis which sheds light on the
engineering and design aspects of networks which are oth-
erwise unknown. Randomness and heterogeneity of Het-
Nets are also shown to be effectively captured by PPP
models, see, e.g., [13], [14], [15], [16], [17].

Large-scale measurements and industry-scale simula-
tions in [13], [18] also confirm that the PPP models result
in accurate estimation of the SIR distribution in cellular
networks. It is further shown in [15], [16] that a simple 1-
3 (dB) SIR shift is enough to match the SIR distribution
obtained with PPP models with the one obtained from a
grid model. The analysis and simulation results presented
in [19] also show that any grid setting can be adequately
modeled as a PPP due to the wireless channel shadowing
effect. Based on the above observations, we adopt PPP to
model HetNets.

For single-antenna (SISO) K-tier HetNets with max-SIR
CA, the authors of [7] derived, for the first time, closed-
form expressions for the coverage probability, achievable
rate, and average load. The framework in [7] was later
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extended in [8] to the coverage probability of multi-antenna
(MIMO) downlink with space-division multiple access
(SDMA). Note that compared to the SISO systems, obtaining
post-processing SIR in MIMO systems involves fading dis-
tributions other than Rayleigh, for instance, Nakagami. This
results in very complex, often intractable, SIR distributions.
Instead, approximations are made for the coverage proba-
bility in [8] by borrowing techniques from stochastic order-
ing. Later, the authors of [10] used the same approach as in
[7] to explore the spectral efficiency of two-hop communica-
tions in cellular networks. The results in [7] were also used
in [9] to improve the cost-efficiency of HetNets.

The coverage performance of a HetNets with various CA
rules was investigated in [20]. Considering a general fading
model, max-SIR CA, the closest BS CA (cCA) (whereby the
closest BS is associated with the UE) and several variations
of the maximum instantaneous received power were inves-
tigated in [20], where coverage probability was obtained as
a set of integral expressions. Furthermore, the authors of
[21], [22] investigate the SINR in HetNets and evaluate the
k-coverage probability, i.e., the probability that k BSs can
potentially support the typical UE.

The analysis in all of the above mentioned investigations
is based on a very limiting assumption on the CA rule: the
best BS is selected out of the entire pool of BSs in the net-
work. We call such a CA rule the ideal CA (iCA). This
implies that in reality, however, to find the best BS, a UE
requires to measure the received pilot signals correspond-
ing to all BSs, which may not be practically attainable.

Here we analyze a practical CA model and assume that a
UE measures the received pilot signal corresponding to a
limited number of neighboring BSs, KP � 1. Association
with near BSs is preferred to those located far away from
the UE as they have heavy path-loss attenuation and may
incur a high rate of handovers. The received pilot power is
affected by the path-loss and also depends on the BSs’ trans-
mission power, which might vary significantly across differ-
ent tiers of BSs. Due to UEs’ PHY-layer configurations, only
pilots that are strong enough—larger than a given thresh-
old, g > 0, that we call pilot sensitivity—are considered
detectable. Ignoring the received pilot power as in iCA, it is
often impossible to specify occasions on which a nearby BS
(pico/femto BSs) with a low transmit power could be asso-
ciated with a UE.

The main objective of this paper is to investigate the
impact of pilot measurements on the coverage performance.
In practice, CA is based on periodic measurements of pilot
signal quality in a time-slotted setting, and comparing it
with a pilot sensitivity threshold. Therefore, in addition to
the path-loss attenuation, main limiting factors for the num-
ber of pilots that could be measured are pilot sensitivity as
well as the time required for pilot measurement. Each
received pilot signal is measured over a time interval, thus
limiting the available time for data transmission.

There are also other factors that affect the CA perfor-
mance, including (i) Transmit power of the BSs which is
often limited, and thus the power allocated to the pilot sig-
nal power is also required to be carefully balanced against
the remaining power to be allocated to data transmission,
and (ii) Pilot contamination, which is caused by a pilot sig-
nal re-use policy, where the same pilot signal is re-used by

multiple BSs in the coverage area. Here, we ignore these fac-
tors for brevity.

The impact of CA on the coverage performance of Het-
Nets is also investigated in [23]. The CA considered in [23]
is specifically designed for load balancing, where the clos-
est macro-BS is chosen where there is no femto-BS in the
vicinity of the UE that provides the highest SIR. Note that
[23] only considers Rayleigh fading and ignores the effect
of pilot measurements. The impact of CA on the network
performance was also investigated in [24], where a heuris-
tic association technique was developed. The technique in
[24] selects the associated tier for each UE based on “max-
ratio association policy”. Under this policy, for each UE a
tier is selected in which the UE’s distance to its nearest BS
is smaller than that in other tiers, while its distance to the
second-nearest BS in that tier is larger than that in other
tiers. The closest BS of the selected tier is then considered
as the serving BS. The work in [24] assumes that each tier
has its own exclusive bandwidth. Furthermore, the work
of [24] did not consider pilot sensitivity of UEs and
resource consumption of pilot measurements. Both [23],
and [24] did not consider optimal selection of KP and its
partitioning, either.

In this paper we propose a general model for CA, namely
practical CA (pCA) as opposed to the ideal CA (iCA) model in
[7]. Themain parameters in thismodel in addition to g are the
size of the candidate set fromwhich each UE selected its serv-
ing BS, and the partitioning of the candidate set for different
tiers of BSs. This makes the following main contributions. We
(i) propose an analytical framework for modeling pCA;
(ii) thismodel is then used to obtain the coverage performance
of HetNets.We then (iii) formulate the pCA design as an opti-
mization problem tomaximize the coverage probability of the
HetNet, and propose a greedy algorithm to obtain these
parameters including the size of the candidate set and its opti-
mal partitioning; and (iv) adopting techniques from stochastic
geometry and PPP, we obtain closed-form expressions and
accurate approximations for the coverage probability of aHet-
Net for a generic pCA in both Rayleigh and Nakagami fading
environments; and further show that (v) dense HetNets are
pilot-neutral, i.e., their coverage performance is not a function
of pilot sensitivity, g, and (vi) scale-invariance in HetNets
with iCA in which the spectral efficiency grows with densifi-
cation and the coverage probability stays stable, is not sus-
tained in denseHetNets.

Our simulation results show that compared to iCA, as a
theoretical (thus impractical) benchmark, pCA always
results in coverage performance loss. We also show that (i)
for both Rayleigh and Nakagami fading environments,
there exist an optimal size of the candidate set, KP , that
minimizes the coverage loss of the HetNet with pCA com-
pared to iCA; (ii) unbalanced partitioning of KP among the
tiers deteriorates the coverage probability, especially in
dense HetNets; (iii) in dense HetNets (or equivalently
where g is large enough), the coverage performance of the
pCA is significantly higher that that of cCA; (iv) in Naka-
gami fading environments, the coverage probability is
smaller than that of Rayleigh fading, particularly in sparse
networks; and (v) optimized coverage performance in a
Nakagami fading environment is archived with a lower KP

than in a Rayleigh fading environment.
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The rest of this paper is organized as follows. Section 2
presents our system model as well as the mathematical
model for pCA. Then, in Section 3 we devise an optimization
problem and a greedy algorithm to obtain the optimal pCA
parameters. In Section 4, we present a coverage performance
analysis for HetNets with pCA in both Rayleigh and Naka-
gami fading environments. The impacts of densification on
the coverage performance are investigated in Section 5 fol-
lowed by the simulation results in Section 6. The paper con-
cludes with Section 7.

2 SYSTEM MODEL

Consider downlink communication in a K-tier HetNet. As
in [7], [25], we model the network by K tiers (classes/tech-
nologies) of randomly located BSs in the coverage area.
Each tier i is specified by 3 tuples ð�i; Pi; RiÞ where �i is the
BSs’ spatial density (per unit area), Pi is per-frame average
transmission power in Watts, and Ri is the ith tier maxi-
mum data rate (nat/sec/Hz). BSs in tier i are spatially dis-
tributed according to a homogenous Poisson Point Process,
Fi 2 R2, with spatial density of �i � 0, where the processes
are mutually independent. UEs are distributed according to
a homogenous PPP FU , independent of sets Fi, 8i. We also
set F ¼ S

iFi.
We consider slotted time and narrow-band block fading

which remains constant during a time slot. The main perfor-
mance metric is the coverage probability which is measured
from the perspective of a UE located at the origin, which we
call a typical UE. Due to the stationarity of the point pro-
cesses, Slivnyak’s Theorem [11] guarantees the performance
at the origin measured by the typical UE to represent the
spatial performance of the network.

Our focus in this paper is on dense HetNets with univer-
sal frequency reuse which are interference-limited. Thus,
we ignore the thermal noise effect. The signal-to-interfer-
ence ratio experienced at the typical UE served by BS xi is

SIRxi ¼
Pikxik�ahxiPK

j¼1 Ij
; (1)

where a > 2 is the path-loss exponent, and kxik represents

the Euclidean distance.We further set �a ¼ 2
a
. Let fhxjg denote

channel power gains which are independent and identically
distributed random variables. The interference contribution
of tier j is a shot noise process, Ij ¼

P
xj2Fj=x0

Pjkxjk�ahxj .

The cumulative distribution function (CDF), and the
probability distribution function (pdf) of a chi-squared ran-
dom variable (r.v.) with 2l degrees of freedom (DoF) are
denoted by Fx2

2l
ðtÞ and fx2

2l
ðtÞ, respectively.

Selecting the serving BS among all BSs, referred to as
cell association, plays an important role in the efficiency of a
HetNet. The design of CA must account for a wide range
of factors, such as pilot transmissions and its required
resources, limitations in the pilot measurements, charac-
teristics of the wireless medium, number of tiers, and their
BSs’ densities.

BSs frequently emit pilot signals to facilitate CA which is
done in a time slotted fashion. In a time slot each UE utilizes
the pilot signal to select its serving BS. The serving BS then
transmits the intended data to the UE during that time slot.

We define the permissible number of measured pilots, KP � 1,
as the maximum number of pilot signals that the typical UE
can measure during one time slot. Let a time slot be t sec-
onds long and t ¼ tD þKP tT, where tD and tT in a time
slot are the time allocated to data transmission by the corre-
sponding BS and measuring one pilot signal at the UEs,
respectively. We also let �tT ¼ tT=t and �tD ¼ tD=t be the
normalized sensing and transmission duration, respec-
tively. So, ð1� �tTKP Þþt seconds of each time slot is avail-
able for data transmission, where ðyÞþ ¼ maxf0; yg.

We will present a tractable analytical model for generic
CA while considering its feasibility from the typical
UE’s perspective.

In the CA stage, the fading fluctuations are averaged out,
and hence the received pilot signal power corresponding to
BS xi at the typical UE is Pikxik�a. Without loss of general-
ity, we can assume that the power allocated to data trans-
mission is equal to that of pilot transmission. It is in general
straightforward to incorporate adaptive split of power
between data and pilot transmission which is omitted for
brevity. For the typical UE, BSs with detectable pilot signals
constitute a set of candidate BSs, ~F. The candidate set ~F is
defined as ~F ¼ S K

i¼1fxi 2 Fi; 8i : Pikxik�a � gg, where g is
the pilot detection threshold which we refer to as pilot
sensitivity.

The larger the number of measured pilot signals, the
higher the chance of finding the best possible BS for the typ-
ical UE to be associated with. In practice, however, the num-
ber of measured pilot signals is limited, because part of the
time slot is required to be allocated for measuring each pilot
signal. Therefore, increasing the number of measurements
reduces the remaining part of the time slot available for
data transmission.

Careful selection of KP plays an important role in the
performance of CA. We also define 0 � ni � KP as the
number of measured pilot signals of the BSs in tier i, so
that

P
i ni ¼ KP , and ~Fi � ~F as a collection of these ni

BSs in tier i. Note that UE association with a BS located
far away often results in frequent handovers during a
data session/call, thus incurring extra signaling over-
heads. Therefore, it is preferable to associate a UE with a
nearby BS with detectable pilots. This is consistent with
the definition of ~Fi which consists of ni nearest BSs in tier
i to the typical UE.

Various CA schemes can be modeled based on the above
parameters:

� Ideal CA (iCA) where pilot signals of all BSs in the
network are measured by the UE and the one with
the maximum SIR is then selected as the serving BS,
i.e., g ¼ 0, �tP ¼ 0, andKP ¼ jFj, where jAj is the car-
dinality of set A. Throughout this paper we use iCA
as the reference for comparison.

� Practical CA (pCA) where a BS in ~F with the maxi-
mum SIR value as in (1) is selected as the serving BS.
Adjusting the model parameters in pCA provides
new degrees of flexibility in the CA design for differ-
ent HetNet scenarios.

Closely fitting the above model is the closest CA (cCA)
whereby the closest BS across all tiers are chosen as the serv-
ing BS, regardless of its corresponding SIR, see, e.g., [4],
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[17], [26]. Table 1 provides the definition and frequently
used notations in this paper.

3 DESIGN OF COVERAGE-OPTIMAL CA

In this section, we focus on the design of CA for given HetNet
settings, i.e., known ð�i; Pi;RiÞwith the objective of maximiz-
ing network coverage probability. Wewill introduce a design
process to obtain pCAparameters includingKP and ni, 8i.

The design process developed in this section can be
extended to cases with other performance metrics, e.g.,
spectral efficiency, or a combination of performance metrics.

3.1 Coverage Probability

The typical UE successfully receives the data transmitted by
the serving BS xi if the corresponding scheduled data rate is
greater than a pre-specified value Ri > 0 (nat/sec/Hz).
Here we note that the coverage probability is equal to the
complementary cumulative distribution function (CCDF) of
the SIR. Therefore, it is reasonable to consider SIR-based CA
rules , i.e., CA rules which rely upon the SIR characteristics.1

’Coverage‘ for the typical UE means that there is at least
one BS in the candidate set

S K
i¼1

~Fi which can support the
typical UE with the prescribed data rate Ri, i.e.,

A ¼ arg max
xi2~Fi;8i

log 1þ SIRxi

� � � Ri

1� �tPKPð Þþ
� �( )

; (2)

is not empty. For a given KP , we then define the coverage
probability as PCðKP Þ ¼ PfA 6¼ ;g.

One may argue that the cCA method with biasing (e.g.,
range expansion method, e.g., [4], [26], [29]) can be consid-
ered as a CA alternative. Note that such biasing techniques
mainly deal with technology selection, and merely attempts
to offload traffic from one tier to another (for example, from
Macro BSs to femto BSs). Therefore, they do not deal with
the BS selection in each individual tier, and after selecting
the technology (tier), cCA is used to associate the UE
with the closest BS. We would also like to mention that it is
quite straightforward to include biasing under the max-SIR
CA rule in order to offload traffic across tiers.

In the rest of this paper we use the following notations:

bi , eRi � 1 and b̂i , e
Ri

ð1��tPKP Þþ � 1.

3.2 Maximum Coverage pCA Design

As shown in (2), increasing KP also increases b̂i. Therefore,
although j S K

i¼1
~Fij increases, i.e., a larger number of BSs in

the candidate sets, the coverage probability may be
decreased. For a given value of KP , one can also adjust
ð�i; Pi; RiÞ in tier i, as well as ni ¼ j~Fij to maximize the
HetNet’s collective coverage probability. In what follows,
we will formulate the CA design problem as an optimiza-
tion problem with the objective of maximizing the coverage
probability.

OP : max
KP ;fni�0g

PCðKP Þ; s.t.
XK
i¼1

ni ¼ KP : (3)

In (3) the pCA parameters are designed based on the
required coverage performance, which itself depends upon
the average value of system parameter including ð�i; Pi; RiÞ,

TABLE 1
List of Parameters and Notations

Symbol Description

K Number of tiers
Fi ¼ fxig BSs of tier iwith density �i,

transmission power Pi, data rate
threshold Ri

g Required pilot strength for
detection at UEs (pilot sensitivity)

a 2 ð2; 6� Path-loss exponent (�a , 2
a
)

CðaÞ , �ap2 csc �apð Þ
kj (resp. k) , �jP

�a
j (resp. , CðaÞ

p

PK
j¼1 kj)

k̂i , �i
k

Pi
b̂i

� ��a
hxi fading power gain between BS xi

and the typical UE
Mi Nakagami parameter of tier i
Ij ¼

P
xj2Fj

Pjkxjk�ahxj Accumulated interference from
BSs of tier j at the origin

~Fi ¼ fxi 2 Fi :
Pikxik�a � gg

BSs of tier iwith detectable pilots

KP � 1 The maximum permissible
measured pilots at the typical UE

ni ¼ 0; 1; . . . ;KP The number of pilots shall be
measured from tier i (

P
i ni ¼ KP )

~Fi � Fi Set of BSs of tier i selected for CA
�t 2 ½0; 1� Fraction of time slot designated for

piloting and CA
Ri the prescribed data rate in tier

i—if a typical UE receives data
rate lower than Ri it is experienc-
ing outage

bi , 2Ri � 1, the required SIR
threshold to successfully decode
data under iCA model

b̂i , 2
Ri

ð1��tKH Þþ � 1, the required SIR
threshold to successfully decode
data under pCA model

PCðKP Þ (res. PCiðKP Þ) Coverage probability (resp.
coverage probability from tier i)
under pCA model

PiCA
C (resp. ASEiCA) Coverage probability (resp. area

spectral efficiency) under iCA
model

gi , p�i
g
Pi

� ���a

#bi (resp. #ni ) , gið Þbi
bi!

e�gi (resp. , 1�Pni�1
bi¼0 #bi )

fx2
2l
ð:Þ (resp. Fx2

2l
ð:Þ ¼ 1�

�Fx2
2l
ð:Þ)

Probability density function (pdf)
(resp. cumulative distribution
function (cdf)) of a chi-squared
random variable (r.v.) with
degree-of-freedoms (DoFs) 2l

1. Some recent works on HetNet resource allocation,—e.g., see [3],
[5], [6], [27], [28]—show that the disjoint treatment of cell association
and resource allocation may degrade the achievable performance of the
network, undermining the main motivation behind introducing Het-
Nets. Therefore, cell association is obtained by solving an optimization
problem where the objective function and constraints are formulated
based on the physical-layer specifications, transmission policies, and
scheduling procedures across tiers. The objective functions are often
defined as a monotonically increasing function of SIR. Therefore, it is
reasonable to consider the max-SIR CA rule for modeling association.
Furthermore, such works often overlook the impact of ICI and pilot
measurements. We have addressed this issue, and also obtained a
closed-form approximation based on simple CA policies which could
not otherwise have been obtained.
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8i. Therefore, the optimal KP and fnig are required to be
broadcasted to the UEs and kept updated if those average
parameters change. For a given optimal pCA design, the
obtained KP and fnig are then fed into optimal resource
allocation schemes within shorter time scales at the BSs/
network. Such techniques have been investigated widely in
the related literature, see, e.g., [3], [27], where they often
assume a given cluster of BSs. Therefore, inter-cluster inter-
ference is overlooked and such techniques need to rely
upon the availability of timely and accurate CSI among all
BSs and UEs in the cluster. The optimization problem in (3)
facilitate this process by providing an optimal set of candi-
date BSs to form the cluster and/or the initial power trans-
mission of BSs.

Careful specification of the time scales in which OP and
radio resource allocations operate, one can balance the sig-
naling overheads required for acquiring CSI, on one hand,
and the system complexity involved with the resource allo-
cation, on the other.

In addition to the coverage probability, other network
performance metrics, such as throughput and area spectral
efficiency (ASE), or a combination thereof, could be consid-
ered as the optimization objective in (3). Examples of such
an approach are given in [4], [7], [26], where a utility func-
tion in most of them is defined based on the channels’ CDF,
which are often hard to obtain.

Algorithm 1. ObtainingKP ; fnig;PC

1: SetKP ¼ 1, ni ¼ 0 8i, flag = 0, S ¼ 1, PC ¼ 0
2: while flag == 0 do
3: while S � 0 do
4: for i ¼ 1; . . . ;K do
5: Set n̂n ¼ fn1; . . . ; ni þ 1; . . . ; nKg
6: Calculate oi ¼ PC for partition n̂n
7: end for
8: Find i� ¼ maxioi
9: Update ni� ¼ ni� þ 1 and let o� ¼ oi�
10: Calculate S ¼ KP �Pi ni

11: end while
12: if o� > PC then
13: KP ¼ KP þ 1
14: PC ¼ o�

15: ifKP > b 1
�tP
c then

16: flag = 1
17: end if
18: else
19: flag = 1
20: end if
21: end while
22: ReturnKP , fnig, PC

3.3 Obtaining pCA’s Optimal Parameters

OP is a discrete optimization problem. The computational
complexity of finding the optimal solution increases as KP

and K increase. We propose a greedy algorithm (Algo-
rithm 1) to find the optimal values of KP and nis. This algo-
rithm sequentially increases KP in each iteration such that
1 � KP � b 1

�tP
c, where byc returns the largest integer number

smaller than y. For the current value of KP , the best parti-
tion resulting in the highest coverage probability is obtained
through a greedy search. The algorithm then proceeds to the

next iteration if the obtained coverage probability outper-
forms the one obtained in the previous iteration, KP � 1,
else terminates.

As shown in Alggorithm 1, to obtain the optimal pCA
parameters, we need to obtain the coverage probability as a
function of pCA parameters and network variable. We pres-
ent this next.

4 COVERAGE PERFORMANCE EVALUATION

The following proposition approximates the coverage prob-
ability of a HetNet with a given pCA.

Proposition 1. The coverage probability of aK-tier HetNet, with
ð�i; Pi; RiÞ; i ¼ 1; . . . ; K, using pCAwithKP , and fnig is

PC 9
XK
i¼1

ci;

ci ¼ #ni

Xni
l¼1

%
ðlÞ
i þ

Xni�1

bi¼1

#bi

Xbi
l¼1

%
ðlÞ
i ; (4)

where :
ðlÞ
i refers to the lth closest BS to the typical UE

in tier i, #ni , 1�Pni�1
bi¼0 #bi ,

#bi , P jF̂ij ¼ bi

n o
¼ gið Þbi

bi!
e�gi ; (5)

gi , p�i
g
Pi

� ���a
, and

%
ðlÞ
i , P SIR

x
ðlÞ
i

� b̂i

��j~Fjj ¼ bi; 8j
� �

: (6)

Proof. SeeAppendix 1, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TMC.2017.2750142. tu

Remark 1. In Proposition 1, %
ðlÞ
i defined in (6) is the condi-

tional coverage probability of tier i given the cardinality
of its corresponding candidate BS set, j~Fij.

As it is seen in Proposition 1, to obtain the approxi-
mate coverage probability for a given HetNet and pCA,
one needs to obtain %

ðlÞ
i . As it is seen in (6), %

ðlÞ
i , is also a

function of channel fading. In the following we evaluate
%
ðlÞ
i for Rayleigh and Nakagami fading channels.

4.1 Coverage Probability in Rayleigh Fading

Having %
ðlÞ
i one can obtain coverage probability using Prop-

ositions 1. The following Proposition provides a closed-
form expression for %

ðlÞ
i in Rayleigh fading environments.

Proposition 2. In a HetNet with pCA specified in Proposition 1,

%
ðlÞ
i for Rayleigh fading environment is

%
ðlÞ
i ¼

Z gi

0

. . .

Z gi

0

fx2
2l
ðxilÞe

�xil
k̂i dxilQ

j

Qbi
l¼1 Fx2

2l
gj

� �Ybi
l0 6¼l

fx2
2l0
ðxil0 Þdxil0

1þ b̂i
xil
xil0

	 
a
2

	
Y
j6¼i

Z gj

0

. . .

Z gj

0

Ybi
lj¼1

fx2
2lj

ðxjlj
Þdxjlj

1þ b̂i
Pj
Pi

�j
�i

� �a
2 xil

xjlj

	 
a
2
;

(7)

where k̂i , �i
k
ðPi
b̂i
Þ�a, k , CðaÞ

p

P
j kj, CðaÞ , �ap2 csc �apð Þ.
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Proof. See Appendix 2, available in the online supplemental
material. tu
Although the closed-from obtained in Proposition 2 artic-

ulates the impact of different system parameters, it is com-
putationally complex. In the following propositions, we
derive an approximation of %

ðlÞ
i and a lower-bound which

are both less computationally demanding than that of Prop-
osition 2.

Proposition 3. An approximate of %
ðlÞ
i is

%
ðlÞ
i 
 1

Fx2
2l
gið Þ
Z gi

0

e
�xl
k̂i fx2

2l
ðxlÞdxl

1þ b̂iðxlgiÞ
a
2

� �PK

j¼1
bj�1

dxl; (8)

Proof. See Appendix 3, available in the online supplemental
material. tu

Proposition 4. A lower-bound on %
ðlÞ
i is

%
ðlÞ
i � 1

Fx2
2l
gið Þ

G l; gi 1þ 1
k̂i

� �� �
1þ 1

k̂i

� �l ; (9)

where Gðl; aÞ ¼ 1=GðlÞ R a0 xl�1e�xdx (Incomplete Gamma

function), and GðlÞ ¼ R10 xl�1e�xdx .

Proof. To obtain the lower-bound, we approximate (6) by

%
ðlÞ
i � P SIR

x
ðlÞ
i

� bi

���kxðlÞ
i k�a � g

Pi

� �
: (10)

Following the same line of argument as in proof of Pro-
portion 3 yields

%
ðlÞ
i � 1

Fx2
2l
gið Þ
Z gi

0

e
�xl
k̂i fx2

2l
ðxlÞdxl;

which transfers to (9) using straightforward analytical
derivations. tu
Compared to Propositions 2 and 3, the lower-bound in

Proposition 4 has the lowest computational complexity. In
this paper, we utilize the lower-bound in Proposition 4, as it
is easily obtainable to evaluate an approximation of the cov-
erage probability and its interrelationships with other sys-
tem parameters. As seen, in Propositions 3 and 4, the
bound/approximation of %

ðlÞ
i is a function of various param-

eters and it is not straightforward to obtain equality
conditions.

4.1.1 iCA Coverage Probability with Rayleigh Fading

The coverage probability of tier i with iCA, PiCA
C i ¼

P maxxi2Fi
SIRxi � bi

� �
, is derived in [7]

PiCA
C i ¼ p�iP

�a
i b

��a
i

CðaÞPj �jP
�a
j

; (11)

In iCA, UEs are able to measure all the transmitted pilots,
and select the best BS from the candidate set ~Fi which is the
same as Fi, 8i with the assumption of �tP ¼ 0. Therefore, the

coverage probability in (11) is larger than, or equal to the
case of pCA.

Starting from the definition of k̂i in Proposition 2, it is
straightforward to show that

k̂i ¼ bi

b̂i

 !�a

PiCA
C i ¼ b�a

i PiCA
C i

ð1þ biÞ
1

ð1��tPKP Þþ � 1

	 
�a : (12)

As shown in (12), k̂i is directly related to the coverage

probability offered by tier i, where iCA is adopted. It is

also seen that (12) depends solely on parameter KP , and

is in fact independent of fnig. In general, bi
b̂i
� 1, and

hence for larger values of the path-loss exponent, a,

k̂i ! PiCA
C i .

Fig. 1 plots k̂1
PiCA
C 1

versus KP and b. The figure shows that

increasing b � 1 results in a slight reduction of k̂1
PiCA
C 1

. Also,
by increasingKP ,

k̂1
PiCA
C 1

is steadily reduced to zero.

The relationship between the coverage probability of
tier i in iCA and parameter k̂i in (12), as well as the
results in Propositions 1–4, suggests that the coverage
probability in a HetNet with pCA might be related to the
coverage probability in a HetNet with iCA. Therefore,
one may consider designing/analyzing the network based
on the iCA model and then make a corresponding adjust-
ment to incorporate the impacts of pCA. However, the
issue is whether a HetNet with pCA responds to densifi-
cation in the same way as in the iCA. We investigate this
issue in Section 5.

4.2 Coverage Probability in Nakagami Fading

To obtain the coverage probability in a Nakagami fading
environment, similarly to Section 4.1, we obtain %

ðlÞ
i based

on the method of Proposition 4. Nakagami fading is an
accurate model for the channel fading in post-processing
SIR in some MIMO communication paradigms such as
eigen-beamforming, and/or space-division multiple access,
see, e.g., [8], [30], [31], [32].

Fig. 1. k̂1
PiCA
C 1

versus b1 ¼ b, andKP , for a ¼ 4; 6, where �tP ¼ 0:025.
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In a Nakagami fading environment, the channel power
gain in tier i is distributed according to a Chi-square distri-
bution with 2Mi degrees of freedom (DoFs).2

Proposition 5. In a HetNet adopting pCA, %
ðlÞ
i for a Nakagami

fading environment is lower-bounded as

%
ðlÞ
i � 1

Fx2
2l
gið Þ

G l; gi 1þ 1
k̂iðfMjgÞ

� �� �
1þ 1

k̂iðfMjgÞ
� �l

þ
XMi�1

m¼1

Xm
n¼1

ð�1Þmfm
n Gðnþ lÞG nþ l; gi 1þ 1

k̂iðfMjgÞ
� �� �

n!m!Fx2
2l
gið Þ 1þ 1

k̂iðfMjgÞ
� �nþl

;

(13)
where

fm
n ,

Xn
p¼1

ð�1Þp n

p

	 

Gð�apþ 1Þ

Gð�ap�mþ 1Þ ; (14)

k̂iðfMjgÞ , �i
kðfMjgÞ ð

Pi
b̂i
Þ�a, and

kðfMjgÞ , Gð1� �aÞ
X
j

�jPj
�a Gð�aþMjÞ

GðMjÞ :

Proof. See Appendix 4, available in the online supplemental
material. tu
In the lower bound provided by Proposition 5, the

impact of interference is explicitly captured through
kðfMjgÞ which proportionally increases with BSs’ densi-
ties. One may also note the resemblance between Proposi-
tions 4 and 5. In fact, replacing k̂i in Proposition 4 with
k̂iðfMjgÞ is the same as the first term of (13). The second
term in (13) is also a summation of scaled and adjusted
versions of the first term.

4.2.1 iCA Coverage Probability with Nakagami Fading

Following the same line of argument as in the proof of
Proposition 5, the coverage probability of tier i with iCA in
a Nakagami fading environment, PiCA

C i½Nak� is

PiCA
C ½Nak� ¼ P max

xi2Fi

SIRxi � bi

� �

¼ 2p�i

Z 1

0

xi

Z 1

0

L�1
�Fh
ðtÞ
YK
j¼1

LIj t
bix

a
i

Pi

	 

dtdxi

¼ 2p�i

Z 1

0

xi

Z 1

0

L�1
�Fh
ðtÞe� t

bi
Pi

� ��a

kðfMjgÞx2i dtdxi

¼ 2p�i

Z 1

0

L�1
�Fh
ðtÞ
Z 1

0

xie
� t

bi
Pi

� ��a

kðfMjgÞx2i dxidt

¼ p�i

kðfMjgÞ
Z 1

0

L�1
�Fh
ðtÞ

t biPi

� ��a dt

¼
Pi
bi

� ��a
kðfMjgÞ

XMi�1

m¼0

ð�1Þm
m!

dm

dtm
t��a
���
t¼1

:

(15)

Applying the definition of k̂iðfMjgÞ, (15) is reduced to:

PiCA
C i½Nak� ¼

bi

b̂i

 !��a

k̂iðfMjgÞ
XMi�1

m¼0

Gð�aþmÞ
Gð�aÞGðmþ 1Þ

¼
�i

Pi
bi

� ��aPMi�1
m¼0

Gð�aþmÞ
Gðmþ1Þ

p cscð�apÞPK
j¼1 �jPj

�a Gð�aþMjÞ
GðMjÞ

:

(16)

The coverage probability given in (16) is significantly simpler

than the existing results on the coverage probability of

Nakagami fading environments, see, e.g., [8], [30], [38], [39]3.

Comparing the coverage probability of a Rayleigh envi-
ronment in (12) and (16), one can find that in the case of

Nakagami fading, the signal strength is multiplied by

�a
PMi�1

m¼0
Gð�aþmÞ
mGðmÞ , while the strength of the interference caused

by tier j is multiplied by
Gð�aþMjÞ
GðMjÞ . It is, however, not directly

seen in (16) which of these mentioned effects is dominant.

Exploiting the stochastic ordering results in [8], one can
show that the coverage probability of Rayleigh fading out-
performs that of Nakagami fading. This can be also under-
stood by noting that when network is not dense, compared
to the Rayleigh fading, in a Nakagami fading channel with
Mi � 1, the fading fluctuations are (partially) dampened.
Therefore, the signal power is weakened by the increased
ICI. On the other hand, when the network is densified, both
signal and ICI are adequately powerful so that Nakagami

2. This model allows Mis to have different values across tiers
depending on the wireless environment/technology (e.g., indoor/
outdoor or urban/suburban, MIMO, etc.). For example, in a MIMO
system, Nakagami parameters are obtained based on the number of
transmit antennas, number of served UEs, and beamforming tech-
nique, see, e.g., [8], [30], [31], [32]. Nakagami-type fading models
are also used to model MIMO multiplexing maximum ratio com-
bining (MRC), MIMO multiplexing ZFBF, MIMO orthogonal space
time block coding (OSTBC), and MIMO singular value decomposi-
tion (SVD), see, e.g., [33], [34], [35], [36], [37], [37]. For instance,
consider a HetNet system where zero-forcing beam-forming (ZFBF)
is employed in all tiers (i.e., space division multiple access). In this
system, BSs in tier 1 (tier 2) have N1 (N2) transmit antennas and
serve 1 � U1 < N1 þ 1 (1 � U2 < N2 þ 1 ) UEs in the downlink. For
such a system, it is shown that the fading model of the intended
signal in tier 1 (tier 2) is Nakagami ðN1 � U1 þ 1; 1Þ (Nakagami
ðN2 � U2 þ 1; 1Þ) (see, [8], [31]). It is further shown in the same
references that the interfering gains can be modelled by Nakagami
ðU1; 1Þ in tier 1 and Nakagami ðU2; 1Þ in tier 2. Now assume that
tier 1 serves as N1 UEs. In this case, the intended signal for each
served UE experiences Rayleigh fading, while the interfering sig-
nals from the BSs in tire 1 (tier 2) experience Nakagami ðN1; 1Þ
(Nakagami ðU2; 1Þ). As a result, the average received power of the
intended signal from a BS of tier 1 reduces to 1, while the average
power of interfering signals is either N1 � 1 (from BSs of tier 1) or
U2 (from BSs of tier 2). Therefore, although tier 1 serves as many
UEs as it can, each may suffer from weakened intending signal
power, thus a lower coverage performance. In practice, however,
one may adopt an adaptive balancing mechanism which adjusts the
maximum number of served UEs, based on the desired coverage
performance.

3. This is because max-SIR CA implies that the interferers might be
even closer to the typical UE than that of the serving BS (as there is no
guarantee that the closest BS can provide the highest SIR). Therefore,
compared to cCA, in our analysis, we do not require considering the
guard zone around the typical UE to calculate the Laplace transform of
the interference. Under cCA rule, the corresponding Interference Lap-
lace transform is presented through complex integral functions. In such
cases, separating variable s from the other variables is not straightfor-
ward. This then results in often intractable higher-order differentiations
due to Nakagami-type fading.
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fading with Mi > 1 could not make any tangible effects of
the SIR distribution, compared to that with Rayleigh fading.

Fig. 2 plots the coverage probability of a two-tier HetNet
with iCA versus M1 and M2 for different tier 2 densities
�2 ¼ 10�3 and �2 ¼ 10�2. As seen in both HetNets with dif-
ferent densities in a Rayleigh environment (M1 ¼ M2 ¼ 1),
the coverage probability is greater than that of a Nakagami
environment (M1 > 1 andM2 > 1). Also, the rate of reduc-
tion in PiCA

C½Nak� due to an increase of M2 is larger than that of

M1, which is mainly because �2 > �1. It is further seen that
for a highly dense tier 2, �2 ¼ 10�2, the coverage probability
is not a function ofM1.

5 IMPACT OF DENSIFICATION

Highly dense HetNets are used in wireless networks to meet
high wireless connectivity demands and are also seen as an
integral part of future 5G networks [1]. It is therefore of
utmost importance to understand the impact of CA on the
coverage performance of denseHetNets.We now investigate
the following two important questions in denseHetNets:

� How relevant is pilot sensitivity to the CA coverage
performance?

� Is HetNet scale invariancy sustainable where pCA is
adopted?

For brevity, we focus our analysis on Rayleigh fading,
and assume that in a dense HetNet �i, ~Fi is large enough
for all i. A HetNet is referred to as a dense HetNet if,

�i � 1
p

g
Pi

� ��a
, 8i.

5.1 Pilot Neutrality

To investigate the impact of pilot sensitivity densification on
the coverage probability as a benchmark, we define pilot
neutrality as follows.

Definition 1 (Pilot Neutrality). A pCA is pilot-neutral if
g ¼ 0.

In a pilot-neutral pCA model, all the BSs in the coverage
area are in the candidate set.

Proposition 6. In a dense HetNet with pilot-neutral pCA, the
coverage probability is

PC �
X
i

k̂i 1� 1þ 1

k̂i

	 
�ni
	 


: (17)

Proof. Given g ¼ 0, then as given in Proposition 1, #bi ¼ 0
and �#ni ¼ 1. Therefore,

PC �
X
i

Xni
l¼1

E
x
ðlÞ
i

P SIR
x
ðlÞ
i

� b̂i

��xðlÞ
i

� �

¼
X
i

Xni
l¼1

Z 1

0

fx2
2l
ðxÞe�x

k̂idx ¼
X
i

Xni
l¼1

1þ 1

k̂i

	 
�l

;

which completes the proof. tu
In a generic pCA model, the received power of the pilot

signals associated with the BSs in the candidate set must be
stronger than the pilot sensitivity, g. In a dense HetNet set-
ting however, there might be more than ni BSs in each tier i
fulfilling the pilot sensitivity requirement.

We note that in (17) PC i is a function of fnig, k̂i, where k̂i
is also related to the coverage probability in a HetNet with

iCA, (12), PiCA
C i : k̂i ¼ bi

b̂i

� ��a
PiCA

C i . Therefore, the coverage

probability of tier i in a scale invariant HetNet, (17) can be
written as

PC i � bi

b̂i

 !�a

PiCA
C i 1�

bi
b̂i

� ��a
PiCA

C i

	 
ni

1þ bi
b̂i

� ��a
PiCA

C i

	 
ni

0
BB@

1
CCA: (18)

In (18), bi
b̂i

� ��a
� 1, where bi

b̂i
depends only on KP as

b̂i ¼ ð1þ biÞ
1

ð1��tPKP Þþ � 1. Therefore, (18) shows that the cov-
erage probability of a HetNet degrades compared to the

pilot-neutral case, even if iCA is adopted. One may further

reduce the degree of degradation by carefully partitioning

the candidate set as it is also a function of fnig.
Proposition 7. If �i � 1

p
g
Pi

� ��a
, 8i, the coverage probability of a

dense HetNet with a generic pCA can be approximated by the
coverage probability of the same network with pilot-neutral pCA.

Proof. See Appendix 5, available in the online supplemental
material. tu

Proposition 8. In a HetNet with pilot-neutral pCA the coverage
probability is approximated by

PC 

X
i

k̂i 1� k̂i

1þ k̂i

	 

KPþ
P

j6¼i

ln k̂j ln
k̂j

1þk̂j

� �� �
ln

k̂j
1þk̂j

� �
1þ
P

j 6¼i
1

ln
k̂j

1þk̂j

� �

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: (19)

Proof. See Appendix 6, available in the online supplemental
material. tu

Fig. 2. The coverage probability of iCA versus M1 and M2 with Naka-
gami fading, for �2 ¼ 10�3 and �2 ¼ 10�2, where a ¼ 4, P1= 50 W,
P2 ¼ 10W and b1 ¼ b2 ¼ 2.
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Proposition 8 provides the coverage probability in a
closed-form expression which depends only on KP and
parameters k̂is assuming that the network is dense.

5.2 Scale Invariance

In cellular networks, scale invariancy means that increasing
the density of the BSs does not affect the coverage proba-
bility while causing a proportional growth in the Area
spectral efficiency, see, e.g., [1], [7], [40]. Scale invariance is
one of the main benefits of densification in cellular net-
works as it can increase the capacity without compromis-
ing the coverage.

ASE is often considered as a metric to characterize the
capacity of a cellular network. The ASE of a HetNet employ-
ing iCA is defined as

ASEiCA ,
X
i

�iPiCA
C i Ri ¼

p
CðaÞR

ðeR � 1Þ�a
P

j �
2
jP

�a
jP

j �jP
�a
j

; (20)

and is measured in nat/sec/Hz/m2. Here we assume that
Ri ¼ R, or equivalently bi ¼ b, for all i. In a HetNet with
iCA, the coverage probability in (11) is simplified to
PiCA

C ¼ p
CðaÞb�a. Increasing the BSs’ densities does not affect

the coverage probability. We also show that increasing the
BSs’densities causes a proportional growth in the ASE of
such systems.

Proposition 9. In a HetNet with iCA and bi ¼ b, 8i, ASE
grows with the increasing ofmini�i via

ASEiCA < C�ðaÞmin
i

�i;

where C�ðaÞ only depends on a.

Proof. To increase ASE by increasing �i, we need to have
@
@�i

ASEiCA > 0, 8i. By differentiating (20) with respect to

�i, we can see that @
@�i

ASEiCA > 0 holds if 2�i

P
j �jP

�a
j >P

j �
2
jP

�a
j 8i. Using (20), this can equivalently be written as

ASEiCA < 2pR
CðaÞðeR�1Þ�a �i, 8i, and thus

ASEiCA <
2pR

CðaÞðeR � 1Þ�a min
i

�i: (21)

We then take a derivative of the right hand side of

the inequality in (21) with respect to R, and set the resu-

ltant equal to zero, i.e., e�R ¼ 1� �aR. Note that the solu-

tion of this equation, R�, depends only on a. Substituting

R� in (21) and introducing C�ðaÞ ¼ 2pðR�Þ1��ae��aR�

CðaÞ�a�a , which

depends only on a, finalizes the proof. tu
The following proposition investigates scale invariancy

of a HetNet with pCA.

Proposition 10. A HetNet with pCA and bi ¼ b, 8i, is not
scale-invariant.

Proof. For scale invariancy, we need to check whether
@
@�i

PC ¼ 0,

@

@�i
PC ¼ @

@�i

XK
j¼1

k̂j �
XK
j¼1

@�ðnjÞ
@k̂j

@k̂j

@�i
; (22)

where �ðniÞ , k̂ið1þ 1
k̂i
Þ�ni , and K is the number of tiers.

The first term in (22) is zero as
PK

j¼1 k̂j is independent of
densities, �i, as bi ¼ b, 8i. Regarding the second term in
(22) we further show that

CðaÞ
p

XK
j¼1

@�ðnjÞ
@k̂j

@k̂j

@�i
¼

1þ ni
1þk̂i

� �
k̂i

1þk̂i

� ��ni

k̂i

�i

P
k6¼i �kP

�a
kP

k �kP
�a
k

�
X
j 6¼i

1þ nj
1þk̂j

� �
k̂j

1þk̂j

� ��nj

k̂jP
�a
iP

k �kP
�a
k

¼
1þ ni

1þk̂i

� �
k̂i

1þk̂i

� ��ni

k̂i

�i
� P �a

iP
k �kP

�a
k

X
j

1þ nj
1þk̂j

� �
k̂j

1þk̂j

� ��nj
k̂j

¼
1þ ni

1þk0
� �

k0
1þk0
� ��ni

k0

�i
� 2k0

�i

X
j6¼i

1þ nj
1þk0

� �
k0

1þk0
� ��nj

;

(23)

where k0 ¼ p
CðaÞb̂�a and in the last step, we note that k̂i is

index-independent. We then set (23) equal to zero, and
sum up the resultants on i:

X
i

1þ ni
1þk0

� �
k0

1þk0
� ��ni

¼ 2ðK � 1Þ
X
i

1þ ni
1þk0

� �
k0

1þk0
� ��ni

;

which is only valid if K ¼ 1:5, where K is the number
of tiers. This shows that coverage probability is not inde-
pendent of �i, and thus scale-invariancy is not valid
where pCA is adopted. tu
Proposition 10 indicates that the scale-invariancy of a

HetNet with iCA is not sustained where pCA is adopted.
Scale-invariancy of HetNets with cCA is also shown to be
compromised where path-loss model deviates from the
standard form kxk�a, [40], [41], [42]. Proposition 10 further
shows that even with unbounded path loss, scale invariancy
of HetNets with cCA is not maintained due to the pilot
measurements required in the cell association.

6 SIMULATION RESULTS

Our main objectives in this section are to examine the accu-
racy of our analytical results, to evaluate the performance of
Algorithm 1, and to understand the effect of optimal pCA
design on the coverage performance of HetNets. We simu-
late a two-tier HetNet, K ¼ 2, where macro BSs in the first
tier have a hight transmission power of P1 ¼ 50W. The sec-
ond tier consists of femto-cells covered by BSs with a much
lower transmission power of P2 ¼ 10W. The path-loss expo-
nent is a ¼ 4 and �tP ¼ 0:025. The BSs in each tier are ran-
domly distributed within in a disk with radius 10,000 units
according to the corresponding tier densities. The Monte
Carlo technique is adopted and we analyzed the results of
40,000 simulation snapshots.

6.1 Accuracy of Analysis

6.1.1 Rayleigh Fading

We now assess the accuracy of the coverage probability
given in Propositions 1–4 for a given KP . We also set K ¼ 2,
P1 ¼ 50W, P2 ¼ 10W, a ¼ 4, and �tP ¼ 0:025.
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Fig. 3 plots coverage probability versus KP for
R2 ¼ 3:5 and R2 ¼ 2. As expected, by increasing R2, it
becomes harder to meet the required data rate and the
coverage probability is consequently reduced. The results
in Fig. 3 also indicate that the approximations derived in
Propositions 3 and 4 are very close to the actual cover-
age probability.

It is further seen that by increasing KP , coverage perfor-
mance is improved to a maximum level before it starts
declining. The initial improvement of PC is because of avail-
ability of more options (BSs to be associated with) in the
candidate set. By increasing KP further, the portion of time-
slot allocated to pilot measurement becomes larger, thus
making it harder to meet the required transmission rate.
Accordingly, this reduces the coverage probability. This
effect is often overlooked in the previous studies, see, e.g.,
Theorem III.1 in [24]. Fig. 3 also highlights the gap between
the coverage performance in two HetNets with pCA and
iCA. Interestingly, for a small candidate set, 2 � KP � 6,
this performance difference is relatively small.

Impact of BSs’ densities on coverage performance is
investigated in Fig. 4, where we set KP ¼ 6, and n1 ¼
n2 ¼ 3. Fig. 4 shows that compared to Proposition 3, Propo-
sition 4 provides a more accurate approximation of cover-
age probability. The gap between the coverage performance
approximation given in Proposition 3 and that of the simu-
lation is higher for lower density of BSs. In contrast, the

approximation by Proposition 4 preserves its accuracy by
changing the BS densities. There is a rather large gap
between the coverage performance under pCA and iCA
models, where �1 ¼ 10�4, and �2 � 10�3. The difference is,
however, decreased by increasing �2.

In this example, we set g ¼ 10�5, which is rather a large
threshold. Therefore, in cases where the density of BSs in
tiers are small, it is unlikely to find the proper serving BS
even ifKP ¼ 6. By increasing �1 to 10�2, the coverage proba-
bility of pCA and that of iCA are very close.

One can also see that by densifing tier 1, the coverage
probability of the system with iCA is reduced by increasing
�2, while it is improved in pCA. This observation is consis-
tent with our assertion of the critical importance of practical
CA models.

The coverage probability versus pilot sensitivity, g is
plotted in Fig. 5. The approximation given by Proposition 4
is shown to closely follow the simulations as opposed to
that of in Proposition 3 whose accuracy declines by increas-
ing g. For �2 ¼ 10�4, the difference between the coverage
performance in pCA and iCA is further increased by
increasing g. Pilot-neutrality is observed when tier 2 is
dense, i.e., �2 ¼ 10�2 as the coverage performance is not
affected by varying g.

Propositions 3, and 4 respectively provide an approxima-
tion, and a lower bound for %

ðlÞ
i . These are then used in

Proposition 1 to obtain the coverage probability in Figs. 3–5.
This is also shown in Figs. 3–5 that the coverage approxima-
tion obtained based on Propositions 3 and 4, demonstrate dif-
ferent behavior in different scenarios. However, one can see
in Figs. 3–5 that simulation results are often closely followed
by the coverage probability obtained based on Proposition 4.
This might be because Proposition 1 provides an upper-
bound to the coverage probability while Proposition 4

provides a lower-bound on %
ðlÞ
i .

6.1.2 Nakagami Fading

For a system with Nakagami fading channels, Fig. 6a shows
the coverage performance of the pCA versusKP . Our analy-
sis closely follows the simulations. Fig. 6a further indicates
that compared to iCA, the coverage performance is slightly
lower in a system with pCA. The coverage loss, however, is
rather small, where 2 � KP � 6. The coverage performance
is also shown to be slightly improved by increasingM1.

Fig. 3. Coverage probability versusKP .

Fig. 4. Coverage probability versus �2.

Fig. 5. Coverage probability versus g.
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The coverage performance versus g is also plotted in
Fig. 6b. Again the analytical results closely follow the simu-
lations and pilot-neutrality is observed for a dense HetNet.

6.2 Designing pCA Parameters

As indicated in Section 6.1, the coverage performance
approximation given in Proposition 4 (Proposition 5) closely
follows the actual system coverage performance in Rayleigh
(Nakagami) fading. In the rest of this section, we consider
the expressions given in these two propositions for pCA
design based on Alggorithm 1.

For the purpose of comparison, we investigate the follow-
ing systems. A benchmarking system, sys1 whose pCA
parameters are obtained through an exhaustive search, sys2
whose pCA parameters are obtained by utilizing Alggor-
ithm 1. We also consider sys3, whereKP ¼ 5 and the optimal
partitioning is done among tiers, and finally sys4 in which for
givenKP ¼ 2, each tier gets one BS in the candidate set. Note
that in sys4 the closest BS across tiers is associated with the
UE as the serving BS, provided that the pilot power is larger
than pilot sensitivity. The CA in sys4 is in cCA with some
modifications to include pilot sensitivity, pilot measurement
time, andmaximum SIR connectivity (in the original cCA [4],
[17], the typical UE simply connects to the closest BS).

Described below are our investigations for Rayleigh and
Nakagami fading environments.

6.2.1 Rayleigh Fading

Fig. 7 plots the coverage performance of the system
designed using Algorithm 1 versus �2 for several values of

pilot sensitivity g and �1. As shown in Fig. 7, regardless of
the values of g, �1, and �2, sys1 achieves almost the same
performance as sys2. In Table 2 we also present KP , n1, and
n2 for sys1 and sys2, showing that the same KP , n1, and n2

are often obtained in both systems. In some cases, however,
a larger value for KP is in sys2, see, e.g., �1 ¼ 10�2, and
g ¼ 10�8. Based on the results in Table 2, and the coverage

Fig. 6. Coverage performance versusKP (a), and versus g (b).

Fig. 7. Coverage probability of pCA and iCA versus �2, for �1 ¼ 10�6 (a), �1 ¼ 10�4 (b), and �1 ¼ 10�2 (c).

TABLE 2
KP , n1, and n2 from Exhaustive Search (Sys1:K0

P ¼ n0
1 þ n0

2),

and Greedy Algorithm (Sys2:K00
P ¼ n00

1 þ n00
2), for �1 ¼ 10�4

�2

10�6 10�5 10�4 5	 10�4 10�3 5	 10�3 10�2

g ¼ 10�8 �1 ¼ 10�6 ½3;4�
½21;22�

½3;3�
½12;12�

½3;3�
½12;12�

½2;3�
½02;03�

½2;3�
½02;03�

½2;3�
½02;03�

½2;3�
½02;03�

�1 ¼ 10�4 ½3;4�
½30;40�

½4;4�
½31;31�

½4;4�
½31;31�

½2;2�
½22;22�

½3;3�
½12;12�

½3;3�
½12;12�

½3;3�
½12;12�

�1 ¼ 10�2 ½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½4;4�
½31;31�

½4;4�
½31;31�

½4;4�
½31;31�

g ¼ 10�5 �1 ¼ 10�6 ½4;4�
½22;22�

½3;3�
½12;12�

½3;3�
½12;12�

½2;3�
½02;03�

½2;3�
½02;03�

½2;3�
½02;03�

½2;3�
½02;03�

�1 ¼ 10�4 ½3;3�
½30;30�

½4;4�
½31;31�

½4;4�
½31;31�

½4;4�
½22;22�

½3;3�
½12;12�

½3;3�
½12;12�

½3;3�
½12;12�

�1 ¼ 10�2 ½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½4;4�
½31;31�

½4;4�
½31;31�

½4;4�
½31;31�

g ¼ 10�3 �1 ¼ 10�6 ½4;4�
½22;22�

½3;3�
½12;12�

½3;3�
½12;12�

½2;2�
½02;02�

½2;2�
½02;02�

½2;3�
½02;03�

½2;4�
½02;13�

�1 ¼ 10�4 ½3;3�
½21;21�

½3;3�
½21;21�

½4;4�
½22;22�

½4;4�
½22;22�

½3;3�
½12;12�

½3;3�
½12;12�

½3;3�
½12;12�

�1 ¼ 10�2 ½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½3;4�
½30;40�

½4;4�
½31;31�

½4;4�
½31;31�

½4;4�
½31;31�

The results are presented as:
½K0

P
;K00

P
�

½n0
1
n0
2
;n00

1
n00
2
�.
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performance observed in Fig. 7, we conclude that Algo-
rithm 1 is almost optimal in obtaining the optimal KP and
its partitioning.

Fig. 7 plots the coverage performance of sys3 and sys4,
showing a small gap between the coverage performance of
sys3 and sys1/sys2. Fig. 7a, however, shows a larger cover-
age performance degradation than sys2 for a large �2. Table 2
also shows that in both sys2 and sys1,KP � 4. Therefore, the
small loss of coverage performance observed in sys3 is due
mainly to fact thatKP is larger than it should be.

The coverage probability of sys4 is also shown to be sub-
stantially smaller than that the others. A larger performance
loss is seen in Fig. 7a for a larger �2, Fig. 7b, where g ¼ 10�8

and g ¼ 10�5, and Fig. 7c for all values of g. Fig. 7c further
confirms pilot-neutrality for dense HetNets.

6.2.2 Nakagami Fading

For Nakagami fading, we investigate the coverage perfor-
mance of sys2. Fig. 8 plots the coverage probability against
M1, andM2. For �1 ¼ 10�6, the coverage probability reduces
by increasing M2 and is almost independent of M1. Note
that �2 > �1, and therefore, the ICI component is also
increased by increasing M2. For the case of �1 ¼ 10�2, which
is larger than �2, the coverage probability demonstrates sta-
bility, where M2 is changed, while it is reduced by increas-
ingM1.

On the other hand, for given g ¼ 10�3 and for small val-
ues of M1, the coverage probability is increased by increas-
ing �1 irrespective of M2. However, increasing M1, reduces
the level of growth in the coverage performance.

We further present values of n1 and n2 versusM1 andM2

in Figs. 9, and 10, respectively. For �1 ¼ 10�6 < �2, irrespec-
tive of the values ofM1,M2 and g, none of the BSs in tier 1 is
chosen in CA. Fig. 10 also shows that for g ¼ 10�8, M2 < 2,
and any value of M1, we obtain n2 ¼ 3, which reduces to
n2 ¼ 2 by further increasing M2. These suggest that in sys-
tems under Nakagami fading, we might require a smaller
KP than to Rayleigh fading.

For �1 ¼ 10�2 > �2, one can see that in general, n2 ¼ 0
except in the case of M1 ¼ 1 (and any value of M2) which
requires n2 ¼ 1. Further, Fig. 9 shows that for a large �1,
the larger the value of M1, the smaller n1. In fact, by
increasing M1, the impact of fading fluctuations is reduced
in general, so it is sufficient to consider KP ¼ K BSs only
for CA. In this example, since �1 � �2, all BSs for CA are
chosen from tier 1.

7 CONCLUSION

This paper addressed the incorporation of practical cell asso-
ciation (pCA) in themodeling and analysis of large-scale het-
erogeneous cellular networks (HetNets). We mathematically
modeled pCA by considering actual traits and limitations of
pilot measurements in the max-SIR CA rule. Specifically, we
considered pilot powers, portion of time slot designated for
pilot measurement, pilot sensitivity at the UEs, and the num-
ber of prescribedmeasurable pilotsKP . The proposedmodel
is could be tailored to the idealistic CA model in [7] or to a
modified version of the closest CAmodel of [17].

Adopting tools from stochastic geometry and PPP, we
then evaluated the coverage probability under the pCA
model as a function of CA’s and network’s parameters. Var-
ious approximations are obtained for both cases of Rayleigh
and Nakagami fading and their accuracies are corroborated
with simulations. We further exploited our analysis to
obtain the optimal KP and its corresponding partitioning
among tiers in order to maximize the coverage performance
of the HetNet. A greedy algorithm was developed and its
efficiency was also confirmed against exhaustive search. For
both Rayleigh and Nakagami fading environments there
exist an optimal size of the candidate set, KP , that mini-
mizes the coverage loss of the HetNet with pCA compared
to the iCA. Furthermore, we showed that in Nakagami fad-
ing environments, a smaller number of pilot measurements
is required to achieve the optimized coverage probability
with Nakagami fading than Rayleigh fading.

Fig. 8. Coverage probability versusM1 andM2 for �2 ¼ 10�3.

Fig. 9. n1 versusM1 andM2 for �2 ¼ 10�3.

Fig. 10. n2 versusM1 andM2 for �2 ¼ 10�3.
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Finally, we uncovered various interesting features of
dense HetNets: dense HetNets (i) are pilot-neutral, and (ii)
scale invariancy in HetNets with iCA is not sustained under
the pCAmodel.

ACKNOWLEDGMENTS

The paper was approved by Dr. M. Krunz, EIC, and Dr. K.
Almeroth, Associate EIC. The editor who handled the
review of this paper was Dr. K. Cignavitch. Part of this
paper was presented at the IEEE VTC’16-fall, Sep. 2016,
Montreal, Canada. This work was partially supported by
funding from the National Natural Science Foundation of
China (Grant No. 61671088), a Vanier Canada Graduate
Scholarship, and the Canadian Natural Sciences and Engi-
neering Research Council.

REFERENCES

[1] J. G. Andrews, et al., “What will 5G be?” IEEE J. Select. Areas Com-
mun., vol. 32, no. 6, pp. 1065–1082, Jun. 2014.

[2] F. Boccardi, R.W.Heath, A. Lozano, T. L.Marzetta, and P. Popovski,
“Five disruptive technology directions for 5G,” IEEE Commun.Mag.,
vol. 54, no. 2, pp. 74–80, Feb. 2014.

[3] K. Shen and W. Yu, “Distributed pricing-based user association
for downlink heterogeneous cellular networks,” IEEE J. Select.
Areas Commun., vol. 32, no. 6, pp. 1100–1113, Jun. 2014.

[4] H. S. Jo, Y. J. Sang, P. Xia, and J. G. Andrews, “Heterogeneous cel-
lular networks with flexible cell association: A compehensive
downlink SINR analysis,” IEEE Trans. Wireless Commun., vol. 11,
no. 10, pp. 3484–3495, Oct. 2012.

[5] K. Son, S. Chong, and G. De Veciana, “Dynamic association for
load balancing and interference avoidance in multi-cell networks
kyuho son, student member,” IEEE Trans. Wireless Commun.,
vol. 8, no. 7, pp. 3566–3576, Jul. 2009.

[6] R. Sun, “Joint downlink base station association and power con-
trol for max-min fairness: Computation and complexity,” IEEE
J. Select. Areas Commun., vol. 33, no. 6, pp. 1040–1054, Jun. 2015.

[7] H. S. Dhillon, R. K. Ganti, F. Baccelli, and J. G. Andrews,
“Modeling and analysis of K-tier downlink heterogeneous cellu-
lar network,” IEEE J. Select. Areas Commun., vol. 30, no. 3, pp. 550–
560, Apr. 2012.

[8] H. S. Dhillon, R. K. Ganti, F. Baccelli, and J. G. Andrews,
“Downlink MIMO hetnets: Modeling, ordering results and perfor-
mance analysis,” IEEE Trans. Wireless. Commun., vol. 12, no. 10,
pp. 5208–5222, Oct. 2012.

[9] R. Cai, W. Zhang, and P. C. Ching, “Cost-efficient optimization of
base station densities for multitier heterogeneous cellular
networks,” IEEE Trans. Wireless. Commun., vol. 15, no. 3, pp. 2381–
2393, Mar. 2016.

[10] J. Wen, M. Sheng, X. Wang, J. Li, and H. Sun, “On the capacity
of downlink multi-hop heterogeneous cellular networks,”
IEEE Trans. Wireless. Commun., vol. 13, no. 8, pp. 4092–4103,
Aug. 2014.

[11] M. Haenggi, J. G. Andrews, F. Baccelli, O. Dousse, and
M. Franceschetti, “Stochastic geometry and random graphs for
the analysis and design of wireless networks,” IEEE J. Select. Areas
Commun., vol. 27, no. 7, pp. 1029–1046, Sep. 2009.

[12] H. ElSawy, A. Sultan-Salem, M.-S. Alouini, and M. Z. Win,
“Modeling and analysis of cellular networks using stochastic
geometry: A tutorial,” IEEE Commun. Surveys Tutorials, vol. 19,
no. 1, pp. 167–203, Jan.–Mar. 2017. [Online]. Available: http://
arxiv.org/abs/1604.03689

[13] W. Lu andM. D. Renzo, “Stochastic geometry modeling of cellular
networks: Analysis, simulation and experimental validation,” in
Proc. 18th ACM Int. Conf. Modeling Anal. Simul. Wireless Mobile
Syst., Nov. 2015, pp. 179–188.

[14] A. Guo and M. Haenggi, “Spatial stochastic models and metrics
for the structure of base stations in cellular networks,” IEEE Trans.
Wireless Commun., vol. 12, no. 11, pp. 5800–5812, Nov. 2013.

[15] H. Wei, N. Deng, W. Zhou, and M. Haenggi, “Approximate SIR
analysis in general heterogeneous cellular networks,” IEEE Trans.
Commun., vol. 64, no. 3, pp. 1259–1273, Mar. 2016.

[16] R. K. Ganti and M. Haenggi, “Asymptotics and approximation of
the SIR distribution in general cellular networks,” IEEE Trans.
Wireless. Commun., vol. 15, no. 3, pp. 2130–2143, Mar. 2016.

[17] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach
to coverage and rate in cellular networks,” IEEE Trans. Commun.,
vol. 59, no. 11, pp. 3122–3134, Nov. 2011.

[18] A. Ghosh, et al., “Heterogeneous cellular networks: From theory
to practice,” IEEE Commun. Mag., vol. 50, no. 6, pp. 54–64, Jun.
2012.

[19] B. Blaszczyszyn, M. K. Karray, and H. P. Keeler, “Wireless net-
works appear Poissonian due to strong shadowing,” IEEE Trans.
Wireless Commun., vol. 14, no. 8, pp. 4379–4390, Aug. 2015.

[20] P. Madhusudhanan, J. G. Restrepo, Y. Liu, and T. X. Brown,
“Analysis of downlink connectivity models in aheterogenous cel-
lular network via stochastic geometry,” IEEE Trans. Wireless. Com-
mun., vol. 15, no. 6, pp. 3895–3907, Jun. 2016.

[21] H. P. Keeler, B. Blaszczyszyn, and M. K. Karray, “SINR-based k-
coverage probability in cellular networks with arbitrary shad-
owing,” in Proc. IEEE Int. Symp. Inf. Theory, 2013, pp. 1167–1171.

[22] B. Blaszczyszyn and H. P. Keeler, “Studying the SINR process of
the typical user in poisson networks using its factorial moment
measures,” IEEE Trans. Inf. Theory, vol. 61, no. 12, pp. 6774–6794,
Dec. 2015.

[23] P. Herath, W. A. Krzymien, and C. Tellambura, “Coverage and
rate analysis for limited information cell association in stochastic-
layout cellular networks,” IEEE Trans. Veh. Technol., vol. 65, no. 9,
pp. 6962–6971, Sep. 2016.

[24] A. Sankaraman, J.-W. Cho, and F. Baccelli, “Performance-oriented
association in large cellular networks with technology diversity,”
in Proc. 28th Int. Teletraffic Congress, 2016, pp. 94–102. [Online].
http://arxiv.org/abs/1603.06928.

[25] S. Mukherjee, “Distribution on downlink SINR in heterogeneous
cellular network,” IEEE J. Select. Areas Commun., vol. 30, no. 3,
pp. 575–585, Apr. 2012.

[26] Y. Lin, W. Bao, W. Yu, and B. Liang, “Optimizing user association
and spectrum allocation in HetNets: A utility perspective,” IEEE
J. Select. Areas Commun., vol. 33, no. 6, pp. 1025–1039, Jun. 2015.

[27] R. Madan, J. Borran, A. Sampath, N. Bhushan, A. Khandekar, and
T. Ji, “Cell association and interference coordination in heteroge-
neous LTE-A cellular networks,” IEEE J. Select. Areas Commun.,
vol. 28, no. 12, pp. 1479–1489, Dec. 2010.

[28] L. P. Qian, Y. J. A. Zhang, Y. Wu, and J. Chen, “Joint base station
association and power control via benders decompostition,” IEEE
Trans. Wireless Commun., vol. 4, no. 12, pp. 1651–1665, Apr. 2013.

[29] Y. Wang, S. Chen, H. Ji, and H. Zhang, “Load-aware dynamic
biasing cell association in small cell networks,” in Proc. IEEE Int.
Conf. Commun. Mobile Wireless Netw. Symp., 2014, pp. 2684–2689.

[30] C. Li, J. Zhang, S. H. Song, and K. B. Letaief, “Analysis of area
spectral efficiency and link reliability in multiuser MIMO
HetNets,” in Proc. IEEE Int. Conf. Commun., Jun. 2015, pp. 2839–
2844.

[31] V. Chandrasekhar, M. Kountouris, and J. G. Andrews, “Coverage
in multi-antenna two-tier networks,” IEEE Trans. Wireless. Com-
mun., vol. 8, no. 10, pp. 5314–5327, Oct. 2009.

[32] M. G. Khoshkholgh, K. Navaie, K. G. Shin, and V. C. M. Leung,
“Performance evaluation of MISO-SDMA in heterogenous net-
works with practical cell association,” in Proc. IEEE Veh. Technol.
Conf., 2016, pp. 1–5. [Online]. Available at http://eprints.lancs.ac.
uk/79817/1/K-tier-MIMO-SDMA-HCN-VTC.pdf

[33] R. H. Y. Louie, M. R. McKay, and I. B. Collings, “Open-loop spa-
tial multiplexing and diversity communications in ad hoc
networks,” IEEE Trans. Inf. Theory, vol. 57, no. 1, pp. 317–344,
Jan. 2011.

[34] Y. Wu, R. H. Y. Louie, M. R. McKay, and I. B. Collings,
“Generalized framework for the analysis of linear MIMO trans-
mission schemes in decentralized wireless Ad Hoc networks,”
IEEE Trans. Wireless. Commun., vol. 11, no. 8, pp. 2815–2827,
Aug. 2012.

[35] R. Vaze and R. W. Heath Jr., “Transmission capacity of ad-hoc net-
works with multiple antennas using transmit stream adaptation
and interference cancellation,” IEEE Trans. Inf. Theory, vol. 58,
no. 2, pp. 780–792, Feb. 2012.

[36] M. G. Khoshkholgh, K. Navaie, K. G. Shin, and V. C. M. Leung,
“Coverage performance of MIMO-MRC in heterogeneous net-
works: A stochastic geometry perspective,” in Proc. IEEE Veh.
Technol. Conf., 2016, pp. 1–5. [Online]. Available at http://eprints.
lancs.ac.uk/79820/1/K-tier-MIMO-MRC-VTC.pdf

KHOSHKHOLGH ET AL.: CELL ASSOCIATION IN DENSE HETEROGENEOUS CELLULAR NETWORKS 1031

http://arxiv.org/abs/1604.03689
http://arxiv.org/abs/1604.03689
http://arxiv.org/abs/1603.06928.
http://eprints.lancs.ac.uk/79817/1/K-tier-MIMO-SDMA-HCN-VTC.pdf
http://eprints.lancs.ac.uk/79817/1/K-tier-MIMO-SDMA-HCN-VTC.pdf
http://eprints.lancs.ac.uk/79820/1/K-tier-MIMO-MRC-VTC.pdf
http://eprints.lancs.ac.uk/79820/1/K-tier-MIMO-MRC-VTC.pdf


[37] M. G. Khoshkholgh and V. C. M. Leung, “On the performance of
MIMO-SVD multiplexing systems in HetNets: A stochastic geom-
etry perspective,” IEEE Trans. Veh. Technol., to be published. doi:
10.1109/TVT.2017.2677399.

[38] A. Shojaeifard, K. A. Hamdi, E. Alsusa, D. K. C. So, J. Tang,
“Exact SINR statistics in the presence of heterogeneous inter-
ferers,” IEEE Trans. Inf. Theory, vol. 61, no. 12, pp. 6759–6773,
Dec. 2015.

[39] U. Schilcher, S. Toumpis, M. Haenggi, A. Crismani, G. Brandner,
and C. Bettstetter, “Interference functionals in poisson networks,”
IEEE Trans. Inf. Theory, vol. 62, no. 1, pp. 370–383, Jan. 2016.

[40] X. Zhang and J. G. Andrews, “Downlink cellular network analysis
with multi-slope path loss models,” IEEE Trans. Commun., vol. 63,
no. 5, pp. 1881–1894, May 2015.

[41] M. D. Renzo, W. Lu, and P. Guan, “The intensity matching
approach: A tractable stochastic geometry approximation to sys-
tem-level analysis of cellular networks,” IEEE Trans. Wireless Com-
mun., vol. 15, no. 9, pp. 5963–5983, Sep. 2016.

[42] M. Ding and D. Lopez-Perez, “On the performance of practical
ultra-dense networks: Themajor andminor factors,” 2017. [Online].
Available: https://arxiv.org/abs/1701.07964?context=math

Mohammad G. Khoshkholgh received the BSc
degree in electrical engineering from Isfahan Uni-
versity, Isfahan, Iran, in 2006, and the MSc
degree in electrical engineering from Tarbiat
Modares University, Tehran, Iran, in 2008. He
was with the Wireless Innovation Laboratory at
Tarbiat Modares University from 2008 until 2012.
From February 2012 to February 2014, he was
with the Simula Research Laboratory, Fornebu,
Norway, working on developing communication
solutions for smart grid systems. He is now with

the University of British Columbia. His research interests include mainly
in wireless communications and networks. He is the holder of the Vanier
Canada Graduate Scholarship.

Keivan Navaie is in the School of Computing and
Communications, Lancaster University, United
Kingdom. His research interests lie in the field of
mobile computing, radio resource allocation, cog-
nitive radio networks, and cooperative communi-
cations. He is on the editorial board of IEEE
Communications Surveys & Tutorials, and the
IEEE Communications Letters. He has served on
the technical program committee of several IEEE
conferences, including GlobeCom, ICC, VTC,
and WCNC, and chaired some of their symposia.

He has also served as chair of the Wireless Network Track, IEEE VTC-
2012 Yokohama, Japan, IEEE 8th International Workshop on Wireless
Network Measurements WiNMee 2012, Paderborn, Germany, IEEE,
Wireless Networks and Security Track, IEEE VTC2014-Spring, Seoul,
South Korea, and Mobile and Wireless Networks Track, IEEE WCNC
2014, Istanbul, Turkey. He is a senior member of the IEEE, an IET Fel-
low, and a Chartered Engineer.

Kang G. Shin is the Kevin & Nancy O’Connor
professor of computer science in the Department
of Electrical Engineering and Computer Science,
The University of Michigan, Ann Arbor. His cur-
rent research focuses on QoS-sensitive comput-
ing and networking as well as on embedded real-
time and cyber-physical systems. He has super-
vised the completion of 79 PhDs, and authored/
coauthored more than 900 technical articles
(more than 300 of these are in archival journals), a
textbook, and more than 40 patents or invention

disclosures, and received numerous best paper awards, including the
Best Paper Awards from the 2011 ACM International Conference on
Mobile Computing and Networking (MobiCom’11), the 2011 IEEE Inter-
national Conference on Autonomic Computing, the 2010 and 2000 USE-
NIX Annual Technical Conferences, as well as the 2003 IEEE
Communications Society William R. Bennett Prize Paper Award and the
1987 Outstanding IEEE Transactions of Automatic Control Paper Award.
He has also received several institutional awards, including the Research
Excellence Award in 1989, the Outstanding Achievement Award in 1999,
the Distinguished Faculty Achievement Award in 2001, and the Stephen
Attwood Award in 2004 from The University of Michigan (the highest
honor bestowed to Michigan Engineering faculty); a Distinguished Alumni
Award of the College of Engineering, Seoul National University in 2002;
2003 IEEE RTC Technical Achievement Award; and the 2006 Ho-Am
Prize in Engineering (the highest honor bestowed to Korean-origin engi-
neers). He was a co-founder of a couple of startups and also licensed
some of his technologies to industry. He is a life fellow of the IEEE.

Victor C. M. Leung (S’75-M’89-SM’97-F’03)
received the BASc (Hons.) degree in electrical
engineering from the University of British Colum-
bia (UBC), in 1977, and was awarded the APEBC
Gold Medal as the head of the graduating class in
the Faculty of Applied Science, the graduate
degree from the School of UBC on a Canadian
Natural Sciences and Engineering Research
Council Postgraduate Scholarship, and the PhD
degree in electrical engineering in 1982. From
1981 to 1987, he was a senior member of techni-

cal staff and satellite system specialist at MPR Teltech Ltd., Canada. In
1988, he was a lecturer in the Department of Electronics, the Chinese
University of Hong Kong. He returned to UBC as a faculty member in
1989, and currently holds the positions of professor and TELUS Mobility
Research Chair in Advanced Telecommunications Engineering in the
Department of Electrical and Computer Engineering. He is also serving
as the overseas dean in the School of Information and Electronic Engi-
neering, Zhejiang Gongshang University, China. He has co-authored
more than 1,000 journal/conference papers, 37 book chapters, and co-
edited 12 book titles. Several of his papers have been selected for best
paper awards. His research interests include the broad areas of wireless
networks and mobile systems. He is a registered professional engineer
in the Province of British Columbia, Canada. He is a fellow of the IEEE,
the Royal Society of Canada, the Engineering Institute of Canada, and
the Canadian Academy of Engineering. He was a Distinguished Lecturer
of the IEEE Communications Society. He is serving on the editorial
boards of the IEEE Wireless Communications Letters, the IEEE
Transactions on Green Communications and Networking, the IEEE
Transactions on Cloud Computing, IEEE Access, Computer
Communications, and several other journals, and has previously served
on the editorial boards of the IEEE Journal on Selected Areas in Com-
munications Wireless Communications Series and Series on Green
Communications and Networking, the IEEE Transactions on Wireless
Communications, the IEEE Transactions on Vehicular Technology, the
IEEE Transactions on Computers, and the Journal of Communications
and Networks. He has guest-edited many journal special issues, and
provided leadership to the organizing committees and technical program
committees of numerous conferences and workshops. He received the
IEEE Vancouver Section Centennial Award and 2011 UBC Killam
Research Prize. He is the recipient of the 2017 Canadian Award for
Telecommunications Research. He co-authored papers that won the
2017 IEEE ComSoc Fred W. Ellersick Prize and the 2017 IEEE Systems
Journal Best Paper Award. He is a fellow of the IEEE.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

1032 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 17, NO. 5, MAY 2018

https://arxiv.org/abs/1701.07964?context=math


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


