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Abstract—Cardinality estimation is of fundamental importance
in various wireless communication applications. The performance
of any adaptive medium access control in the uplink channel is
in fact affected by its accuracy. This paper provides a fresh look
at this fundamental problem, and proposes a novel scheme for
fast and accurate cardinality estimation. This scheme utilizes the
experienced outage probability in detecting IDs of the devices
in the uplink. It is observed that for practically relevant values
of Signal-to-Interference-plus-Noise Ratio (SINR) threshold, e.g.,
£ < 10 dB, and spreading sequence length, e.g., N. > 7, the base
station is able to estimate the true cardinality with vanishing
error in only one shot, even if the network is so populated, e.g.,
the number of active devices N > 100. Otherwise, one may apply
the proposed method in couple of consecutive shots such that in
each of which portion of the cardinality is estimated.

I. INTRODUCTION

Estimating the number of operating users is the prerequisite
task of any successful adaptive scheduler in wireless commu-
nications. Generally, in the literature it is simply assumed that
the scheduler perfectly knows the cardinality in advance [1]. In
practice, a number of steps should be taken for this goal. For
example, authors in [2], [3] explained methods for estimating
cardinality based on scrutinizing the history of the scheduled
traffic. In reality, on the other hand, the dynamic of the system
imposes uncertainties on the availability and furthermore the
accuracy of such knowledge, particularly noting the emergence
of new wireless communication applications that their traffic is
in nature event-driven and accurately unpredictable [4]. Forth
generation Long Term Evolution (LTE) cellular communica-
tions are expected to handle machine-type communications
(M2M communications) and sensory traffic. Note that M2M
traffic is mainly event-driven, and generally hard to predict [4].
In these systems it is predicted that in each time instance hun-
dreds of machines, sensors, and devices will be turned on and
seeking association to the central base stations (BS), which,
apart from the system design and configuration, demands
cautious cardinality estimation. Without effective cardinality
estimation the medium access control mechanisms are not
successful to evenly handle the traffic demands.

In this paper the main focus is on the cardinality estimation
in wireless communication systems. For this goal, let firstly
borrow the following constructive cardinality problem, also
known as German tank problem, [5]:

Problem 1: The tanks of a country’s army are numbered 1
to N. In a war this country loses n random tanks to the enemy,
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who discovers that the captured tanks are numbered. Assume
X1, Xo, ..., X, are the numbers of the captured tanks. What
is the estimation of N according to the captured tanks?

In [5] a solution suggested via evaluation of F max; X,
where E is the expectation operator. Undoubtedly, in the
specific case of wireless communications we encounter similar
situations. Particularly, if we interpret fanks as the users
(machines, sensors, or devices) asking for the connectivity to
the BS by sending out service requests in the uplink channel,
enemy is the BS who needs to inspect the received requests
for estimating the cardinality. A new cardinality estimation
problem in this context is then formulated as:

Problem 2: Assume N users with ID numbers X,, Xo,

... XN are asking for service via sending out requests,
simultaneously, to the access point in the designated time slot.
How the access point could estimate N from processing the
detected users IDs?

In this paper the main focus is on solving this problem. This
problem is fundamentally important since the performance of
almost any proposed medium access control (MAC) protocol
is explicitly affected by miss-evaluation of the cardinality. For
instance a common choice of access probability broadcasted
by the BS at the start of a frame is 1 /N where N is the
estimation of the population available at the BS [6]. Obviously,
if [N — N| > 0 the network may collapse. In essence, a
wrong medium access probability can lead to overflow of
packets in queues because of high collision incidents (when
1/N > 1 /IN) and/or frequent deferral of the transmission
(when 1/N < 1/N), and consequently instability of the
whole system.

In this paper we propose a novel method inspired by the
Problem 1’s solution for the cardinality estimation in a generic
wireless communication model. Obvious applications of the
proposed method, however, could be in M2M communications
[4], wireless sensor networks [7], and uplink channels in
cellular communications. Note that, the usage of the solution
of the Problem 1 for solving Problem 2 is not trivial due
mainly to some inherent differences between two problems.
In contrast to the Problem 1, here random behaviors such as
AWGN, channel fading, multi-user interference, and collision
incidents among spreading sequences are affecting the ID
detection stage that in turn making the problem much more
involved.

We first derive an expression for the probability of ID’s de-
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tections. This result incorporates the effects of many pertinent
factors including the length of the spreading sequence, the
probability that spreading sequences conflicts, the Signal-to-
Interference-plus-Noise Ratio (SINR) threshold, and transmis-
sion power of the devices. The developed algorithm then uses
this detection probability for estimating the cardinality. Our
numerical study confirms that for practically relevant values
of SINR threshold, e.g., 8 < 10 dB, and spreading sequence
length, e.g., N, > 7, the BS is able to estimate the true
cardinality with vanishing error in only one shot, even if the
network is so populated, e.g., the number of active devices
N > 100. For the cases that the network is heavily loaded
and/or the spreading sequence is short or the SINR threshold
is large, we further suggest that to apply the proposed method
in couple of consecutive shots such that in each of which
portion of the cardinality is estimated.

Cardinality estimation is vastly studied in the literature. In
[7] authors adopted Good-Turing method for network size
estimation in sensor networks with ALOHA access protocol.
However, effect of the mentioned random behaviors are over-
looked. In [6] a new mechanism is devised for estimating
the network traffic assuming ALOHA protocol with collision
model. Here in this paper we consider capture model [1]
that is more realistic in wireless communications. Sequential
pooling with mobile access point is also proposed in [8] for
wireless sensor networks focusing on reducing the number of
transmissions. In RF-ID systems the reader’s main task is to
estimate the cardinality of the network comprising of perhaps
ten thousand tags. The proposed algorithms for RF-ID systems
may not be applicable for the scenarios this paper is interested
on as these algorithms generally require hundreds to thousands
iterations before the final convergence [9]. Besides, these
algorithms are not designed to incorporate fading fluctuations
and multi-user interference, and only can deal with simplified
probabilistic errors [10].

The rest of this paper is organized as follows. In Section
II we present the system model. Then in Section III we
mathematically analyze the cardinality estimation. We further
evaluate the accuracy of the proposed method in numerical
evaluations. Finally Section IV concludes the paper.

II. SYSTEM MODEL

Consider a wireless system including a BS and N ac-
tive users randomly distributed in the coverage area. This
system model is generic enough to cover many wireless
communication scenarios including sensor networks and M2M
communications. For instance, in M2M networks machines
independently turn on in the case of an event (surveillance and
health care applications) or periodically (periodic reporting
in smart grid communications) for having connection to the
application server via the BS [4]. There is M number of
spreading codes available to the users with length N, where

M =2Ne —1. (1)

With the urge of service request each user randomly peaks one
of the stored codes, and transmits its ID to the access point.

We assume users are aware of the window allocated to the
service request via periodically broadcasted information by the
BS at the start of each communication session. Note that the
spreading code sequences are fixed. A direct consequence of
this generic assumption is that there is non-zero probabilities
that couple of users air their IDs with the similar code
sequence, which will result in collision among the sequences
at the BS. Since, we have ruled out any priori information or
estimation of the network size it may not be generally possible
to choose IV, beforechand. For example in [2] it is shown that
by selecting the code length as

N -1
N, = log (1 + > , 2)
pbc

the collision probability pc < 1 is guaranteed. However, such
a design procedure may not be robust in reality as the BS does
not have N in advance.

We assume the cell is circular with radius R and the BS is
located at the origin. Users are randomly distributed through
the following pdf

2
Ip() = 7o, ®

in which D; € [0, R] is the distance between user 7 and the
BS.

III. CARDINALITY ESTIMATOR

Assume in a given time instance NN users send out the
service requests. Each user ¢ selects randomly a spreading
code ¢; and transmits its ID to the BS with transmission
power P. Here for simplicity we assume the synchronized
system. More investigation needs to study the asynchronous
model. Moreover, we rule out the adaptive power allocation in
our analysis. Assuming the users have degrees of knowledge
about the channel state information including fading gain
and path-loss attenuation, approaches like truncated power
control can be adopted [11]. The BS then tries to detect the
ID’s. Considering matched filter (MF) model, the performance
of detection then is a function of the Signal-to-Noise-Ratio
(SINR), which is defined as

H;D ¢
SINR; = - — — @
Uil vi Z H;D; " + Z H;D;
JEU; J€EC;
where 7 is defined as
2
o
=SNR™' = — 5
U P ®)

considering o2 the AWGN noise. In this model we have used
the following notations and assumptions: { H;} are i.i.d. expo-
nential random variables which are constant during the entire
frame duration including cardinality estimation procedure; o
is the path-loss exponent and has values in the interval [2, 6];
{D;“} are distance-dependent path-loss attenuations noticing
that D; is the distance between user ¢ and the BS which is
random and is drawn according to the pdf (3); C; represents a
set of the users who also use the sequence code ¢; so are with
collision with the user i’s spreading sequence; U; represents
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a set containing users who have sequences different than c;
though might be in conflict with each other that in not the
concern in the definition of SINR of user 7. Note that MF can
reduce the effect of the interference from users belong U; by
the factor 1/M.

In the formulation of SINR there are three independent
random variables including users locations, channel fading,
and sequence selection. The following gives the probability of
the reception as a function of the number of users V. For the
time being let assume NV is specified.

Theorem 1: Assume N users attempt for the channel. The
reception probability of user i, ¢;(N), is given by

Now we evaluate the expected value of Y as a function of N:

N
BY =3 kp(N)(1 - w(N)N
k=1
)Y
- 2 2p(N)
_ _ Nt d (A-p0N)N -1
— v - wvyve LR
_ L) g Y — 1] 4 (12)

P(N)

Now we assume EY is in fact the maximum detected ID,

N-1
2 B2 —Max™¢
i = by /xe 8 {1 — 2 F1(1,6,1+4; )] dz which the BS has the knowledge of its value. Then the BS

R? BR

0

N—-1 n N—n—1
e TG TEA IR
R2 n M M

n=1

/me‘"ﬁ‘”a [1 — 9 F1(1,6,1 4 6; —
0

BR
|:]-_ 2F1(17571+5;_;;:):| d(E, (6)
where
1 1\ V!
I N
1\ V-1
pc:Pr{iEC}:1—<1—M> . ®)

Proof: See the Appendix.

Note that 1;(N) = ¢(IN) Vi. According to Theorem 1 the
BS detects a user’s ID with probability 1)(N'). Having some of
these ID’s detected now we concoct a procedure inspired from
[5] for estimating N as the following. Denote the maximum
detected ID by Y as

Y = max Xj. )
The probability mass function of Y can be described as
N
Pr{Y =k} =¢x(N) [ 1 =¢;(N)), VE=0,1,...,N
j=k+1
= Y(N)(1 = p(N) . (10)

N

Note that it is straightforward to check that > Pr{Y =k} =
k=0

1 as follows:

N N
S Pr{Y =k} =1 -¢p(N)V + > (V)1 - p(N)NF
k=0 k=1
=1 =)V +Y(N)(1 —p(N)N?
(1—yp(N)N-1 an

can solve the above equation for N to obtain an estimate of
it denoted by N.

The performance of the proposed cardinality estimator is
presented in Fig. 1 and Fig. 2. For the simulation we have
considered a single cell with radius 1 Km and scattered NV
users, which IV is of course unknown to the BS, randomly
in the coverage area. Maximum detected ID is assigned to
EY. After that we have solved (12) to estimate N. Fig. 1
illustrates the error for different values of N, assuming that
[ =4 dB. As it is seen error is a decreasing function of V..
For a system with long enough spreading sequence N, > 8 the
error is almost zero even for a very highly crowded network
N > 100. By increasing N, the chance of collision among the
spreading sequences will increase that reduce the effectiveness
of the proposed method.

As it is seen for the case of N. = 6 the effectiveness
of the proposed method is reduced when N is increased.
In such a case, there is a good chance that some users’s
IDs conflicts, assuming that the corresponding SINRs are
sufficiently large that the IDs are detectable at the BS, which
ensues the recognizance of only one user. Besides, due to high
imposed intra-cell interference the chance that the BS correctly
detects IDs are unfortunately very low. Augmenting N, to 7
can, on the other hand, dramatically enhances the accuracy
of the estimator comparing to the case of N, = 6. This is
because the collision probability of the spreading sequences
is somehow reduces exponentially. Besides, the detrimental
impact of the intra-cell interference is significantly reduced.

What Fig. 2 indicates is the error for different values of (3
assuming that N, = 9. As it is seen by increasing 3, N — N
is also increased that is due to lowering the probability of ID
detection. Recall that to detect an ID the corresponding SINR
has to exceed the SINR threshold 3. When the network is
populated, the level of experienced intra-cell interference is
generally higher, which makes it harder to detect the IDs if
the SINR threshold is large.

Note that the BS may assign a number of sequential slots,
say T, for cardinality estimation if IV, is low enough or j3 is
high enough. For such scenarios, each user selects each slot
with probability 1/7 and sends out its service request. The BS
applies the concocted procedure on each time slot to estimate
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Fig. 1. Cardinality estimator error versus /N for different values of N.
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Fig. 2. Cardinality estimator error versus N for different values of 8 when
Ne =9.

the cardinality of the users using that time slot. Then the BS
only needs to sum up the estimated users across the time slots.

IV. CONCLUSION

In this paper we have focused on cardinality estimation
in wireless communications. Our formulation considered the
impact of channel fading, random distribution of the users,
multi-user interference, and collision among the spreading
sequences. We then devised an approach to accurately estimate
the number of active users. The numerical results indicated that
for Signal to Interference plus Noise Ratio (SINR), 5 < 10
dB, and spreading sequence length, NV, > 7, the access point
was able to estimate the true cardinality with vanishing error
even for very populated systems N > 100 in one shot.

APPENDIX

Let py denote the probability that a randomly selected code
is unique. pc is the collision probability among the codes.
According to the results of [2] we already know that

N—-1
1 1
— (1= =
M M

pu=Pr{ieU} = (13)
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1

N-1
pc—Pr{iGC}—1<1> . (14)

M

One may then evaluate the reception probability of the i-th
user’s request as

; = pu Pr{SINR; > i € U}+pcPr {SINR; > i € C}.

(15)
Consider the event {SINR; > (]i € U}. Its associated proba-
bility can be written as

Pr{SINR; > gli e U}

—BD _Z H;D;

FE

o—NSRBD{
ey N

o 1
—NSRABD;
...,Dn€ ‘ 1 —
I}i 1+ 58DeD; ®

« 1
— Ep,e NSROD; E(D,},i H _—
i oy 1+ ;8D¢D;

(e) o—NSRBD} 1
= E _—
D [1&0

CErHy, e

J#i MﬁD?DJ'_a
R N-1
@ o~ NSRAD? 2 / x
Ep, (i A S
R ) 1+ LpDga—""
0
9 n p—a N1
;ﬁ/ _NSRe® [1—2F1(161+5 MﬁRa) d,
0
(16)

where we have used the following steps: (a) H; is expo-
nentially distributed random variable. Furthermore, channel
fluctuations and distance-dependence path-loss fluctuations are
independent. (b) for ¢ # j H; and H; are independent expo-
nentially random variables. (c) {D;} are independent random
variables. (d) noticing (3). (¢) 2Fi(.) is Gauss hypergeometric
function.

Now consider the second term of (15). We may proceed as
the following:

Pr{SINR; > i € C}

_ o 1
=FEp,,. . Dx€ NSRADT pp H

1+ L3DsD;

1
<[ — (17)
ice, 1+ D¢ D;

where U; is the set of users with different spreading sequence
and C; is the set of the users with the identical sequence to

¢;. Let |.| stand for cardinality, (17) is reduced to
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N—-1 n N—n—1
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Back substitution of (16) and (18) in (15), the final result is
obtained.
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