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Abstract—Heterogeneous networks (HetNets) are typified by types of cells of different sizes and overlapping coverage areas.
cellular deployments with multiple types of cells of different sizes Especially, medium-to-small-sized cells, calledtzonecells,
and overlapping coverage areas using eommonfrequency band. - 4re gaining considerable attention as a cost-efficient solution

Especially, hotzonecells overlaid on a macrocell to cover hotspot to handl i traffic distributi d ted t
areas are expected to prevail in HetNets, thus cost-effectively 0 handle non-unrorm trafic distributions and expected 1o

enhancing cellular capacity via spatial reuse of spectrum resource prevail in HetNets. In general, user demands are not geo-
and offloading macrocells. In order to fully achieve such benefits, graphically uniform, i.e., there may exist small hotspot areas
users need to be properly distributed/assigned to the overlaid where traffic demands are higher than other areas due to
hotzone cells such that the radio resources therein are fully high population density (e.g., shopping malls, train stations).
utilized. To this end, we propose a new architecture called , .. .
Adaptive Range Control of Hotzone Cells for HeterogeneousAlthough.a.macrocellsconnectlwty mgy alr.egdy be avr;.ulable
Networks (ARCHoN) that jointly controls the radio resource there, existing macrocells could have insufficient capacity and
allocations and ranges of OFDMA-based hotzone cells. The useget overloaded easily. Adding another macrocell to cover such
of cell ranges for distributing users in ARCHoN is advantageous small areas exceeds the requirement and hence wastes the
in that it can be implemented within a conventional cell-selection operator’s capital investment. Hotzone cells are dedicated to

framework without modifying user devices or an air interface. . . .
In ARCHON, each cell allocates users radio (frequency, time IS deployment scenario (covering small hotspot areas to

and power) resources in a non-cooperative manner, deriving Provide SUfﬁCiem capacity)..
a sequence of allocations monotonically decreasing the entire Due to the high cost of licensed spectrum, operators may

load. For range control, two algorithms are proposed:per-cell allocate hotzone cells the same frequency band as macrocells,
and universal which have a tradeoff between performance and 5j1edco-channel deploymentiotzone cells with same chan-

computational complexity. The solution yielded by the combi- Is all ted th I laid th I
nation of these radio resource and range control algorithms is nels allocated as the macrocell are overiaid on theé macroce

analytically proven to converge to a unique fixed point. Our in- and spatially reuse the macrocell's channels, thus greatly en-
depth evaluation has shown ARCHoN to significantly improve hancing the total capacity of a cellular network. Besides, since
the service quality of users; in an example simulation scenario, g large amount of user traffic will be served by local hotzone
ARCHoN is shown to improve the signal-to-interference and noise ¢ |5 i HetNets, the macrocell’s traffic will be offloaded to the
ratios (SINRs) of users, on average, by up to 3.5 dB in downlink hotzone cells, reducing/eliminating the need for costly upgrade
and 18.8 dB in uplink, over the case of the conventional handover ’ -
framework. of macro base stations (BSs).

One of the main challenges associated with HetNets is
how to distribute users between macro and hotzone cells

Rapidly growing demands for bandwidth-hungry data sewhile mitigating the accompanying co-channel interferences.
vices in wireless cellular networks have been a driving forda HetNets, due to the overlapping deployment of cells, it
to enhance system capacity in general, and develop spectralycommon for users to have multiple candidate cells to
efficient physical-layer solutions in particular. However, adse connected to, not only near cell boundaries but also in
vanced air interfaces using such solutions alone may not ineer areas. However, the conventional strongest-receiving-
able to meet this rapidly growing need for wireless netwontower-based cell selection is not optimal in this deployment
capacity. Increasing the number and the density of macrocedtenario. For example, although a user receives a higher-
and expanding their service-bandwidth by licensing additionpbwer signal from a macrocell (due to a stronger transmit
frequency spectra can be considered in parallel, but the agsower) than from a closer hotzone cell, he could experience
ciated cost could be too high to be economically feasible. better service quality when served by the hotzone cell if the

Heterogeneous networkbletNets) have emerged as a costiotzone cell is less loaded and thus can allocate him sufficient
effective means to enhance cellular coverage and capacity [Hcio resources (frequency, time or power) while the macrocell
for example, the 3G Partnership Project (3GPP) has recentBnnot. Such a situation is likely to happen since, due to
added HetNets to the scope of the LTE-Advanced Study [2.smaller coverage area, a hotzone cell typically serves less
HetNets represent cellular deployments with heterogeneaiwsers than a macrocell does. Moreover, users may experience

I. INTRODUCTION



and produce fewer interferences when served by local hotzarmnditions to per-cell offsets with the introduction of a single

cells due to reduced path losses. Therefore, users’ servimgjwork-wide control parameter. Thus, it has a reduced search
cells in HetNets should be determined by considering the loagace with no dependency on the number of cells, lowering
and interference conditions as well as the signal strengthscofmputational complexity and signaling overhead compared to
candidate cells. the per-cell control, and can be implemented in a distributed

To overcome the inefficiency of the conventional cell seleeranner, but at the expense of degraded performance.
tion in HetNets,range extensianwhich expands the service Our evaluation results show that ARCHoON improves the
ranges of overlaid hotzone cells by adjusting cell-selectioperformance of users served by both macro and hotzone cells
related parameters and thus let them serve more usersinigarious environmental settings. In an example scenario with
under discussion for LTE-Advanced [3]. Here, a cetbsige 30 users and 20 hotzone cells within a macrocell, users achieve
is defined as an area within which users get connected to ttigher signal-to-interference and noise ratios (SINRs) than
cell. The performance gain of hotzone cells’ range extensitime case without ARCHoN, on average, by 3.5 dB (per-cell
has already been reported in several 3GPP contribution peoontrol) and 2.7 dB (universal control) in DL, and by 18.8 dB
posals [4]. However, detailed algorithms determining rangéger-cell control) and 9.7 dB (universal control) in UL.
are beyond the scope of specifications and remain vendorThe rest of this paper is organized as follows. Sections
or operator-specific. Within the framework of existing cellulaH and 1ll describe the related work and the system model,
systems, a cell’s range can be controlled by adjusting a per-aelpectively. Section IV presents the ARCHoN architecture,
offset to the received signal strength of the cell’'s pilot signaind Section V describes the control algorithms. Section VI
which is used in a handover-decision procedure. Therefore, thaluates ARCHoN via detailed simulations, and Section VII
target of a range-control algorithm narrows into the adjustmetdncludes the paper.
of these per-cell offsets of each cell for its neighbor cells.

In this paper, we propose a joint radio-resource- and
range-control architecture for OFDMA-based HetNets called Range extension of hotzone cells has been studied and
Adaptive Range Control of Hotzone cells inHeterogeneous is still under discussion in 3GPP working groups for LTE-
Networks (ARCHoN). ARCHoN allocates radio resourced\dvanced, but the studies mostly focus on evaluating the per-
(frequency, time and power) and distributes/assigns usépgmance gain of the concept and exploring potential impacts
among overlapping cells by controlling hotzone cells’ rangé¥ specifications [3][4]. To realize the benefit of the range
such that the overall downlink (DL) and uplink (UL) loadsextension, vendors need an algorithm to control the cell ranges,
of a HetNet are minimized while per-user rate constrainghich is one of the contributions of this paper. There has been
are met. To design detailed control algorithms, we transfordf attempt to control access points’ ranges in 802.11 WLANs
this load-minimization problem into an equivalent but simpldpy adjusting the transmit powers of beacons [5]. However, this
form having a smaller number of variables and identify th&/ork assumes no power control of data channels and fixed load
condition of these variables to suppress ping-pong handové@ntribution of a user on an access point. Thus, it is not readily
The solution yielded by ARCHoN is guaranteed to convergdplicable to cellular systems. Moreover, this beacon-power
to a unique fixed point. ARCHoN is designed to operatedjustment approach cannot support user-condition-dependent
in a cell-selection framework of existing cellular systemdgange controf.
without requiring the modification of user devices or an air Researches on radio resource assignment in OFDMA-based
interface. To the best of our knowledge, ARCHoN is th&ystems are also relevant to our work. Many of them focused
first architecture jointly controlling the resource allocation an@n finding an assignment of frequency (subcarrier) and power
ranges of hotzone cells in the literature. resources for sum-rate maximization in a single cell [6][7].

ARCHOoN is composed of three complementary controller§0ome recent work considered the multi-cell case based on
(1) master (2) radio resource and (3)range The master Cells’ non-cooperative operations [8][9] or inter-cellular co-
controller is in charge of activating and deactivating theperations [10]. These researches assume that the user set of
range controller according to cells’ conditions reported by tiRach cell is given and fixed.
radio resource controller of each cell via inter-cell signaling There have been numerous proposals to solve the BS
interfaces; to reduce the signaling overhead, a range conf@§pignment problem on a per-user basis, i.e., each user makes
is triggered only when absolutely needed and on limited cels.decision which cell to connect, mostly for CDMA systems.
The radio resource controller of each cell allocates users rad@fes and Huang [11] proposed distributed algorithms that
resources in a non-cooperative manner; it derives a sequefi@d the optimal UL power vector and BS assignment. keee
of allocations monotonically decreasing the load of its own cedl- [12] developed a pricing-based BS assignment algorithm
and f|na||y reaching a Nash equi“brium_ For the Operation @pnsidering the Congestion level of the BS. Iterative algorithms
the range controller, we first develop a per-cell range-contfidsed on linear programming (LP) were presented in [13]. Kim
algorithm, which iteratively determines cell-specific offsegt al.[14] focused on flow-level cell load balancing. However,
parameters and is applicable to all cell structure scenarios of _ _ . _ _

. The offset adjustment is more beneficial than changing the transmit power
HetNets. Then, for UL-resource-limited HetNets, we Propose 5 pilot signal in the sense that different offsets can be applied according
the universal control algorithm that immediately maps cell the users’ conditions, such as movement speed.

II. RELATED WORK



Macrocell Hotzone cells

these per-user association approaches require user deviceste===——~ | _ _ Macrocell _ Hotzone cells
be modified for inclusion of a new decision algorithm and| | waster | le——— : | =0
possibly new signaling with BSs over the air. Therefore, theyI e J Saws | : contole
can be realized via a new standard and the corresponding new | 1deaciivation Somet 14 At HF convo
user devices only. | o wow | l Ideactivation resyt
Il. SYSTEM MODEL :\ e i W !
________ -

This section describes the network architecture under con) Centralized range control (witfb) Distributed range control (with
sideration. A cell-selection procedure assumed in this paper i§e per-cell range control a'go”thmb‘ﬁ universal range control algo-
rithm
described and a load metric is defined as well. )

. Fig. 1. Interactions between the controllers of ARCHoN
A. Assumptions

We consider a typical two-layer HetNet architecture in
Which hotzone cells are overlaid on a macrocell. The macrg- pafinition of Cell and Network Load
cell (mdexed as cell 0) and the set of hotzone céfls=
{1,. — 1} are assumed to use an identical radio accessLet a;; and p; (b;r and g; ) be the fraction of time
technology (RAT) based on OFDMA and a common frequen@nd power allocated to usgrfor RB k, respectively, in DL
band; we then denote the set of all cells &= {0} UH). (UL), anda; andp; (b andg;) be their vectors for cell. The
Cell i operates under the control of BSThe neighbor cells radio resource allocation vectors of users served byicaie
of cell i are denoted byV;. The set of user# is divided into defined asz; £, (@;, p;) andy; =, (b;, 7). We then define the
the setlJ; of users being served by célk C. We also assume cell load function denoted by p; - (RIET x RIV) 5 (RIFT %
that neighbor cells establish inter-cell signaling interfaces ovBI’:l) — R, that measures the usage of frequency, time and
wired networks as, for example, the X2 interface in LTE [15]ower resources of a cell; it is the sum of DL and UL loads
The frequency band is composed of multiple resource blocks described below:
(RBs), each of which is a group of contiguous subcarriers
and also the minimum scheduling granularity, and the set of pi(Zi, §i) £ pion (@) + Gpior (i) (2)
given RBs is denoted bjt. We assume that a user’s resource
usage is evenly distributed in frequency and time domaifgd the DL loadp; py, is defined as
(like RBs of distributed type in LTE [16]) to randomize inter-
cell interference so that significant performance degradation at pipL(Z:) = Z Z ajr + Z Z Wj kDj 3)
a certain frequency resource or time slot is avoided. Similar jeU; kek JEU; keK

assumptions have also been adopted in previous work [14].
where the first and second terms of the right-hand side

B. Cell-Selection Framework are the consumption of frequency-time and power resources,
We assume a typical cell-selection mechanism used nespectively;p; ;. is the average DL transmit poweg; and

general cellular systems (e.g., LTE-Advanced [17]). £gt;) w;x are balancing constants. The UL loag . is defined

andfr;y be the pilot transmit powers of the serving cell andimilarly. We then extend the cell load function to thetwork

a target cell of usey, respectively;h; ;(< 1) be the channel load function denoted by, whose arguments are for the entire

gain from cell: to userj. A userj’s cell change is triggered users of a network; it is expressed as

by his serving cell if, in the dB scale,

(dBm) (dB) dBm) (dB) (dB) p(Z, ) = Y ice Xipi(Ti, Ui) (4)
Osty +hsiyg <01y hrgys — Aso)ro)
where )\S( H,T(;) IS an offset parameter of the target celWherez andy are the resource allocation vectors of the entire
()\S(] ) € A; Ais a discrete seB) Therefore, a cell's range uUsers andy; is a cell-specific weighting constant. It is clear

is adjusted by its offset parameter; a larger offset leads tdhat both load functions are monotonlcally mcreasmg in the
smaller range of the cell. Provided that the set of users sen&@ument vectors, i.e., if" = ¥ andy’ = ¥, p(2',y) >

by cell i is given asU; and a vector of offset values of itsp(Z, 7).

neighbor cells is denoted bS/}, the set of users to switch to

cell ' € N; is determined by IV. THE ARCHON ARCHITECTURE
Uy (N) = {jli' = hi j0i, {ho,j0u/Aiw}), J if , - . :
(M) = {Jle arg{i,rfgz}v(,-}( 03 {00/ Ai}). 7 € Ui} We first present the architecture of ARCHoN, its basic

(1) concept and design rationale. Then, we formulate the problems

We assume that the transmit powers of cells’ pilot signals af& the design of control algorithms for ARCHON.
fixed.

2n order to suppress frequent cell changes due to users wandering alond - | is the cardinality of a set.
a cell boundary or channel gain fluctuations, a hysteresis parameter can alstThe curled inequality symbot and its strict form- represent component-
be used. wise inequality.



A. Overview of ARCHoON should hold; this condition will be met if and only X;, ;, >

ARCHOoN is composed of three interacting decision-makir‘@wl' . _ _
controllers as illustrated in Fig. 1. The master controller ProPOsition 2:The previous cell-selection rule can be
decides on activating/deactivating the range controller Sugﬁnsformed into the one having cell-wide offset parameters:
that a network is kept within a desirable range of load with U;(X) = {jli = argmax(h; ;60;/\;),5 € U} (6)
the reduced rate of inter-cell signaling; a decision is made v
based on the current status of radio resource usage reponte;(jim2 is mapped toi—f for all pairs ofiy, s € C.

by the radio resource controller of each cell (with per-cell Proof: Supposeis = arg max ;. (0;hi /i, ;). Under
. - 1\1%1 LY 21,/

range control) or based on the status indirectly obtained ff"cﬁb previous cell-selection rule of Eq. (1), the condition under
the control result of the range controller of each cell (wit{) i<, user j's serving cell is changed fromi, to iy is

universal range control; the details will be described in Secti%n his i < 0, hiy +/ A, .. Under the new rule of Eq. (6), the
V.C), i.e., activation when the network load exceeds a certgiff, jiion clhzarllzgdes %Zzhl i, < 00 i, 1/ Decisions
threshold (activation threshold) and deactivation if the netwopk, <.y on both of the rllfles are cénszigtentz if and only if
load gets lower than a certain point (deactivation threshold). ~ _ X, -
The range controller, once activated, finds a range sequence‘ﬁgﬁopogiﬁon 2 implies that the number of offset parameters
reach a target system condition iteratively; in the centraliz?g determine inP1 is reduced fromC'(C' — 1) to C'. Note
case (Fig. 1(a)), it then informs cells of the result. Meanwhil(;:hat the result of Proposition 2 is compatible Wit'h that of
the radio resource controller of each cell schedules frequen|5¥b osition 1

time and power resources at regular intervals to meet per—userp '
rate requirements of connected users that are determined by
the range controller.

V. CONTROL ALGORITHMS

We first present an assumed radio resource-control algo-
rithm. We then develop range-control algorithms. We also

- analyze the convergence behavior when these algorithms are
Let A be the vector of);, ;, for all pairs (i1,i2) of combined.
neighboring cells. Then, ARCHoN aims to fid, i/, X) that .
minimizes the load of the entire network while meeting user§ Radio Resource Control
rate requirements in both DL and UL. Resource allocation We assume radio resources in each cell are allocated
done by the radio resource controller will be influencedXoy non-cooperatively. The authors of [8] showed that a non-
We denote this dependency @ndi on X by #(X) and(X). cooperative game of sum-rate-maximizing power allocation
Therefore, the load minimization problem can be defined agaches a Nash equilibrium. In [19], we extended the result to
follows. a sum-rate-maximizing RB and power allocation game in two-
Definition 1 (Load minimization problem): tier femtocell networks by relaxing the RB allocation indicator
as a real variable if0, 1]. However, sum-rate maximization is

B. Problem Formulation

P1: ijnx . p(Z(A), §(A)) not the only operation scenario of a cell since, in many cases,
subje(zi t)é)y( %) users do not consume more resources than they need due to
. their application-specific traffic demand and limited data plan.
Cl1:0<a;x,bji < 172j€U' a.i«k?EjeU- bir <1 . L
C19:0<p 1 <P 02 < 0 i (5) Thus, we focus on aon-cooperative load minimization game
il Pik = Pman, B2 Qi = Wmax with per-user rate constraintand show that it also reaches a
C13: ) e ajrBlogy(1+7;/Q) =r; Nash equilibrium
S bipBlogy(1+6,/Q) = s; quiitoriym.
S éejfcj’ J J For a given)\, we can separate DL and UL resource allo-

cations, which can be obtained using an analogous procedure.
where P,,,,; and @, are the maximum allowable transmitS0, we mainly focus on the DL case in this subsection. We
powers at a RB for DL and UL, respectively; and ¢, are define usey’s resource usage ratasa; =D hex Gk (b; for

by user; for DL and UL, respectively) = —In(5BER)/1.6

of user’s resource usage in frequency and time domains, the

is a constant SNR gap for the required bit error rate (BEF@L resource allocation problem of cellis formulated as

[18]; B is the bandwidth of a RB.

Definition 2 (Cell-load minimization problem in DL):

In what follows, we make two important observations on

the structure of this problem.

Proposition 1: To avoid a ping-pong type of cell changes,

AiyisNis,i; > 1 should hold for all pairs of;,is € C.

Proof. Supposei, = arg max; r;,1(6:hi /i, i). Then,
user j’s serving cell is changed fromy to iy if 6; i, ; <
0i,hi, i/ Niyip- In order to avoid userj’s immediate cell
change back ta,, the condition8;,h;, ; > 0; hi, j/Ai, 4,

P2 : min p; pr(&;) = min E a; + E
o o \seus jeu;

21 Wj,kDj,k

|]C| };C 2,k

subject to

C21:0<a; <|K|

C2.2:0 S Pjk S Pmaz

C2.3:a;Blogy(1+;/Q) =r;. -
7



In C2.3, log,(1 + ~,/9) is the spectral efficiency. Onag; and this can be rewritten in an iterative form as:
is determined, the minimum spectral efficiency meeting thep. (t+1) 2 F(p;u(t))
constraint is obtained as well. We say that, if the achieved””’ 7 pik(D)
spectral efficiency is equal to or greater than this minimum = min { =~
for all RBs, the user’s rate constraint is nseffficiently Yi(t)
Proposition 3: The non-cooperative cell-load minimizationwhere we callf (p,(t)) the DL power update functiany; x(t)
gameP2 has a Nash equilibrium. is the achieved SINR at f is defined for vector input and
Proof: From [20], the solution of a non-cooperativeoutput as well, i.e.p(t +1) = f(p(t)). The UL power update
utility-maximization game is a Nash equilibrium if (1) thefunction, denoted by, is defined similarly.
solution space is a nonempty, convex, and compact subset dProposition 5: The power update functiong and g con-
some Euclidean space; (2) each utility function is continuoi§rge to a unique fixed point.
and quasi-concave. It is straightforward to show tRatmeets Proof: Yates [21] showed that an iteration pft + 1) =
the first condition. We can rewrit€2 asmin p; = max —p;, f(P(t)) converges to a unique fixed point if it meets (1) posi-
so —p; should be quasi-concave. Since every convex functididity: f(p) = 0; (2) monotonicity:p = pa — f(p1) = f(P2);
is quasi-convexy; is quasi-convex. Then, its negative is quasgnd (3) scalabilityrv f(p) = f(ap) for Va > 1. Since Eq. (12)

Qe 1] Py @D

concave. m Mmeets all these conditions, it converges to a unique fixed point,
We first assume that, in the equilibriupy,, meets the target I-€-, @ Nash equilibriunp™ given in Eq. (11). We omit the
SINR~; for all & (otherwise it is saturated witR,, ). Thatis, details. u

we can substitutg; ;. in Eq. (7) with;h; ! (k) (1 x (5)+ 0 k)
whereh; ;(k) is the channel gain at RB, I; 1 (p) is the inter- . _ . _
ference experienced by usgrand o; ;. is the thermal noise. 1) Baseline: At each iteration, a macrocell first calculates
From the per-user rate constraint, we haye= Q(ets/% —1) the expected resource allocation when a spegifis chosen.

wherey; £ r;(In2)/B. By substitutingy; with this again, the If X\ is updated, users’ serving cells may be changed and

B. Per-Cell Range Control

load function of celli becomes the radio resource controllers will updaie and i accord-
ingly; in particular, a user, if his serving cell is changed,
pipL(%;) = Z a; (1 +1/jQ(e“j/af — 1)) ®) experlences new channel galn and interference. We denote
JE€U; F(X) = (@), FO ) andg(X) = (B(X), gV (). Then, the

next range parameter can be simply selected as
wjk Ljk+0jk

where we define; £ 37, . T )+ By letting 52 d’)’ =

0, we obtain a minimizer, denoted bzg as A= argmxinp(f()‘)’g()‘))' (13)
o+ The size of search space for the above probler@’ is |A|.
aj = min { [ o J |IC|} (9) Since the size for the centralized per-user association problem
it is |U| x C (|U] is the number of users), the size of the per-

cell range control is reduced. In genenal] is expected to be
11— v,Q) much smaller thanU|.
k=W <J> (20) Allowing simultaneous range updates of all hotzone cells at
v each iteration as above may speed up convergence, but trigger
(W is the Lambert Wfunction). unnecessary updates exceeding the Qeactivation threshold. In
Proposition 4:w; . = &/ (I;x(P) + o;) is a sufficient order to reach_ 'Fhe_ threshold with minimum range updates,
condition of having constant; (¢, is a constant) we need to minimize control granularity, i.e., allowing only

a single hotzone cell to change its range at each iteration.
If the above holds, we ha and thus . . i . .
Ve = ek \’C\h <k) The modified algorithm first checks a maximum achievable
v; becomes independent gfi.e., constant. IntU|t|ver4J],C =

€11/ (I; 1(5) + o5 ) means pricing the consumption of OWerolecrease of the network load when the range of each cell is
38/ 25,k AP) T Ok pricing P P adjusted, as shown below:

resource lower for those users suffering higher interferenc

where

We heneeforth assume that thle is app_hed fog;ﬂhdk. Then, Af = arg maX{A(;\(iiAi))('ﬁ 7} (14)
aj remains constant unless ugés serving cell is changed by Ai
a range control. where
From the rate constraint and Eq. (9), we obtajn, in the &) . .
equilibrium, denoted by, (and its vector form by*), as: AYW(E, §) £ p(&, ) — p(E(N), T(N))-
. (L) + o - N Here, X(i : ;) is the range offset vector having the element of
Pj i = min {h(k)Q [erstt —1] 7Pmaz} cell 7 changed to\; and the others intact, arglandy are for
" (11) the current serving cells. Then, a cell to change to is selected
as

5[2]+ — max{z, 0}. i* = arg mlax{A(X(i:)‘:))(f, )} (15)



That is, a cell yielding the largest gain via range control imonotonicity of the load function. In what follows, we show
chosen first. The range of the selected cell is set’to that this also holds when range control is performed together.
Let T' be the set of time instants when a range control is Eq. (14) can be rewritten as

made by the range controller. As mentioned earlier, the range FEn)) (o

controller is activated only when needed. We also assume that, H}\?L_X{A MNE,g)}

when activated, the range controller adjusts ranges at intervals  — (7 ) — min p(F(X(i : \s)), F(A(i : \i))).

longer than those of the radio resource controller due to the Ai

accompanying cell-switching overhead. Therefore, if the timﬁﬁat is, the algorithm minimize$)(f(X(z' ) y*(X(i .

instants when a radio resource control is made are indexed o ’ e dve
X)) and thusp(F(X(i = A1), 5(AG : A7) < p(F(A(

consecutive non-negative integers, we have- {0,1,---}. AN FNG A Th
. . P CAD), : A;))). Therefore, when € T,
Finally, the offset parameters and radio resource aIIocatlons) ) TG ) W <

are updated as: PE(E+1),37(t +1)) = p(FAGE 2 AR FAGE 2 AL)))
(it \F < p(EAG A7), FA(E 2 AT)))
< ) X@ ) teT PATAZNE = A )); i
A@+1y_{ 0 otherwise Sp?f?ﬂ%%@@ﬂ)
g 5 _ = p(Z(t), y(t
ey = EECDLIEDFO) e (20)
(@), f(p(t))) otherwise  which implies that the network load decreases monotonically
. (E(X(t + 1)),g(i(t+1))(§(t))) teT as the algorithm goes through iterations. Since the sequence of
ylt+1) = (B(). o(@) otherwise ~ P(&(t),7(t)) is monotonically decreasing and bounded below
(16) by p*, it converges tg*. ]

once X(t) meetsAC®)(Z, ) = 0, the algorithm COMPUteS = niversal Range Control

Eq. (13) and checks if the result produces loweiif so, A ) )
is replaced by this result to avoid staying in a local solution; 10 reduce the search space further, we consider mapping a
otherwise, the algorithm stops running. universal parameter to the offset parameters of cells instead

2) Convergence AnalysisWe now show that the per-ceIIOf ca}lcul'ating .each' of them. .First, we define useidad
range-control algorithm converges. contributionwhich will be used in the sequel.

Proposition 6: The fixed points* is unique and meets < Definition 3 (User’s load contribution)pserj’; contribu-

p* < p(Z(N), F(X)) for VA, tion of load to cells, de_noted byAp; ;, is thg increase of

Proof: Suppose that there exists another fixed paint cell zs load when usey is connected tq it while other users
smaller thanp*. Let (#,7) and (&*,7") be the resource femain connected_ to their cur_rent serving ce_IIs. _ _
allocation vectors fop’ and p*, respectively. Since’ # p* Below we explain the mapping rule of the given information
and the load function is monotonic, we should hawe i) # 0 cells’ offset parameters. N
(z*, 7). For a fixed), the existence of a unique fixed point Proposition 8: A sufficient condition of the offset parame-
of (z,7) can be readily proved by Propositions 4 and ders getting a user assigned to a cell resulting in his minimal

Therefore,X’ # X*. Then, \* does not meet Eq. (13), which!0ad contribution is given as

is a contradiction. hi ;0 Ap; ;
The fixed points of? andy are always larger than 0 due to Ai = ho 60 po.;

the non-zero term of the thermal noig§e Thus,p* > 0. = ) . .
Proposition 7: Starting from any) meeting per-user rate Wheréy is a network-wide control variable.

constraints sufficiently, the per-cell range-control algorithm Proof: Consider two candidate cells and i, for user
converges to the unique fixed poipt. j to connect to. If userj gets connected to one of them,

Proof: We first consider thah is fixed. If userj's rate his radio' resource alloqation is up(jateq accordingly. Then,
constraint is met at sufficiently, his current SINRy; (t) for userj to minimize his load contribution, the target cell,

should be equal to, or greater than the minimum SHyRhat denoted by, should be chosen such that= arg min; Ap; ;.
exactly achieves; as: Then, the problem is reduced to that of choosing the one

- - minimizing Ap; ;. If Ap;, j/Api, ; > 1, it is beneficial to
Viw(t) =75 =Qer /ST — 1) = Qe — 1), (17) chooseis, elsei;. On the other hand, as shown in Eq. (6),

By multiplying both sides byp; (t)/7;.x(t) and referring to fir.j0i iz /1is j0i, Ai, > 1 leads to handing user over to

(21)

Eq. (12), we have cell i;. Therefore, to make consistent decisions, we can relate
D (t) ApiJ' and \; as Apil,j/Ap.iz,j = hi27j91‘2/\i1/h1‘1,j9i1)\1‘2.'

px(t) > Lg(eﬂﬁl —1) = p;x(t+1). (18) Consequently, we can obtain Eq. (21) where the denominator
k(1) is given by a reference cell (e.g., macrocell). ]

Since f is monotonic as proved in Proposition Bp, » (t)) > Note that the offset parameter obtained in Eq. (21) is user-

f(pjk(t + 1)), which yieldsp; »(t + 1) > p; x(t +2). That specific due toh; ; and Ap; ;. In order to obtain a cell-
is, p(t) decreases monotonically, and so dags). There- wide offset parameter, we need to eliminate these user-specific
fore, p(Z(0),7(0)) > --- > p(Z(¢t),y(t)) holds due to the terms. For analytical tractability, we restrict our concern to



UL power resource-limited HetNets (i.ep; = pivr = 10 — : v 10—
> jeu, bi 2k ¢5,) With users having a fixed target SINR. : - ‘
Proposition 9: Assume channel reciprocity and a fixed tar-
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range control, a cell-wide offset parameter leading to minima
load contribution of each user is obtained as

. 00 T ‘ oo —
2 - - - - -
97,' J( ) + g; * D(jv?nlmkSlNR(dSB) “© Up\inkSINRz(?jB)
— ke Yk (22)
0o (> :kelc J + 7o) (a) Various cell selection mechanisms

g

1.0

whereJ,gl) is the level of UL interference experienced by cell —sel
7 at RBk ando; is the thermal noise of cell

Proof: Let b;(¢) and ¢; (i) denote the UL resource
allocation of userj when he is served by cell Since we
consider a UL power load only, Eq. (21) is rewritten as:

0.54 0.5+
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A = hi ;0 Zkelc bj(i)QJ"k(i) 0 00 ‘r s : 3 5 0.0 o : p
i ho j00 Zke/c b]_ (O)Qj k(o) Downlink SINR (dB) Uplink SINR (dB)
B hi ;0:b;(i)6; ZkE)C<JJ(7]1((7) + Jlk)hj—Ll(k) (b) Fixed cell ranges
B ] ) ) (0) ) -1 Fig. 2. Probability distribution of achieved DL and UL SINRs for different
ho,;00b;(0)9; z%?f)e’c(‘]ja’f (@) + 0”k)hj70 (k) control mechanisms (top) and fixed cell ranges (bottom) (the numbers of users
hi ;0; Zke}c(Jj_Zk(‘j) + Ui,k)h;il(k) and hotzone cells are fixed at 30 and 20, respectively)

ho,80 Yexc (JN(@) + )70 (k) 9

where the second equality follows from the fact that, for a
fixed 0;, b;(4) is fixed as well (as can be seen in the per-user To evaluate the effectiveness of ARCHoN, we consider a
rate constraint). We assume that users connected to the saifigle-sector macrocell on which multiple outdoor hotzone
cell experience identical UL interference due to randomizéglls are overlaid. We follow the simulation scenario of 3GPP
inter-cell interferences, i_er(ilz ~ Jlgi) for Vj € U,. We [2] for hotzone deployment and path-loss models. The radius
also assume that the channel gain at each RB has an iden@¢e macrocell is 500m and users are randomly placed in the
distribution and thus, on average; (k) ~ h; ;. We can then macrocell; the angle and the distance of each to the macro BS

VI. EVALUATION

approximate); as are randomly chosen with a uniform probability distribution.
@ Hotzone BSs are also randomly distributed within a macrocell.
o hi ;05 Zke,c(Jk + O—i,k)h;il The minimum distance between a user and the macro BS and
v ho 6o > (J(o) + o k)hﬂ@ that between a hotzone BS and the macro BS are set to 35m
9.’{ k;’(cz) i ) HI750 (24)  and 75m, respectively. The path losses between users and BSs
= 2okex ’(@0) i are determined as:
00(X ke Ji” +00) o macro BS« user:h = 128.1 4 37.6log,, d;
where the second equality follows from the assumed channep hotzone BS— user:h = 140.7 + 36.7log, d,
reciprocity. m where d is the transmitter—receiver separation distance in

Proposition 9 implies that a hotzone cell experiencing highkilometers. We also assume the log-normal shadowing with
interference will have a smaller range. Consequently, under thestandard deviation of 8 dB.
universal range-control algorithm, the range of each hotzoneBoth macro and hotzone BSs operate at the frequency band
cell is obtained immediately, provided that the pilot transmaf 2 GHz with the channel bandwidth of 5 MHz. #lot is
power, UL interference level and thermal noise of a referendefined as one unit of time, and each slot is set to 1 ms. RB
cell are given. It is noted that the pilot transmit power andnd transmit power allocation changes at a slot-time scale.
the thermal noise are typically fixed. Moreover, if the mastdthe maximum transmit powers of the macro and hotzone BSs
controller is operated by a reference cell, it can obtain tlee 40 and 30 dBm, respectively; the antenna pattern of BSs is
radio resource status of each cell from the reported offs@hnidirectional and the antenna gain plus a connector loss is 5
values based on Eq. (22). Thus hotzone cells don’t needdBi. The minimum and maximum transmit powers inherently
report the current resource status to the master controlggven to user devices are assumed to be -50 and 23 dBm,
separately. Therefore, the universal range-control algorithespectively. The target date rate of users is set to 1 Mbps for
can be implemented in a fully distributed manner with &oth DL and UL. The range controller makes control decisions
greatly reduced inter-cell signaling overhead compared to tbece every 100 slots; the offset parameter is selected within
per-cell range controly can be controlled to adjust a loadthe setA = {0 dB, -1 dB, .., -20 dB}. For the universal range
balance between macro and hotzone cells. control, ¢ is set to one.
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Fig. 3. Probability distribution of achieved DL (left) and UL (right) SINRs (a) Per-cell range control

for adaptive and fixed range control mechanisms under non-uniform user
distribution (the numbers of users and hotzone cells are fixed at 100 and
20, respectively)
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The achieved SINRs of different control mechanisms are
compared in Fig. 2 for DL (left) and UL (right). First, it

Cumulative probability

Cumul

is shown that the conventional cell selection based on the % = 5 0 00 =0 %0 0

Downlink SINR (dB) Uplink SINR (dB)

strongest received power achieves better SINRs of users than
the case without allowing connections to hotzone cells. This
result clearly shows the benefit of HetNets since even a nafyy. 4. probability distribution of users’ achieved SINR for DL and UL
optimal control of cell selection improves performance. Sughder various number of users when range control is considered (the number
an improvement comes from (1) reduced loss of paths fphotzone cells is fixed at 10)

serving cells and (2) macrocell offloading. ARCHoON with
either per-cell or universal range control, as expected from the *°
ability to reduce interference, further improves the achievedz
SINRs of users by making cell-change decisions toward
the minimum network load. Meanwhile, the bottom figures
consider the fixed cell-range case where all hotzone cells have
the same offset value. As the offset parameter decreases, tfie
performance gets better; when the offset value is -20 dB, oo —— " —7F—— n gy
the achieved SINRs are close to those of the universal range Dowilink SINR (45) Uplink SINR (dE)
control (the offset value lower than -20 dB showed almost (a) Per-cell range control

no change or slight performance degradation). However, this |,
result does not mean that large and identical fixed ranges for
all hotzone cells can be a desirable solution. To prove this;
we compare ARCHoN with the fixed range case under a nons
uniform user distribution in Fig. 3; half of users are randomly
distributed within 50m from hotzone cells while keeping the
other half of users distributed as before. The first half of il ‘ 0 :
users select randomly hotzone cells among half of the all. = 73 0w’ 0 ik SNRGE)
The non-uniform user distribution scenario is acceptable in

the real world since hotzone cells will typically be deployed to

cover hotspot areas. The figure shows that the universal rafig§e 5.  Probability distribution of users’ achieved SINR for DL and UL
control achieves better performance than the fixed range ¢ et:e‘;a(;}otj:e?grgbﬁe;e%f Qtotsz(;))ne cells when range control is considered (the
with the minimum offset value (thus with the largest range)

in both DL and UL. This implies that ARCHoON improves the

performance of a HetNet by adaptively adjusting cell rangg$ the number of interference sources. However, an opposite
based on cells’ conditions and balancing cell loads properiiect of the number of hotzone cells is observed: as the
instead of simply extending cell ranges to maximum. The p&{umper of hotzone cells increases, the users’ achieved SINRs
cell range-control algorithm still shows the best performangge improved significantly. This is because users have more
among those considered. opportunities to connect to local hotzone cells with smaller
Next, the effects of the number of userd/|) and the path losses;those users will be allocated lower transmit powers
number of hotzone cellsS) are explored in Figs. 4 and 5,for both DL and UL, thus producing fewer interferences to
respectively. The results show a common trend that the iothers. However, increasing the number of hotzone cells does
creasing number of users deteriorates the SINRs of all usersriot always improve the performance; wheis increased from
both per-cell and universal range controls due to the incred®to 30, the UL SINRs of users remain almost intact under

(b) Universal range control

bi

0.5+

ative prol

Cumulative probability

1.0

0.5+ 0.5

Cumulative probability

Cumulative P

(a) Universal range control



resource controller derives a sequence of frequency, time and
power resource allocations reaching a unique Nash equilib-
rium. ARCHoN successfully overcomes the performance limit
of the existing cell-selection framework and achieves better
performance than simple range extension. In addition, it does
not require any modification of user devices or an air interface,
0 and can thus be applicable to real systems.
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