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Abstract—Cooperative relay is a communication paradigm
that aims to realize the capacity of multi-antenna arrays in a
distributed manner. However, the symbol-level synchronization
requirement among distributed relays limits its use in practice.
We propose to circumvent this barrier with a cross-layer pro-
tocol called Distributed Asynchronous Cooperation (DAC). With
DAC, multiple relays can schedule concurrent transmissions
with packet-level (hence coarse) synchronization. The receiver
then extracts multiple versions of each relayed packet via a
collision-resolution algorithm, thus realizing the diversity gain
of cooperative communication. We demonstrate the feasibility
of DAC by prototyping and testing it on the GNURadio/USRP
software radio platform. To explore its relevance at the network
level, we introduce a DAC-based MAC, and a generic approach
to integrate the DAC MAC/PHY layer into a typical routing
algorithm. Considering the use of DAC for multiple network flows,
we analyze the fundamental tradeoff between the improvement in
diversity gain and the reduction in multiplexing opportunities.
DAC is shown to improve the throughput and delay performance
of lossy networks with medium-level link quality. Our analytical
results are also confirmed by network-level simulation in ns-2.

I. I NTRODUCTION

It has been well-understood in information theory that relays’
cooperation can improve the rate and reliability of wireless
links [1]. A typical cooperative communication protocol allows
a relay to overhear the source’s transmission, and then forward
the data to the desired receiver in case the direct delivery
attempt failed. Such a two-stage cooperative relay protocol
essentially establishes a virtual antenna array among multiple
distributed single-antenna transmitters, so that the linkcapacity
from the source to the destination may be boosted.

Orthogonal space-time codes [2], originally designed for
point-to-point MIMO links, have been proposed to exploit the
additional degrees of freedom (referred to as thediversity gain)
offered by relay nodes. Non-orthogonal schemes [3] that allow
relays and the source to transmit concurrently in the forwarding
stage can achieve the same level of diversity gain as MIMO.
In these seminal information-theoretic approaches, perfect time
synchronization among relays is assumeda priori. However,
unlike point-to-point MIMO links, cooperative communication
is asynchronous by its nature since there is no global clock
shared by the relays. The randomness introduced by propaga-
tion delay and higher-layer operations typically generates a time
offset/skew in the order of several microseconds or more [4]. In
contrast, the typical symbol duration of wireless communication
standards (e.g., 802.11) is well below 1µs, and even half a
symbol shift in time will completely offset the advantage of
synchronous cooperative communications [4].
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Fig. 1. A contrast between traditional relaying and DAC. Theshaded tags
denote the order of transmission.

In this paper, we circumvent the synchronization barrier with
a cross-layer relay protocol calledDistributed Asynchronous
Cooperation (DAC). In contrast with orthogonal relay protocols
(Fig. 1(a)), DAC allows two relays (or the source and one
relay) to concurrently forward the same packet to the desti-
nation (Fig. 1(b)). Even if one of them fails, the other can
still be decoded without incurring additional channel access
time. Hence, DAC improves the link reliability by exploiting
additional spatial diversity from co-located relays.

Unlike the non-orthogonal relaying in information theory
[3], DAC only needs to maintain coarse-grained packet-level
synchronization among relays, which is achieved via MAC-
layer sensing and scheduling. At the PHY layer, it extracts
multiple versions of a packet from different relays using acol-
lision resolutionalgorithm. Specifically, DAC takes advantage
of the natural time offset among these packet copies to decode
clean bits in the packet. It bootstraps an iterative cancellation
procedure that recovers those symbol positions where different
bits collide, by remodeling the known bits and cancelling them
from collided symbols.

To make the above idea concrete, we design and implement
the DAC PHY layer on the GNURadio/USRP software radio
platform [5]. The core components in our design include
packet-offset identification, channel parameter estimation, and
sample-level signal modeling and cancellation, which are de-
tailed in Sec. III. Our experimentation on a small relay network
show that DAC can indeed make a diversity gain for typical
SNR ranges.

To translate this advantage into network performance en-
hancement, we design a MAC protocol that extends the widely-
used CSMA/CA and integrates the DAC PHY with it. A key
idea in our design is to usecut-through relayingto main-
tain maximal compatibility with the 802.11-style mechanism.
Specifically, the relays forward a packet immediately (without
buffering it) upon overhearing or seeing a retransmission header
from the original source node. Hence, the relays make transpar-
ent contributions without disrupting the retransmission,carrier
sensing and exponential backoff decisions at the source.

We further introduce a generic approach that can use the
DAC MAC/PHY to improve existing routing protocols. In
applying this approach to multiple network flows, we identify
an important tradeoff between the diversity gain provided by



concurrent relays, and the multiplexing loss due to expanded
interference region. Our analysis reveals that DAC improves
network throughput when the link loss rate is below a cer-
tain threshold, which can be exactly profiled for simplified
topologies. Therefore, DAC is best applicable to lossy wireless
networks (such as unplanned mesh networks [6]), where it can
enhance the network throughput by improving the reliability of
bottleneck links with a low reception rate.

Due to the limitation of our software radio platform (i.e.,
USRP), we cannot directly implement the DAC-based MAC
and routing protocols. Therefore, we develop an analytical
model with closed-form characterization of DAC’s achievable
bit error rate (BER) and packet error rate (PER). We modify
the ns-2 PHY with this new packet reception model, and
implement the DAC MAC and routing protocol based on it.
Our simulation experimentation demonstrates that DAC can
significantly improve the throughput and delay performance
of existing loss-aware routing protocols. It thereby reveals
the potential and practicality of non-orthogonal cooperation in
wireless relay networks.

The main contributions of this work can be summarized as
follows.

• We design and implement an asynchronous, non-
orthogonal relaying scheme and test it on an actual ratio
platform. The PHY layer BER and PER performances are
characterized theoretically.

• We design a MAC protocol that exploits distributed asyn-
chronous relays with minimal signalling overhead and
maximal transparency to the 802.11 MAC.

• We propose a generic approach that incorporates the DAC-
based relaying scheme into existing routing protocols.
Based on an asymptotic analysis in tractable network
models, we profile the sufficient condition when DAC
improves the performance of existing routing protocols.

The rest of this paper is organized as follows. Sec. II
discusses related efforts in wireless relay networks. Sec.III
describes the design and implementation of the DAC PHY.
The DAC-based MAC and routing protocols are presented in
Sec. IV and V, respectively. Sec. VI analyzes the BER, PER,
and network-level asymptotic performance for DAC. Further
simulation experiments are presented in Sec. VII to validate
DAC’s performance. Finally, Sec. VIII concludes the paper.

II. RELATED WORK

Cooperative diversity was originally proposed in information
theory to realize the capacity of MIMO systems. The distributed
space-time code [2] for two-stage cooperative communications
has been widely explored to improve the performance of relay
networks (see [7] for a survey). Azarianet al. [3] showed
that non-orthogonal cooperation schemes can approximate the
performance of centralized MIMO systems through multiple
relays. However, these cooperative relay protocols assume
perfect time synchronization among relay nodes. Recently,Wei
[8] and Li et al. [9] reduced the synchronization constraint to
sub-symbol level, but assumed known and controllable time
offsets between relays. DAC’s diversity gain is incomparable
with such synchronized schemes, and it only allows for two
concurrent relays. However, to our knowledge, it is the firstnon-

orthogonal relaying protocol without any symbol-level timing
constraint.

The implication of cooperative relaying for higher layers
has been studied recently. Jakllariet al. [10] directly applied
the synchronized space-time code to establish virtual MISO
links for routing. Sundaresanet al. [11] showed that the more
practical two-phase orthogonal relaying scheme (Fig. 1(a)),
driven by the retransmission diversity from relays equipped
with smart antennas, can make a remarkable throughput gain.

An alternative approach to exploiting diversity gain is the
orthogonalopportunistic relaying[4], which selects the best
among all relays that overheard the source’s packet, based on
instantaneouschannel feedback. In Sec. IV, we show that DAC
can serve as a complement to opportunistic relaying. By allow-
ing two relays, it provides redundancy across independently
faded packets, thus further improving the link reliability.

The feasibility of allowing concurrent transmissions has also
been explored in distributed beamforming [12]. Beamforming
protocols synchronize the relays, such that their signals can
combine coherently at the receiver. However, they require strict
frequency, phase, and time synchronization among distributed
transmitters, which remains an open challenge [12], due to the
limited time resolution at wireless nodes, and the variation of
wireless channels. In [13], transmit beamforming is directly
tested on 802.11 wireless cards. However, the overlapping
signals are not guaranteed to combine coherently due to lackof
explicit synchronization. Therefore, both gains and losses are
observed when compared with single-packet transmission.

The advent of high-performance software radios has inspired
signal-processing-based solutions to overcome the deficiency
of the CSMA/CA based 802.11 MAC. For example, the
ZigZag protocol [14] overcomes the hidden terminal problem
in WLANs by identifying repeated collisions of two hidden
transmitters. It then treats each collided packet as a sum over
two packets. The two original packets are recovered from two
known sums, similar to solving a linear system of equations.
DAC’ collision resolution PHY is similar to ZigZag, but aims
to resolve packets from a single collision withsample level
estimation and cancellation. DAC aims at improving the end-
to-end throughput and delay performance of lossy wireless
mesh networks, where it exploits cooperative diversity, based
on cut-through relaying and optimal relay selection.

III. C OLLISION RESOLUTION PHY IN DAC

The core component of DAC PHY lies in the signal process-
ing module at the receiver, which can decode two overlapping
packets carrying the same data. In this section, we focus on the
design and implementation of this customized receiver module.
Note that in a separate paper [15], we have adopted a similar
PHY layer based on simulation, but its objective is to achieve
the optimal broadcast delay in wireless mesh networks.

A. An Overview of Iterative Collision Resolution

Suppose in the second stage of the basic DAC relaying
scheme (Fig. 1(b)), the relay and the source transmit the
same packet towards the destination. Due to the randomness
introduced by the transmitters’ higher-layer operations,the two
copies of the same packet are unlikely to be aligned perfectly.
The receiver identifies the natural offset between these two
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Fig. 2. Iteratively decoding two collided packets carryingthe same informa-
tion, coming from two relays (or one source and one relay), respectively.

copies by detecting a preamble attached in their headers. It
first decodes the clean symbols in the offset region, and then
iteratively subtracts decoded symbols from the collided ones,
thereby obtaining the desired symbols.

For instance, in Fig. 2, two packets (namedhead packetP1
andtail packetP2, respectively, according to their arrival order)
overlap at the receiver. We first decode the clean symbolsA
andB in P1. SymbolC is corrupted as it collides withA′ in
P2, resulting in a combined symbolS. To recoverC, we note
that A′ and A carry the same bit, but the analog forms are
different due to independent channel distortions. Therefore, we
need to reconstruct an image ofA′ by emulating the channel
distortion over the corresponding bit already known viaA.

After reconstruction, we subtract the emulatedA′ from S,
obtaining a decision symbol forC. Then, we normalize the
decision symbol using the channel estimation for P1, and use
a slicer to decide if the bit inC is 0 or 1. For BPSK, the slicer
outputs 0 if the normalized decision symbol has a negative real
part, and 1 otherwise. The decoded bit inC is then used to
reconstructC ′ and decodeE. This process iterates until the end
of the packet. The iteration for other collided symbols proceeds
in a similar way.

B. DAC Transceiver Design

The transmitter module in DAC (Fig. 3) is similar to legacy
802.11b, except that it adds aDAC preamble that assists
packet detection. The transmitter maps a digital bit to a symbol
according to a complex constellation (“1” and “0” are mapped
to 1 and -1, respectively). The symbol then passes through a
root raised cosine (RRC) filter, which interpolates the symbol
into I samples (we adopt a typical valueI = 8) to alleviate
inter-symbol interference. The RRC shaped symbol is the final
output from the transmitter.

The receiver module in DAC is also illustrated in Fig. 3. In
the normal case of decoding a single head packet, the receiver
acts like a typical 802.11b receiver. Upon detecting a tail packet
immersed in a head packet, the receiver identifies the exact start
of the tail packet, rolls back to its first symbol, and starts the
iterative cancellation algorithm. The receiver needs to replay
the bit-to-samples transformation at the transmitter, as well as
the channel distortion, when reconstructing a symbol in thetail
packet. The channel distortion, including amplitude attenuation,
phase shift, frequency offset, and timing offset, must be esti-
mated and updated dynamically, since channel parameters vary
during the decoding procedure, and the estimation error can
accumulate, eventually corrupting the entire packet.

The main challenge in implementing DAC lies in identifying
the exact offset between the two packets, and remodeling
the symbols in the tail packet based on channel parameter
estimation. Unlike interference cancellation [16], we must deal
with the common case where collided packets have comparable
RSS. Otherwise, the weak packet may be captured and offers
no diversity gain. Unlike the symbol cancellation algorithm in
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Fig. 3. Flow-chart for DAC transmitter (upper) and receiver (lower).

ZigZag [14], the channel parameters must be estimated in a sin-
gle collision. To obtain accurate estimation and reconstruction
of the symbols, we extensively usesample-levelcorrelation,
remodeling, and cancellation, as discussed below.

C. Packet Detection and Offset Estimation

The original 802.11b PHY detects the start of a packet by
identifying a sequence of known bits from the slicer output.In
DAC, we need to detect the presence of one or more packets
before feeding the symbols into the slicer. This is achievedby
using a combination ofenergyand featuredetection.

Energy detection estimates a packet’s arrival by locating
a burst in the magnitude and phase of the received symbol.
According to our experiment, a data symbol typically has at
least 8dB SNR in order to be decoded error-free. Therefore, it
is easy to identify the first symbol of the head packet. When
the tail packet arrives and overlaps with the head packet, their
corresponding complex samples add up. The magnitude and
phase of the resulting symbol thus deviates from the previous
symbols, which are relatively stable. DAC uses this deviation
as a hint for packet collision.

Energy detection can provide a symbol-level offset estima-
tion, whereas DAC necessitates sample-level estimation accu-
racy, since the overlapping symbols do not align perfectly.In
addition, energy detection’s false positive rate increases when
ambient noise raises the RSS variation. Therefore, we combine
it with feature detection to reduce false positives. Specifically,
we correlate the raw decoded symbols with a 256-bit known
preamble to confirm the packet arrival event. We usedifferential
correlation (i.e., correlating the phase difference of adjacent
symbols with the known difference obtained from the preamble)
in order to cancel out the transmitter/receiver frequency offset.
The correlator outputs a peak whenever a packet arrives. The
threshold configuration for peak detection is similar to [14].
Note that the correlation peak is 256 bits behind the first
symbol, and therefore DAC maintains a circular buffer storing
the latest 256 symbols and their samples, and rollbacks to the
first symbol before cancellation.

The energy and feature detection confirms the packet arrival
and indicates the symbol-level offset. The exact sample-level
collision position is then identified by correlating thesamples
near the beginning of the tail packet with the known samples in
the first 16 bits of the preamble (hence 128 known samples in
total). The position where the maximum correlation magnitude
occurs indicates the start of useful samples. To isolate channel
distortion from transceiver distortion, the known samplesare
obtained offline from the output of a transmit filter.



D. Channel Estimation

We use the collision-free symbols in the beginning of the
head packet to estimate its channel. The beginning of the tail
packet is immersed in strong noise (i.e., the signals in the
head packet), and hence, a direct estimation is severely biased.
Unlike prior signal cancellation algorithms [14], [16] that
exploit signal capture or repeated collisions, we obtain coarse
estimation of the tail packet by correlating and cancellingthe
known preamble, and then refine the estimation on-the-fly.

1) Amplitude and phase distortion:A coarse estimation
of the channel can be obtained via sample level correlation.
Suppose the known samples arex(t),∀t ∈ [1,Ks] (Ks = 128,
as discussed above), then the received complex samples after
channel distortion should be:y(t) = Ax(t)ejθ+j2π∆ft + n(t),
where n(t) is the noise process;A and θ are the channel
amplitude and phase distortion;∆f is the frequency offset
between the transmitter and the receiver. After correlation, we
get Y = A

∑Ks

t=1[x(t)ejθ+j2π∆ft + n(t)]x(t). The phase error
due to frequency offset is typically on the order of10−4 rad per
sample, and thus, its accumulating effect over theKs samples
is negligible. Further, the ambient noise plus the random
samples from the head packet can partly cancel out, resulting
in

∑Ks

t=1 x2(t) ≫
∑Ks

t=1 x(t)n(t). Therefore, we approximate
the complex channel distortion asCd = Y (

∑Ks

t=1 x2(t))−1.
2) Frequency offset estimation:We use the Costas loop

[17] to estimate the residual frequency error in the received
baseband signals, which is also the frequency offset between
the transmitter and the receiver. Costas loop calculates the phase
change between two adjacent symbols, and then updates the
frequency error via first-order differentiation:δf = δf + ω ·
(p(t+1)−p(t)), wherep(t) is the symbol phase at timet, and
ω is an update parameter, typically set on the order of10−5.

3) Timing recovery:Ideally, a receiver should align its sam-
pling time with the transmitter to achieve maximum SNR. In
practice, the sampling time may deviate from the peak position
of the RRC-shaped sample envelop, reducing the effective SNR.
A widely-adopted method to correct for sampling offset is the
MM circuit [18], which uses a nonlinear hill-climbing algorithm
to tune the received signals, such that the sample point is
asymptotically aligned with the optimal sampling time.

Remarkably, the MM circuit works only when adjacent
symbols have a comparable magnitude, which holds for single-
packet decoding. For DAC, the collided symbols have large
variations since they consist of symbols from different channels.
Hence, we enable the MM circuit timing update only after the
symbol cancellation. Further, we need to freeze the MM circuit,
i.e., fix its sampling step, whenever an energy burst is detected,
indicating a potential collision. We re-enable it for each symbol
in the head packet after the corresponding symbol in the tail
packet is subtracted out.

4) Transmitter distortion:Beside the channel distortion, the
transmitter also pre-processes the signals using the RRC filter
to combat multi-path fading. The RRC converts a symbol (1 or
-1) into I = 8 samples as follows:

si(t) = x(t − 1)F (
3I

2
+ i) + x(t)F (

I

2
+ i), i ∈ [0,

I

2
)

si(t) = x(t)F (
I

2
+ i) + x(t + 1)F (i −

I

2
), i ∈ [

I

2
, I)

whereF (i) denotes thei-th filter coefficients. At the receiver
side, this filtering process is replayed for the tail packet,
observing that the digital bitsx(t) are already known from
prior decoded bits in the head packet.

5) Correcting channel-estimation errors:Recall the initial
correlation only provides coarse estimation of the channelgain
in the tail packet. During the iterative cancellation procedure,
we need to refine the estimation via a simple feedback al-
gorithm. Specifically, we reconstruct an image of symbols in
the head packet, and subtract these symbols, to get a refined
estimation of symbols in the tail packet. We use the difference
between this refined estimation and the original reconstructed
image to calculate the channel estimation error, and then update
the frequency and time offsets, in a similar manner to the above
estimation for the head packet. Observing that the channel
gain remains relatively stable for one packet, we use a moving
average approach to update the channel amplitude and phase
distortion for the tail packet.

One observation from our implementation is that the collision
offset identification may also deviate from the exact collision
position by one or two samples, especially when SNR is low.
We exploit the MM circuit output to compensate for this error.
When the MM circuit outputs a sampling step larger thanI, it
indicates that the collision position is likely to be largerthan
initially estimated. Our algorithm then increases a creditvalue
by ∆t (0 < ∆t < 1). When ∆t > 1, we update the packet
offset by 1. A symmetric update procedure is used when the
sampling step is smaller thanI.

E. Harvest Diversity with Packet Selection

Beside the iterative decoding in the forward direction, DAC
can also work backward, starting from the clean symbols in
the tail packet (symbolY ′ and Z ′ in Fig. 2), until reaching
its beginning, thus obtaining a different estimation of the
packet. Since these two packets arrive at the receiver via two
independent links, even if one fails in decoding, the other
may still be correctly decoded. This is the basis of DAC’s
diversity gain, and will be rigorously justified in our analysis
and experiments.

Note that the diversity gain comes at the expense of ad-
ditional overhead, including the preamble and the extended
reception time due to the packets’ offset. However, the preamble
length we use is onlyKb = 256 bits, and the offset time can be
easily confined within the duration of tens of bits, with state-of-
the-art software radios [19]. In contrast, a typical data payload
is around 1K Bytes. Therefore, the additional overhead of DAC
is only on the order of 1%.

Also note that the channel estimation, sample remodeling and
cancellation only involves linear-time operations. The correla-
tion hasΘ(n2) complexity (n is the correlation length), but is
only needed for aroundKb symbols after the energy detection
is triggered. In addition, the implementation of DAC is built on
BPSK. However, the estimation, reconstruction and cancellation
for higher-order modulation schemes, such as M-PSK (M=4, 8,
16, 64), can be realized in a similar way, except that the signal
constellation is mapped to different complex vectors [14].

IV. CSMA/CR: DAC-BASED MAC

We now introduce a MAC protocol which extends the
802.11-style CSMA, but adds optimal relay selection andCut-



through Relayingto support DAC’sCollision ResolutionPHY,
and hence, it is referred to asCSMA/CR. CSMA/CR exploits the
retransmission diversity in a similar way to typical two-stage
relay protocols (Fig. 1). The unique feature is that in the second
stage, the relay can transmit immediately after overhearing a
retransmission indicator and packet header from the source. The
source and relay’s packets partly overlap at the receiver, but the
collision can be resolved and exploited by the DAC PHY.

One challenge in realizing CSMA/CR is how to select the
best relay to maximize the diversity gain. Another problem
is compatibility with 802.11 — we aim to add the least
overhead and modification to 802.11. To this end, we propose
the following solutions.

A. Protocol Operations

The basic MAC-level operations of DAC is illustrated in
Fig. 4. Suppose a direct source-destination link is already
established by a routing protocol. The source makes a first
attempt to transmit the data packet, which can be overheard
by both the relay and the destination. If the packet reaches the
destination, then CSMA/CR proceeds like CSMA/CA. Upon a
failure, i.e., the source receives no ACK from the destination,
then it schedules a retransmission and sets a indicator bit in the
header of the retransmitted packet. When the packet is emitted,
the relay will forward the same packet it overheard, imme-
diately after decoding the retransmission bit and the packet’s
identity (flow id, sequence number, and transmitter id), which
are included in its header. Thiscut-through relayingintroduces
offset between the arrival time of the source’s and relay’s
retransmission packets, and provides the necessary condition
for collision resolution at the receiver.

Due to this asynchrony, the source still senses a busy channel
immediately after completing the retransmission. It thereby
extends the ACK timeout by the duration between current time
and the end of this busy period, which is also the offset between
the source and relay’s retransmissions. This procedure repeats
until the source receives an ACK from the destination. To
improve the reliability of ACK, the relay also schedules a cut-
through relaying of the ACK packet, when it overhears the
header of the ACK packet from the destination.

One remarkable point is that the relay facilitates the retrans-
mission only when it asserts that the source be the only active
transmitter within sensing range. This decision is made by
looking into the NAV field in 802.11 MAC, which indicates
activities in neighboring region, and by looking into the carrier
sensing record right before the source’s retransmission. If the
relay senses a busy channel but cannot decode the identity of
the transmitter, then it remains as a normal 802.11 transceiver.

The advantage of CSMA/CR is that the retransmission de-
cision is made solely by the source node, and it needs not
know whether the relay has overheard the first transmission.
The relay’s retransmission decision is also made locally, ac-
cording to the header it overhears from the source. The idea of
allowing relay operation in the middle of source transmission
has long been adopted in wireline networks [20]. It has not been
adopted in wireless networks, which typically operates on time-
orthogonal mode, schedules transmission on a per-packet basis,
and allows only one transmitter within the carrier sensing range.
However, emerging high performance software radios makes it
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viable in wireless networks. For example, Sora [19] achieves a
scheduling-granularity comparable with the high-rate wireless
standards (such as 802.11a) via programmable software and
reconfigurable hardware.

For radio devices incapable of cut-through relaying, we
adopt the following scheme built atop the 802.11 RTS/CTS
mechanism. Before retransmission, the source sends an RTS
packet, piggy-backing the retransmission bit and the packet’s
identity information in it. Upon overhearing this RTS and the
subsequent CTS, both the source and the relay transmit the data
packet. In current wireless transceivers, the decision making
time is typically on the order of several microseconds [4], this
randomness is sufficient to offer several bits’ offset between the
two transmissions, thus allowing for collision resolutionat the
PHY. For transceivers with higher time resolution, randomness
can be introduced by allowing the source and relay to randomly
backoff before starting the retransmission.

B. Optimal Relay Selection

Intuitively, the best relay should have high-quality linksto
both the source and the destination. With simple analysis on
the three-node relaying network (Fig. 1(b)), we can profile
the packet delay as follows1. Denote psd as the reception
probability of link S → D, andqsd = 1−psd (similar notation
is used for linkS → R and R → D); and Z, D the packet
size and data rate, respectively. Then we have:

Proposition 1 When relayr is selected, the expected per-
packet transmission delay is:

Tr =
Z

D
·
1 + qsdpsr(1 − qsdqrd)

−1

1 − qsrqsd
It follows immediately that the optimal relay that result in

minimal delay should satisfy:R∗ = argminr Tr.
To simplify the DAC relaying protocol, we have adopted the

average link reception rate for selecting a single fixed relays,
instead of per-packet SNR feedback [4]. DAC can be extended
to complement opportunistic relaying [4], by dynamically se-
lecting the best relay that overheard the source packet. This can
be realized by allowing the relay candidates to set a backoff
counter that is inversely proportional to their link quality with
the destination, in a similar way to [4]. Further investigation of
this approach is left as our future work.

DAC’s MAC level relay selection algorithm can be further
extended to multi-hop cases, to enhance existing routing pro-
tocols, as discussed below.

V. I NTEGRATING DAC WITH ROUTING PROTOCOLS

A joint design of DAC relay selection and routing can
provide optimal end-to-end delay performance. For simplicity
and to emphasize the advantage of non-orthogonal cooperation,
however, we restrict our attention to a generic relay-selection

1Detailed proofs to the analytical results in this paper are available in [21].



approach that integrates DAC into existing routing protocols,
given that the routes had already been selected. Specifically, we
use the ETX routing [22] as a basis, and show how to improve
its reliability and throughput using DAC relays.

Observing that real-world mesh networks tend to have a ma-
jority of links with intermediate quality [6], the ETX protocol
adopts a loss-aware link metric, which is the expected number
of transmissions needed for successfully delivering a packet on
a link. This metric is used to find the shortest path for each
data session (a source-destination pair).

Our basic idea is to optimize the ETX route on a per-
hop basis. As shown in Fig. 5, suppose aprimary path
(S · · ·Ri−1 → Ri → Ri+1 · · ·D) consisting ofprimary relays
has been established by ETX. For each primary relayRi, we
decide whether to add asecondary relayto it, and select the
best secondary relayR′

i, according to the potential performance
gain in terms of reducing the delay from the previous hopRi−1

to the next hopRi+1.
Before analyzing the potential gain, we first introduce the

cooperation between the primary and secondary relays. Take
the scenario in Fig. 5 as an example. In the normal mode,
Ri−1 makes a first attempt to forward a packet toRi. Upon
successful reception, eitherRi or R′

i or both of them can return
an ACK. The DAC collision-resolution PHY ensures no ACK
collision happens. From the perspective ofRi−1, it proceeds to
the next packet as long as it can decode an ACK.

If only Ri receives the packet, then it schedules the forward-
ing following a normal DAC MAC, regardingR′

i as the relay. If
both of them receive the packet, thenR′

i will perform the cut-
through relaying immediately after it sensesRi transmitting the
packet it overheard. A primary relay piggybacks the sessionID
(represented by the source-destination of the path), sequence,
and sender ID in the forwarded packet’s header, so that it can
be recognized in time by the secondary relay. An exception
happens when only the secondary relayR′

i receives the packet.
R′

i estimates the occurrence of such an event via the absence
of Ri’s ACK header that is intended forRi−1. In this case,
R′

i sends the ACK immediately, and then temporarily takes the
position of Ri, serving as the primary forwarder, forming a
typical 3-node local relay network together withRi, following
the DAC MAC. The control goes back to the primary relayRi

in the next successful packet transmission fromRi−1 to Ri.
The above protocol operations allow us to derive a model

for analyzing the expected transmission delay, and selecting
the optimal relay that incurs the minimum delay. Specifically,
we model the progress of a packet as a Markov chain, driven by
the transmission, cooperation and forwarding operations among
primary and secondary relays. Following notations similarto
those in Sec. IV, we have the following proposition.

Proposition 2 The expected delay in delivering a packet from
Ri−1 to Ri+1 is:

T = (1 − qi−1,iqi−1,i′)
−1[ZD−1 + pi−1,iqi−1,i′Ti′

+pi−1,ipi−1,i′Ti,i′ + qi−1,ipi−1,i′Ti]

where Ti′ = Z
D

·
1+(qi′,i+1pi,i′ )(1−qi,i+1qi′,i+1)

−1

1−qi′,i+1qi,i′
, Ti,i′ =

Z
D(1−qi,i+1qi′,i+1)

, Ti = Z
D
·

1+(qi,i+1pi′,i)(1−qi,i+1qi′,i+1)
−1

1−qi,i+1qi′,i
. The

best relay should have minimal delayT ∗ among all secondary
relay candidates.

In the actual implementation of DAC, a relayR′

i is included
in the candidate set of secondary relays only if it has a non-zero
reception probability withRi−1, Ri and Ri+1. Further, based
on the above proposition, we can obtain a closed-form expres-
sion for the cooperation gain using DAC relaying in terms of
throughput improvement:g∗ = D

Z
· (p−1

i−1,i + p−1
i,i+1)·T

∗−1. We
adopt a secondary relay only if the potential gaing∗ is larger
than a thresholdTD (set to1.1 in our design).

To reduce the signaling overhead, we again used the mean
link loss rate as a metric for selecting a fixed secondary relay,
instead of adjusting the selection for each packet. As shownin
existing measurement and routing design [6], [22], the mean
link loss rate is relatively stable on an hourly basis, and itcan
be obtained from the delivery probability of data packets.

The above scheme based on secondary relay selection can be
used to improve other routing protocols. For example, we can
improve a traditional orthogonal relaying based routing protocol
[11] by adding a secondary relay for the existing primary
relay. Similar idea can be applied to assist opportunistic routing
[23], in which two forwarders who overheard the same packet
can be scheduled concurrently, following similar negotiation
mechanism in ExOR [23]. The pros and cons of using a DAC
based secondary relay will be further clarified in our analysis.

VI. A SYMPTOTIC PERFORMANCEANALYSIS

In this section, we analyze the performance of DAC, from
both the PHY layer and the network level.

A. BER and PER in DAC’s Collision Resolution

The iterative collision resolution in Chorus can cause error
propagation, due to the correlation between consecutivelyde-
coded symbols. For example, in Fig. 2, if symbolA produces
an erroneous bit, then the error propagates toA′, which
affects subsequent symbols such asC. Fortunately, such error
propagation stops if the actual bits ofA′ andC are the same.
In this case, after subtracting the error image ofA′, we obtain
a strengthened symbol indicating the correct bit ofC. Error
propagation also stops when symbolC has a much higher
strength thanA′. Based on these two intuitions, we prove:

Lemma 1 The error propagation probability in forward-
direction decoding can be characterized as:

Ps ≈ Q(
√

2γ1 − 2
√

2γ2)

whereγi denotes the SNR of packeti. TheQ-functionis defined
as:Q(y) = (2π)−

1
2

∫

∞

y
e−

x2

2 dx. A symmetric equation holds
for backward direction decoding.

Based on Lemma 1, we further prove that the probability
that an error propagates alongi bits decays exponentially asi
increases, as reflected in the following result.

Lemma 2 Denote the packet length asL and packet offset
as F , then the steady state error length probability can be
characterized as:
πi = π0PeP

i−1
s ,∀i ∈ (1, G], π0 = (1 + Pe ·

1 − PG
s

1 − Ps

)−1

where Pe = Q(
√

2γWD−1) is the BER of a non-collided
packet with SNRγ, data rate D and signal bandwidthW .
G = ⌊L

F
⌋.

With the above lemmas, we can bound the BER in DAC’s
iterative collision-resolution algorithm.



Theorem 1 Let P ′

e be the BER in forward-direction decoding
in DAC, andPe be the BER of a single head packet without
collision, thenPe ≤ P ′

e < 2Pe.

A more relevant metric is the packet error rate (PER), which
will be used to characterize the gain of DAC over CSMA/CA
based non-cooperative schemes. With respect to PER, we have:

Theorem 2 Let Ph andPt denote the PER when the head and
tail packets are decoded without collision, respectively,then the
overall PER in bi-directional collision resolution isPv = PhPt.

Theorem 2 implies thatby allowing two relays to transmit
concurrently, PER can be reduced to the PER product of the
two independent packets. It seems counter-intuitive that error
propagation does not affect the PER. The reasons for this are
twofold. First, since the channel estimation for the tail packet is
based on preamble correlation, the estimation error is negligible
compared to the bit errors in the head packet caused by channel
distortion. Second, we do not use any error correction code,
which is beneficial for single-packet decoding. A joint design
of error correction and collision resolution may also guarantee
better performance for DAC, and this is left as our future work.

B. Throughput Improvement for Multiple Flows

Although DAC improves link reliability via concurrent co-
operative relays, it comes at the cost of reducing the multiple
access opportunity of competing network flows. This essentially
reflects the tradeoff betweendiversity gain and multiplexing
gain at a network scale, and poses a question: does DAC
increase or decrease the total network throughput when multiple
flows co-exist? For multihop networks with cooperative relays,
the general capacity-scaling law is still an open problem,
and existing work has characterized it for special topologies
with a single flow [24]. The focus of our analysis here is
on characterizing the condition when DAC can outperform
non-cooperative routing protocols without calculating the exact
capacity bound. We start from a simplified grid topology.
DenoteΦc and Φd as the achievable network throughput of
a CSMA-based routing protocol, and the corresponding DAC-
enhanced routing protocol, then:
Theorem 3 In a grid network with homogeneous link-
reception probability p, Φd > Φc when p < 0.86. The
throughput gainΦd

Φc
decreases monotonically withp.

Theorem 3 can be extended to a more general case as follows:

Corollary 1 In an arbitrary network topology with homoge-
neous link-reception probabilityp, a sufficient condition for
Φd > Φc is p < 0.64.

These analytical results imply that DAC is guaranteed to
improve throughput only when the average link quality is
sufficiently low. Remarkably, real-world mesh networks tend to
have a majority of links with intermediate quality [22] because
of channel attenuation, and because optimal rate adaptation
schemes may prefer high data-rate links with low quality, than
low data-rate links with full reception rate [6].

In a single 802.11 based wireless LAN, at any time, at most
one transmitter can be active. Hence, the DAC relaying scheme
achieves diversity gain without reducing the channel access
opportunity of any transmitter, and it has higher throughput
than CSMA, as long as the links have non-zero loss rates.
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Fig. 6. Comparison between DAC collision resolution and single-packet
decoding without collision.

VII. E XPERIMENTAL EVALUATION

In this section, we present experimental justification for the
feasibility and performance of DAC. We have built a small
software radio network to validate the DAC collision-resolution
PHY. Based on our experimental and analytical results, we
implement the DAC-based MAC and routing protocols in the
ns-2 simulator, and evaluate its effectiveness in a large network.

A. DAC Collision-Resolution PHY

We design and prototype the DAC PHY based on the GNU-
Radio/USRP platform [5]. USRP is a software radio transceiver
that converts digital symbols into analog waves centered around
a carrier frequency within the ISM band. It can also receive
analog signals via its RF front-end, and down convert them
into the baseband. The baseband digitized raw signals are sent
to a general-purpose computer running the Python/C++ based
DAC PHY modules built atop the GNURadio library.

The USRP does not yet support MAC operations requiring
instantaneous response (e.g., ACK, carrier sensing and cut-
through relaying), because of its inefficient user-mode signal
processing modules and high communication latency with the
computer. Therefore, we focus on the core components of the
DAC PHY layer, i.e., the collision-resolution modules. Our
testbed environment consists of three USRP nodes, which is
used to mimic the typical relay network in Fig. 1(b). The center
frequency of USRPs is set to 2.4145GHz, located in between
the 802.11 channel 1 and 2. The USRP transmitter’s sampling
rate is 128 MSamples/s and interpolation rate 32. With BPSK,
each digital bit is mapped to one symbol, and each symbol
consists of 8 samples after the RRC. Hence, the effective data
rate is 128

32×8 = 0.5Mbps. Each packet has a 256B payload,
which takes the same channel time as a 1KB packet in an
actual 2Mbps-mode 802.11b network.

We use two USRPs as the source and relay and allow them
to send packets with the same payload. In the common case of
DAC relaying, the links of these two concurrent transmitters
have comparable strength. Otherwise, the PER reduction is
negligible according to Theorem 2 and we can just select a
single best relay. In addition, the link with much higher SNR
may capture the other, and collision resolution is no longer
needed. Therefore, we make coarse adjustment on the SNR
between each relay and the shared receiver by varying the
transmit power and link distance, so that the difference in mean
SNR falls below 1dB2.

We evaluate the PER when using DAC PHY to resolve
two overlapping packets, and compare it with the decoding

2For SNR calculation, we note that the signal power is the square of the mean
magnitude of non-collided known symbols. Noise power equals the statistical
variance of these symbols [17].



probability of a single non-collided packet. Due to channel
variations, the SNR value cannot bepreciselycontrolled. We
thus log the decoded packets, group them according to the
received SNR, and calculate the mean packet error rate (PER)
for packets falling in the same SNR range (in 1dB unit). The
resulting SNR-PER relation is plotted in Fig. 6, where each
vertical bar represents104 packets collected over four different
time periods. We observed a transition of PER from 1 to 0 when
SNR becomes larger than 8dB. Overall, DAC PHY achieves
a similar level of PER to the single-packet decoding, which
verifies our claim thatsingle-direction collision resolution
does not increase PER, compared to single-packet decoding,
and thus bi-directional collision resolution achieves thePER
product of the head and tail packet(Sec. VI-A). Notably, our
analysis is developed based on a Gaussian channel model, but
the result is consistent with the testbed experiments which
are carried out in an office environment with rich multipath
fading. This is because the RRC filters partly cancel out the
inter-symbol interference, rendering the noise approximately
Gaussian. Unfortunately, the PER of DAC is still slightly higher
than single-packet decoder, because of the imperfect channel
estimation and symbol cancellation.

B. Performance of DAC-Enhanced Routing

1) Experimental setup:In the asymptotic analysis, for
tractability, we make simplifications including fixed transmis-
sion range and homogeneous loss probability. To evaluate more
realistic scenarios, we implement the DAC-enhanced routing
protocol (Sec. V) in the ns-2 simulator. The primary path
discovery is the same as the ETX routing (which is built
atop existing ad-hoc routing protocols) [22]. The secondary
relay-selection algorithm runs on each primary relay, which
measures the quality of adjacent links, and exchanges link-
quality information for those links connecting secondary relay
candidates and their previous and next hops. The underlying
CSMA/CR protocol is implemented based on the 802.11b MAC
in ns-2. We add the DAC header and preamble to each packet,
modify the carrier sensing and ACK timeout, so as to support
the cut-through relaying, as discussed in Sec. IV and Sec. V.

The simulation runs in a mesh topology with 50 randomly-
deployed nodes in a 1km×1km region. We use the log-normal
shadowing model with pass-loss exponent 4.0 and shadowing
deviation 5.0dB. We replace the ns-2 PHY packet reception
model with the analytical model for DAC PHY in Theorem 2,
which has been verified in our experiments. The transmit power
and reception threshold is configured such that the reception
probability is 0.1 at 250m. Overall, this topology has an
average link-quality 0.51 and median 0.47, consistent withthe
measurement from Roofnet [6] which indicates that most links
have an intermediate quality.

2) Single-unicast scenario:We evaluate the performance of
DAC in comparison with the original ETX routing for two
scenarios: single-unicast and multiple-unicast. In the first case,
a pair of source-destination nodes are randomly selected tostart
an end-to-end data session. Since no other competing flows
co-exist, we are interested in the average end-to-end packet
delay and reliability (indicated by packet-delivery ratio, PDR)
for each session. This set of experiments essentially reveal
the performance gain of DAC in an unsaturated network. We
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Fig. 7. Distribution of delay and packet-delivery ratio (PDR) for single-unicast
sessions.
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Fig. 8. Throughput gain of DAC over ETX. (a) the CDF plot; (b) the scatter
plot, each point corresponding to one session.

evaluate these two metrics over 100 sessions, with packet size
1KB and source rate 0.2Mbps.

The CDF plot in Fig. 7(a) reveals that DAC reduces end-
to-end delay for most sessions. The average delay reduction
is 27.3%. This improvement comes with much higher PDR,
as shown in Fig. 7(b). Since DAC boosts the reception rate of
low-quality links with concurrent transmissions from secondary
relays, the PDR for a majority of sessions is increased to more
than 90%.

We further evaluate the saturated throughput of DAC. We
increase the source rate such that the source node’s transmit
queue remains backlogged. We usethroughput gainas the
metric, defined as the end-to-end throughput of DAC divided
by that of ETX. The throughput gain distribution for 100
random sessions is shown in Fig. 8(a). It can be seen that
DAC can achieve a 3x throughput improvement over ETX,
with an average throughput gain 1.73. In a saturated network,
throughput depends on the bottleneck link,i.e., the link with
the lowest quality along the selected path. Hence, DAC is most
effective for paths with low-quality links. This can be seenfrom
the scatter plot in Fig. 8(b). Obviously, DAC achieves higher
throughput gain for those sessions where ETX has below-
average throughput. These sessions tend to have links with high
loss rate along their paths.

3) Multiple unicast sessions:We proceed to examine DAC’s
performance when multiple competing flows co-exist, where
the fundamental tradeoff between diversity and multiplexing
gain becomes an important factor in determining the total
network throughput. We evaluate the network throughput as
a function of the traffic load. Specifically, we fix the source
rate at 10Kbps and increase the total number of sessions. As
illustrated in Fig. 9(a), the total network throughput increases
with the number of sessions when traffic load is low. In such
cases, DAC can have 2x improvement over ETX routing. As the
network becomes congested, the non-orthogonal cooperation
may sacrifice the channel access time of other concurrent
sessions, and therefore, the advantage is less obvious.

While DAC’s higher throughput comes from the diversity
gain, we need to ensure this advantage does not reduce the
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Fig. 9. Total network throughput and fairness vs. traffic load.
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Fig. 10. Total network throughput vs. traffic load in a network with a high
reception rate.

fairness among sessions. To evaluate fairness, we use the Jain’s
fairness index [25] as a metric. A fairness level of 1 indicates
all sessions have the same throughput, whereas a close-to-zero
fairness indicates some sessions achieve higher throughput by
starving others. It can be seen from Fig. 9(b) that DAC always
maintains a higher level of fairness. This is because it only
rescues the bottleneck links on low-throughput paths (which
is reflected in the thresholdTD in designing DAC routing).
Overall, both the throughput and fairness are improved by
exchanging the multiplexing opportunity of high-throughput
sessions for the diversity gain in low-throughput sessions3

To make this intuition more concrete, we generate a mesh
topology with a majority of high-quality links (the average
link quality is 0.826). Fig. 10 shows the resulting network
throughput and fairness. Although DAC still maintains a higher
level of fairness, much less throughput gain is achieved. This
is because ETX tends to select high-quality links whenever
available, which are abundant in such a topology. For DAC, the
opportunity of exploiting the diversity gain is scarce. Combined
with the previous experimental results, this signifies the gener-
ality of the analysis in Theorem 3 ,i.e., as a non-orthogonal
relaying scheme, DAC guarantees throughput gain for networks
with intermediate link quality, such as the unplanned mesh
network Roofnet [6].

VIII. C ONCLUSION

In this paper, we have introduced DAC, a practical non-
orthogonal approach to cooperative relaying without the
symbol-level synchronization constraint. The key idea behind
DAC is that two partially-overlapping packets carrying the
same information from different relays can be decoded inde-
pendently by using an iterative collision-resolution algorithm at
the PHY layer. We provide theoretical and experimental results
that demonstrate the decoding probability of DAC PHY and
confirm the potential gain of using non-orthogonal relays. We
further design a simple MAC protocol to exploit the benefit

3Note that the traffic load higher than 40 sessions is less relevant since the
fairness level is low, and most sessions are starved.

of DAC decoding, and a generic approach that incorporates
DAC relaying into existing routing protocols. Using network-
level simulation in ns-2, we show that DAC can improve the
network performance in terms of throughput, delay and fairness,
especially for lossy wireless mesh networks. As non-orthogonal
relaying has fundamental advantage over traditional orthogonal
relays [3], DAC marks an effective step towards exploiting the
potential of non-orthogonal cooperative communications.
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