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Abstract—Cooperative relay is a communication paradigm o (P2  — o (R12
that aims to realize the capacity of multi-antenna arrays in a 9&‘9 G SIRNY ©®)
distributed manner. However, the symbol-level synchronization 2
requirement among distributed relays limits its use in practice. (a) Orthogonal (b) DAC, an asynchronous, non-
We propose to circumvent this barrier with a cross-layer pro- cooperative relaying  orthogonal relay protocol

tocol called Distributed Asynchronous Cooperation (DAC). With
DAC, multiple relays can schedule concurrent transmissions
with packet-level (hence coarse) synchronization. The receive

then extracts multiple versions of each relayed packet via a |n this paper, we circumvent the synchronization barrighwi

collision-resolution algorithm, thus realizing the diversity gain 5 crogss-layer relay protocol callebistributed Asynchronous
of cooperative communication. We demonstrate the feasibility

of DAC by prototyping and testing it on the GNURadio/USRP quperation (DAC). In contrast with orthogonal relay prattsc
software radio platform. To explore its relevance at the network (Fig. 1(a)), DAC allows two relays (or the source and one
level, we introduce a DAC-based MAC, and a generic approach relay) to concurrently forward the same packet to the desti-
to integrate the DAC MAC/PHY layer into a typical routing  nation (Fig. 1(b)). Even if one of them fails, the other can
algorithm. Considering the use of DAC for multiple network flows, ¢4l be decoded without incurring additional channel asce

we analyze the fundamental tradeoff between the improvement in _. . ! L "
diversity gain and the reduction in multiplexing opportunities. 1mMe. Hence, DAC improves the link reliability by exploign

DAC is shown to improve the throughput and delay performance additional spatial diversity from co-located relays.
of lossy networks with medium-level link quality. Our analytical Unlike the non-orthogonal relaying in information theory
results are also confirmed by network-level simulation in ns-2.  [3], DAC only needs to maintain coarse-grained packettleve
synchronization among relays, which is achieved via MAC-
|. INTRODUCTION layer sensing and scheduling. At the PHY layer, it extracts

It has been well-understood in information theory thatygla 'T“.J'“p'e versions of a packet frqm different relays usingod
cooperation can improve the rate and reliability of wireledision resolutlonalgorlthm. Specifically, DAC takes.advantage
links [1]. A typical cooperative communication protocolaais  ©f the natural time offset among these packet copies to @ecod
a relay to overhear the source’s transmission, and therafdrw ¢/€an bits in the packet. It bootstraps an iterative caatef
the data to the desired receiver in case the direct deliver cedqre that recovers those symbol positions whergrellffe
attempt failed. Such a two-stage cooperative relay prdto S colhd_e, by remodeling the known bits and cancellingrth
essentially establishes a virtual antenna array amongjpteult ToM collided symbols. _ _
distributed single-antenna transmitters, so that thedigsacity 10 Make the above idea concrete, we design and implement
from the source to the destination may be boosted. the DAC PHY layer on the GNURadio/USRP software radio

Orthogonal space-time codes [2], originally designed rglatiorm [S]. _The_c_:org components in our deS|gn |lnclude
point-to-point MIMO links, have been proposed to exploi¢ thPacket-offset identification, channel parameter estionatand
additional degrees of freedom (referred to asdiversity gain sqmplg-level signal modeh_ng and_ cancellation, which ae d
offered by relay nodes. Non-orthogonal schemes [3] thatall tiled in Sec. 11l Our experimentation on a small relay rarkw
relays and the source to transmit concurrently in the fodimgr SHOW that DAC can indeed make a diversity gain for typical
stage can achieve the same level of diversity gain as MIMSNR ranges. : .

In these seminal information-theoretic approaches, petiiae To translate th|s_advantage into network performancg en-
synchronization among relays is assurmegriori. However, hancement, we design a MAC protocol that extends the widely-
unlike point-to-point MIMO links, cooperative communiiai  US€d CSMA/CA and integrates the DAC PHY with it. A key
is asynchronous by its nature since there is no global clo{d2 in our design is to useut-through relayingto main-
shared by the relays. The randomness introduced by propa? maximal compatibility with the 802.11-style mechanis
tion delay and higher-layer operations typically generatéme >Pecifically, the relays forward a packet immediately (with
offset/skew in the order of several microseconds or moreifig] PUffering it) upon overhearing or seeing a retransmisseader
contrast, the typical symbol duration of wireless commatian 7oM the original source node. Hence, the relays make teansp
standards d.g, 802.11) is well below lus, and even half a ent contributions without disrupting the retransmissicawrier

symbol shift in time will completely offset the advantage of€NSiNg and exponential backoff decisions at the source.
synchronous cooperative communications [4]. We further introduce a generic approach that can use the

DAC MAC/PHY to improve existing routing protocols. In

The work described in this paper was supported in part by t8& Nnder app_lying this approach to multiple ne_twor_k ﬂOW_S’ we i_deif
Grant CNS-0721529. an important tradeoff between the diversity gain providgd b

Fig. 1. A contrast between traditional relaying and DAC. Hmaded tags
denote the order of transmission.



concurrent relays, and the multiplexing loss due to expdnderthogonal relaying protocol without any symbol-level itig
interference region. Our analysis reveals that DAC impsoveonstraint.
network throughput when the link loss rate is below a cer- The implication of cooperative relaying for higher layers
tain threshold, which can be exactly profiled for simplifiethas been studied recently. Jakllati al. [10] directly applied
topologies. Therefore, DAC is best applicable to lossy &8s the synchronized space-time code to establish virtual MISO
networks (such as unplanned mesh networks [6]), where it darks for routing. Sundaresaet al. [11] showed that the more
enhance the network throughput by improving the religbit practical two-phase orthogonal relaying scheme (Fig.)l(a)
bottleneck links with a low reception rate. driven by the retransmission diversity from relays equippe
Due to the limitation of our software radio platforme(, with smart antennas, can make a remarkable throughput gain.
USRP), we cannot directly implement the DAC-based MAC An alternative approach to exploiting diversity gain is the
and routing protocols. Therefore, we develop an analyticatthogonalopportunistic relaying[4], which selects the best
model with closed-form characterization of DAC’s achideab among all relays that overheard the source’s packet, based o
bit error rate (BER) and packet error rate (PER). We modifpstantaneoushannel feedback. In Sec. IV, we show that DAC
the ns-2 PHY with this new packet reception model, anthn serve as a complement to opportunistic relaying. Byvallo
implement the DAC MAC and routing protocol based on iing two relays, it provides redundancy across indepenglentl
Our simulation experimentation demonstrates that DAC céded packets, thus further improving the link reliability
significantly improve the throughput and delay performance The feasibility of allowing concurrent transmissions hioa
of existing loss-aware routing protocols. It thereby réseabeen explored in distributed beamforming [12]. Beamfoignin
the potential and practicality of non-orthogonal cooperain protocols synchronize the relays, such that their signals c

wireless relay networks. combine coherently at the receiver. However, they requiiet s
The main contributions of this work can be summarized dgquency, phase, and time synchronization among diséibu
follows. transmitters, which remains an open challenge [12], duééo t

« We design and implement an asynchronous no}ilr_nited time resolution at wireless nodes, and the vanatd

orthogonal relaying scheme and test it on an actual rafreless channels. In [13], transmit beamforming is disect

platform. The PHY layer BER and PER performances afested on 802.11 wireless cards. However, the overlapping

characterized theoretically. signals are not guaranteed to combine coherently due toofack

« We design a MAC protocol that exploits distributed asyrEXPlicit synchronization. Therefore, both gains and lesaee
chronous relays with minimal signalling overhead angPserved when compared with single-packet transmission.
maximal transparency to the 802.11 MAC. The advent of high-performance software radios has indpire

« We propose a generic approach that incorporates the DARIgNal-processing-based solutions to overcome the dedigie
based relaying scheme into existing routing protocol§/ the CSMA/CA based 802.11 MAC. For example, the

Based on an asymptotic analysis in tractable netvvoﬁigzag protocol [14] overcomes the hidden terminal problem

models, we profile the sufficient condition when DACN WLANSs by identifying repeated collisions of two hidden
improves the performance of existing routing protoco|s_transm|tters. It then treats each collided packet as a swan ov

two packets. The two original packets are recovered from two
Khown sums, similar to solving a linear system of equations.
DAC’ collision resolution PHY is similar to ZigZag, but aims
t% resolve packets from a single collision wifample level
timation and cancellatiorDAC aims at improving the end-

The rest of this paper is organized as follows. Sec.
discusses related efforts in wireless relay networks. 8éc.
describes the design and implementation of the DAC PH
The DAC-based MAC and routing protocols are presented

Sec. IV and V, respectively. Sec. VI analyzes the BER, PER, ong throughput and delay performance of lossy wireless

aﬂd nefcwork—levgl asymptotic performa_nce for DAC. F“r_therﬁesh networks, where it exploits cooperative diversityseloa

simulation experiments are presented in Sec. VII to vadidag cut-through relaying and optimal relay selection.

DAC's performance. Finally, Sec. VIII concludes the paper.
1. CoLLISION RESOLUTIONPHY IN DAC

Il RELATED WORK The core component of DAC PHY lies in the signal process-

Cooperative diversity was originally proposed in inforinat  ing module at the receiver, which can decode two overlapping
theory to realize the capacity of MIMO systems. The distéu Packets carrying the same data. In this section, we focuben t
space-time code [2] for two-stage cooperative commuminati design and implementation of this customized receiver rieodu
has been widely explored to improve the performance of relipte that in a separate paper [15], we have adopted a similar
networks (see [7] for a survey). Azariagt al. [3] showed PHY layer based on simulation, but its objective is to achiev
that non-orthogonal cooperation schemes can approxirhate the optimal broadcast delay in wireless mesh networks.
performance of centralized MIMO systems through multiple
relays. However, these cooperative relay protocols assuftre
perfect time synchronization among relay nodes. Recenidy, Suppose in the second stage of the basic DAC relaying
[8] and Li et al. [9] reduced the synchronization constraint techeme (Fig. 1(b)), the relay and the source transmit the
sub-symbol level, but assumed known and controllable tinsame packet towards the destination. Due to the randomness
offsets between relays. DAC'’s diversity gain is incompégabintroduced by the transmitters’ higher-layer operatidhs,two
with such synchronized schemes, and it only allows for twappies of the same packet are unlikely to be aligned peyfectl
concurrent relays. However, to our knowledge, it is the fist- The receiver identifies the natural offset between these two

An Overview of lterative Collision Resolution
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first decodes the clean symbols in the offset region, and

iteratively subtracts decoded symbols from the collidedsp &

thereby obtaining the desired symbols. Fig. 3. Flow-chart for DAC transmitter (upper) and receivemer).
For instance, in Fig. 2, two packets (nameehd packePl1

andtail packetP2, respectively, according to their arrival ord

overlap at the receiver. We first decode the clean symido . .

and B in P1. SymbolC is corrupted as it collides witht’ in  Of the symbols, we extensively usample-levelcorrelation,

P2, resulting in a combined symbsl To recoverC, we note '¢medeling, and cancellation, as discussed below.

that A’ and A carry the same bit, but the analog forms are

different due to independent channel distortions. Theeefwe -~ po ket Detection and Offset Estimation

need to reconstruct an image df by emulating the channel

distortion over the corresponding bit already known dia The original 802.11b PHY detects the start of a packet by
After reconstruction, we subtract the emulatéti from S, identifying a sequence of known bits from the slicer outyit.

obtaining a decision symbol fof’. Then, we normalize the DAC, we need to detect the presence of one or more packets

decision symbol using the channel estimation for P1, and usefore feeding the symbols into the slicer. This is achidygd

a slicer to decide if the bit i’ is 0 or 1. For BPSK, the slicer using a combination ofnergyand featuredetection.

outputs 0 if the normalized decision symbol has a negatiae re Energy detection estimates a packet's arrival by locating

part, and 1 otherwise. The decoded bitGhis then used t0 3 purst in the magnitude and phase of the received symbol.

reCOHStrUCC’ and qecod-@. ThIS process_ Iiterates Unt” the enqb\ccording to our experiment, a data Symbo' typ|ca”y has at

of the packet. The iteration for other collided symbols petts |east 8dB SNR in order to be decoded error-free. Therefore, i

iterative
cancellation

remodel tail
pkt's samples

ZigZag [14], the channel parameters must be estimated im-a si
gle collision. To obtain accurate estimation and recowtitn

in a similar way. is easy to identify the first symbol of the head packet. When
) ] the tail packet arrives and overlaps with the head packeir, th
B. DAC Transceiver Design corresponding complex samples add up. The magnitude and

The transmitter module in DAC (Fig. 3) is similar to legacyphase of the resulting symbol thus deviates from the previou
802.11b, except that it adds BAC preamblethat assists Symbols, which are relatively stable. DAC uses this devrati
packet detection. The transmitter maps a digital bit to alsyim as a hint for packet collision.
according to a complex constellation (“1” and “0” are mapped Energy detection can provide a symbol-level offset estima-
to 1 and -1, respectively). The symbol then passes througtien, whereas DAC necessitates sample-level estimation-ac
root raised cosine (RRC) filter, which interpolates the sgimbracy, since the overlapping symbols do not align perfedtly.
into I samples (we adopt a typical valde= 8) to alleviate addition, energy detection’s false positive rate increashen
inter-symbol interference. The RRC shaped symbol is the firembient noise raises the RSS variation. Therefore, we gtenbi
output from the transmitter. it with feature detection to reduce false positives. Speatiff,

The receiver module in DAC is also illustrated in Fig. 3. Inwe correlate the raw decoded symbols with a 256-bit known
the normal case of decoding a single head packet, the receiyeeamble to confirm the packet arrival event. We didierential
acts like a typical 802.11b receiver. Upon detecting a tadket correlation (i.e., correlating the phase difference of adjacent
immersed in a head packet, the receiver identifies the etaxtt ssymbols with the known difference obtained from the preanbl
of the tail packet, rolls back to its first symbol, and stafts t in order to cancel out the transmitter/receiver frequerftset
iterative cancellation algorithm. The receiver needs fglay The correlator outputs a peak whenever a packet arrives. The
the bit-to-samples transformation at the transmitter, et as threshold configuration for peak detection is similar to][14
the channel distortion, when reconstructing a symbol intélile Note that the correlation peak is 256 bits behind the first
packet. The channel distortion, including amplitude ategion, symbol, and therefore DAC maintains a circular buffer stgri
phase shift, frequency offset, and timing offset, must ke esthe latest 256 symbols and their samples, and rollbackseto th
mated and updated dynamically, since channel parameters st symbol before cancellation.
during the decoding procedure, and the estimation error carThe energy and feature detection confirms the packet arrival
accumulate, eventually corrupting the entire packet. and indicates the symbol-level offset. The exact sampletle

The main challenge in implementing DAC lies in identifyingcollision position is then identified by correlating tkamples
the exact offset between the two packets, and remodelingar the beginning of the tail packet with the known sampies i
the symbols in the tail packet based on channel parametee first 16 bits of the preamble (hence 128 known samples in
estimation. Unlike interference cancellation [16], we tndisal total). The position where the maximum correlation magtétu
with the common case where collided packets have comparabteurs indicates the start of useful samples. To isolataraa
RSS. Otherwise, the weak packet may be captured and offdistortion from transceiver distortion, the known sampées
no diversity gain. Unlike the symbol cancellation algomitin  obtained offline from the output of a transmit filter.



D. Channel Estimation where F'(i) denotes the-th filter coefficients. At the receiver
- . __ side, this filtering process is replayed for the tail packet,
We use the colllslon—frge symbols in the bggmnmg of th(‘?bserving that the digital bits:(t) are already known from
head packet to estimate its channel. The beginning of the t&lior decoded bits in the head packet

Eacléet |sk|r{1mer3erc]j in strog_g n:nset_e( tthe s_|gnals In tg.e 5) Correcting channel-estimation errordRecall the initial
ead packet), and hence, a direct estimation is severesgdia correlation only provides coarse estimation of the chagaéi

Unlikg p_rior signal cancellation algorit_hms [14], [15] thain the tail packet. During the iterative cancellation priees,
explon §|gnal capture or repeated coII|s_|ons, we obtamrse we need to refine the estimation via a simple feedback al-
estimation of the tail packet by correlating and cancelling gorithm. Specifically, we reconstruct an image of symbols in

known preamble, and then refine the estimation on-the-fly. w0 head packet, and subtract these symbols, to get a refined
1) Amplitude and phase distortionA coarse estimation gstimation of symbols in the tail packet. We use the diffeeen
of the channel can be obtained via sample level correlatiqfuyeen this refined estimation and the original reconsielic
Suppose the known samples ar@), vt € [1, K] (Ks =128, image to calculate the channel estimation error, and theatep
as discussed above), then the received g@omelgxtsamples 3f{g frequency and time offsets, in a similar manner to the/abo
channel distortion should bey(t) = Ax(t)e’**/?"/" + n(t), ostimation for the head packet. Observing that the channel
where n(t) is the noise processi and ¢ are the channel gain remains relatively stable for one packet, we use a ngovin
amplitude and phase distortionf is the frequency offset 5yerage approach to update the channel amplitude and phase
between the [ransmitter and the receiver. After correfatiee  gistortion for the tail packet.
getY = AY7.% [w(t)e? "2 A 4 n(t)]z(t). The phase error — one gbservation from our implementation is that the calfisi
due to frequency offset is typically on the orderldf * rad per offset identification may also deviate from the exact ciulhis
sample, and thus, its accumulating effect over fiesamples osition by one or two samples, especially when SNR is low.
is negligible. Further, the ambient noise plus the randope exploit the MM circuit output to compensate for this error
samples from the head packet can partly cancel out, regultigjhen the MM circuit outputs a sampling step larger tHauit
in 37,2 2?(t) > 37,2 a(t)n(t). Therefore, we approximateindicates that the collision position is likely to be largaan
the complex channel distortion &%; = Y(Zf;l 22(t)) L. initially estimated. Our algorithm then increases a credltie
2) Frequency offset estimationWe use the Costas loopby At (0 < At < 1). When A¢ > 1, we update the packet
[17] to estimate the residual frequency error in the reakiveffset by 1. A symmetric update procedure is used when the
baseband signals, which is also the frequency offset betwesampling step is smaller thah
the transmitter and the receiver. Costas loop calculatephbse Harvest Diversity with Packet Selection
change between two adjacent symbols, and then updates I%he ) ) .y o o
frequency error via first-order differentiationf = 6f + w - Beside the iterative decodmg in the forward direction, DAQ
(p(t+1)=p(t)), wherep(t) is the symbol phase at timgand ¢an also work backward, starting from the clean symbols in

w is an update parameter, typically set on the ordet(of5.  the tail packet (symbol™” and Z’ in Fig. 2), until reaching
its beginning, thus obtaining a different estimation of the

3) Timing recovery:ldeally, a receiver should align its sam- K ; h K . h ) .
pling time with the transmitter to achieve maximum SNR. IR2cKet. Since these two packets arrive at the receiver wa tw

; P ; . iIndependent links, even if one fails in decoding, the other
practice, the sampling time may deviate from the peak pmrsltl'n : > . )
of the RRC-shaped sample envelop, reducing the effectiie. SNN&Y S_t'” b‘? correctly deched. Th|s_ |s.t.he baS|s of DAC’s
A widely-adopted method to correct for sampling offset is thdVersity gain, and will be rigorously justified in our ansly
MM circuit [18], which uses a nonlinear hill-climbing alggim 2nd experiments.

to tune the received signals, such that the sample pointdLJ._\")teI that rt]heddi\(erfit()j/_ gainh COMES %tl the gxphense of j‘d&
asymptotically aligned with the optimal sampling time. ional overhead, including the preamble and the extende

Remarkably, the MM circuit works only when adjacen[eception time due to the packets’ offset. However, therpida

symbols have a comparable magnitude, which holds for sing Sngth we use is oniy, = 256 bits, and the offset time can be
packet decoding. For DAC, the collided symbols have Iarg!e
variations since they consist of symbols from differentrotels.

Hence, we enable the MM circuit timing update only after th | th der of 1%
symbol cancellation. Further, we need to freeze the MM dii,rcu's only on the orger ot 1%.

i.e, fix its sampling step, whenever an energy burst is detect%%ﬁ::seﬁlggéi tgﬁf thiﬁv%r:\?gsn?ilnisatm?:g)g’ Z?g%ﬁsre$ﬁggkﬁg an
indicating a potential collision. We re-enable it for eaginbol y P '

. 5 . . . .
in the head packet after the corresponding symbol in the t%ﬁl? r;]aese%g% %O$O£§Li§y§££§ g?tgflt?]téogr:gpgthgégﬁi'jn
packet is subtracted out. y b SY! qy

: . . . . . is triggered. In addition, the implementation of DAC is bwih
4) Transmitter distortion:Beside the channel distortion, the, PS?(Q However. the estimationp reconstruction and caatiefl
transmitter also pre-processes the signals using the RRC fif ) higher-order’modulation sch,emes, such as M-PSK (M=4, 8,

t(i cpmb?'imulti-patr fadin?.”The RRC converts a symbol (1 9% 64), can be realized in a similar way, except that theasign
-1) into I = 8 samples as follows: constellation is mapped to different complex vectors [14].
31 1 I
i) = alt ~ DECS +0) +a()F (5 +3)i € 0,

5) IV. CSMA/CR: DAC-BASED MAC

I We now introduce a MAC protocol which extends the
571) 802.11-style CSMA, but adds optimal relay selection @ud-

sily confined within the duration of tens of bits, with etaf-
e-art software radios [19]. In contrast, a typical datglqed
iéz around 1K Bytes. Therefore, the additional overhead o€DA

~

si(t) = 2(OF(E + i)+ a(t + )F(i - g)y el

[\)



through Relayingo support DAC’sCollision ResolutiorPHY, oo T [AcR .\,S;Q”da'y
T 7

and hence, it is referred to &MA/CRCSMA/CR exploits the **""°"<xr

retransmission diversity in a similar way to typical twege source [DATA|] _[DATA| I : R)—@,

relay protocols (Fig. 1). The unique fegture is that in tmDsel' relay foﬁ PATA] P:g‘;yry
stage, the relay can transmit immediately after overhgaain 1 ISonse preamble @ @
retransmission indicator and packet header from the sotiree Fig. 5. Improving an existing

source and relay’s packets partly overlap at the receiugthe ~ F9- 4 DAC-based MAC operations.  routing protocol using DAC.

collision can be resolved and exploited by the DAC PHY. yjaple in wireless networks. For example, Sora [19] achieve

One challenge in realizing CSMA/CR is how to select thgcheduling-granularity comparable with the high-rateeteiss
best relay to maximize the diversity gain. Another problemtandards (such as 802.11a) via programmable software and
is compatibility with 802.11 — we aim to add the leasteconfigurable hardware.

overhead and modification to 802.11. To this end, we Proposeror radio devices incapable of cut-through relaying, we

the following solutions. adopt the following scheme built atop the 802.11 RTS/CTS
) mechanism. Before retransmission, the source sends an RTS
A. Protocol Operations packet, piggy-backing the retransmission bit and the p#cke

The basic MAC-level operations of DAC is illustrated inidentity information in it. Upon overhearing this RTS anath
Fig. 4. Suppose a direct source-destination link is alreadybsequent CTS, both the source and the relay transmit the da
established by a routing protocol. The source makes a fipgcket. In current wireless transceivers, the decisionimgak
attempt to transmit the data packet, which can be overheéifge is typically on the order of several microseconds [Kis t
by both the relay and the destination. If the packet readmes tandomness is sufficient to offer several bits’ offset bemvthe
destination, then CSMA/CR proceeds like CSMA/CA. Upon &vo transmissions, thus allowing for collision resolutianthe
failure, i.e., the source receives no ACK from the destinatior?HY. For transceivers with higher time resolution, randesm
then it schedules a retransmission and sets a indicatan tiiei can be introduced by allowing the source and relay to rangoml
header of the retransmitted packet. When the packet is enitteackoff before starting the retransmission.
the relay will forward the same packet it overheard, immeB- Optimal Relav Select
diately after decoding the retransmission bit and the packe™ ptimal Relay Selection
identity (flow id, sequence number, and transmitter id),alhi  Intuitively, the best relay should have high-quality lintcs
are included in its header. Thisit-through relayingntroduces both the source and the destination. With simple analysis on
offset between the arrival time of the source’s and relaytbe three-node relaying network (Fig. 1(b)), we can profile
retransmission packets, and provides the necessary mondithe packet delay as follows Denote p,; as the reception
for collision resolution at the receiver. probability of link.S — D, andg,y = 1 —p,q (Similar notation

Due to this asynchrony, the source still senses a busy charifeused for linkS — R and R — D); and Z, D the packet
immediately after completing the retransmission. It thgre Size and data rate, respectively. Then we have:
extends the ACK timeout by the duration between current tinfgoposition 1 When relayr is selected, the expected per-
and the end of this busy period, which is also the offset betwepacket transmission delay is:
the source and relay’s retransmissions. This procedureatep Z 1+ qsapsr(1 = gsd@ra) ™"
until the source receives an ACK from the destination. To T, =—-

improve the reliability of ACK, the relay also schedules &cu |t follows imrr?ediately thlat t%ééqgf)timal relay that result in
through relaying of the ACK packet, when it overhears thginimal delay should satisfyR* = argmin,. T,.
header of the ACK packet from the destination. To simplify the DAC relaying protocol, we have adopted the

One remarkable point is that the relay facilitates the retra average link reception rate for selecting a single fixedysela
mission only when it asserts that the source be the onlyectiwstead of per-packet SNR feedback [4]. DAC can be extended
transmitter within sensing range. This decision is made kyy complement opportunistic relaying [4], by dynamicall- s
looking into the NAV field in 802.11 MAC, which indicates|ecting the best relay that overheard the source packes. ceri
activities in neighboring region, and by looking into there be realized by allowing the relay candidates to set a backoff
sensing record right before the source’s retransmissfothel counter that is inversely proportional to their link qugalitith
relay senses a busy channel but cannot decode the identityref destination, in a similar way to [4]. Further investigatof
the transmitter, then it remains as a normal 802.11 tramscei this approach is left as our future work.

The advantage of CSMA/CR is that the retransmission de-DAC’s MAC level relay selection algorithm can be further
cision is made solely by the source node, and it needs r&tended to multi-hop cases, to enhance existing routiog pr
know whether the relay has overheard the first transmissi@gcols, as discussed below.

The relay’s retransmission decision is also made locally, a

cording to the header it overhears from the source. The iflea o V. INTEGRATING DAC WITH ROUTING PROTOCOLS
allowing relay operation in the middle of source transnussi A joint design of DAC relay selection and routing can
has long been adopted in wireline networks [20]. It has nehbeprovide optimal end-to-end delay performance. For sintglic
adopted in wireless networks, which typically operatesio®t and to emphasize the advantage of non-orthogonal cooperati

orthogonal mode, schedules transmission on a per-packst, banowever, we restrict our attention to a generic relay-siec
and allows only one transmitter within the carrier sensanpe.

However, emerging high performance software radios makes i'Detailed proofs to the analytical results in this paper alable in [21].




approach that integrates DAC into existing routing protsco In the actual implementation of DAC, a reld) is included

given that the routes had already been selected. Spegifisal in the candidate set of secondary relays only if it has a reyn-z

use the ETX routing [22] as a basis, and show how to improveception probability withk;_;, R; and R; ;. Further, based

its reliability and throughput using DAC relays. on the above proposition, we can obtain a closed-form expres
Observing that real-world mesh networks tend to have a msien for the cooperation gain using DAC relaying in terms of

jority of links with intermediate quality [6], the ETX protol throughput improvemeny* = 2 - (p;, ; +p; ' ,)-T* 7' We

adopts a loss-aware link metric, which is the expected numi@opt a secondary relay only if the potential gginis larger

of transmissions needed for successfully delivering a@ack than a threshold, (set tol.1 in our design).

a link. This metric is used to find the shortest path for each To reduce the signaling overhead, we again used the mean

data session (a source-destination pair). link loss rate as a metric for selecting a fixed secondaryyrela
Our basic idea is to optimize the ETX route on a petnstead of adjusting the selection for each packet. As shown

hop basis. As shown in Fig. 5, supposepdamary path existing measurement and routing design [6], [22], the mean

(S---Ri_, — R; — R4, --- D) consisting ofprimary relays link loss rate is relatively stable on an hourly basis, anchit

has been established by ETX. For each primary rétaywe be obtained from the delivery probability of data packets.

decide whether to add secondary relayto it, and select the The above scheme based on secondary relay selection can be

best secondary relaf’, according to the potential performanceised to improve other routing protocols. For example, we can

gain in terms of reducing the delay from the previous ligp;,; improve a traditional orthogonal relaying based routingt@col

to the next hopR; ;. [11] by adding a secondary relay for the existing primary
Before analyzing the potential gain, we first introduce thelay. Similar idea can be applied to assist opportunisiiting

cooperation between the primary and secondary relays. TaR8], in which two forwarders who overheard the same packet

the scenario in Fig. 5 as an example. In the normal mod@n be scheduled concurrently, following similar negairat

R;_1 makes a first attempt to forward a packet®p. Upon mechanism in ExOR [23]. The pros and cons of using a DAC

successful reception, eith@&; or R, or both of them can return based secondary relay will be further clarified in our arialys

an ACK The DAC colhsmn—resoluuon PHY ensures no ACK V1. ASYMPTOTIC PERFORMANCEANALYSIS

collision happens. From the perspectiveR)f 1, it proceeds to ) )

the next packet as long as it can decode an ACK. In this section, we analyze the performance of DAC, from
If only R; receives the packet, then it schedules the forwarBOth the PHY layer and the network level.

ing following a nor_mal DAC MAC, regardi_ngﬁg astherelay. If A BER and PER in DAC’s Collision Resolution

both of them receive the packet, th&) will perform the cut- The iterati llisi lution in Ch

through relaying immediately after it sensBstransmitting the propaeg:aﬁ(r)?] 'Vgu(éot(')smg rceosrcr)elljaltci)gnlrl]:)etwcé:auns c?:r?sg?:jts'n?er;rro
packet it overheard. A primary relay piggybacks the seskion coded symbols. For example, in Fig. 2, if symbblproduces

(represented by the source-destination of the path), seque . :
and sender ID in the forwarded packet’'s header, so that it ¢ erroneous bit, then the error propagatesAfo which
be recognized in time by the secondary relay. An excepti ects stgbse?uent_fst);]mbolf Slljct:)htcazlf:oruangtely, tS#Ch error
: propagation stops if the actual bits df and C' are the same.
happens when only the secondary reféyreceives the packet, m:éhis case, after subtracting the error imageA6f we obtain

/ H .
ORfi ;itsml\aé?(s gzzdoecrctﬂzr}geigeﬁggz ?&?anrnviii;hﬁazzsea strengthened symbol indicating the correct bitcaf Error

R/ sends the ACK immediately, and then temporarily takes t}p%opaganon allso stops when Symb@' ha_\s_ a much hlgher
position of R;, serving as the primary forwarder, forming & rength thard’. Based on thesg two |ntu|t|9.ns, Yve prove.
typical 3-node local relay network together wifh, following Lemma 1 The error propagation probability in forward-
the DAC MAC. The control goes back to the primary relgy direction decoding can be characterized as:

in the next successful packet transmission fr@m, to R;. P = Q(\/271 — 24/272)

The above protocol operations allow us to derive a modghere~; denotes the SNR of packefTheQ-functionis defined
for anquzmg the expgcted transmission delay, and S.B.@Ct'as:Q(y) _ (27r)—% foo e~% dz. A symmetric equation holds
the optimal relay that incurs the minimum delay. Specificall or backward direction decoding
we model the progress of a packet as a Markov chain, drivenfby ' .
the transmission, cooperation and forwarding operationsrgg ~_Based on Lemma 1, we further prove that the probability
primary and secondary relays. Following notations simitar that an error propagates alongits decays exponentially as
those in Sec. IV, we have the following proposition. increases, as reflected in the following result.

Lemma 2 Denote the packet length a6 and packet offset
Ms F, then the steady state error length probability can be
characterized as: 1 _ pG

T =moP. P Vi€ (1,G], mo=(1+P.- 5 )t

(@ o apr Y (s 101 1 g) " where P, = Q(\/29yWD~1) is the BER of a non-collided
G eI s Ty = packet with SNRy, data rate D and signal bandwidthiy.
T — Z. 1+(qi,i+1pyi’,i)(l_qi,i+lQ'i’,i+1)71' The G = L%J

Proposition 2 The expected delay in delivering a packet fro
R;_ 1 t0 Riyq is:
T=00~-¢-1:q-1) " [ZD " +pi_1.:qi-1.4T

+pi—1,iPi—1,i Tiir + Gi—1,iPi—1,00 T3]

where T,y =

Z

D(1=qi,i41q5 4341)° " D 1—qiit1qy 5 i i '
best relay should have minimal deldy among all secondary . W"Fh the z_ib_ove Iemmf'is, We can bound the BER in DAC's
iterative collision-resolution algorithm.

relay candidates.
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[ ICollision resolution

Theorem 1 Let P, be the BER in forward-direction decoding
Il Single-packet decoding

in DAC, and P, be the BER of a single head packet without

0.8

collision, thenP, < P! < 2P,. 08

A more relevant metric is the packet error rate (PER), which 04

will be used to characterize the gain of DAC over CSMA/CA 02

based non-cooperative schemes. With respect to PER, we have 0
(5,6) (6,7) (7,8) (8,9) (9,10) (10,11)11,12X12,13)13,14)(14,15)

Theorem 2 Let P, and P; denote the PER when the head and SNR range (dB)
tail packets are decoded without collision, respectivitign the Fig. 6.  Comparison between DAC collision resolution and Isifmmcket
overall PER in bi-directional collision resolution B, = P, P,. 9eceding without coliision.

Theorem 2 implies thaby allowing two relays to transmit VIl. EXPERIMENTAL EVALUATION
concurrently, PER can be reduced to the PER product of the
two independent packett seems counter-intuitive that error
propagation does not affect the PER. The reasons for this
twofold. First, since the channel estimation for the taithet is
based on preamble correlation, the estimation error idgibtg
compared to the bit errors in the head packet caused by cha
distortion. Second, we do not use any error correction co
which is beneficial for single-packet decoding. A joint dgsi A. DAC Collision-Resolution PHY

of error correction and collision res_olgtion may also gusea We design and prototype the DAC PHY based on the GNU-
better performance for DAC, and this is left as our futurelwor R dio/USRP platform [5]. USRP is a software radio transaeiv
B. Throughput Improvement for Multiple Flows that converts digital symbols into analog waves centeredrat
a carrier frequency within the ISM band. It can also receive
analog signals via its RF front-end, and down convert them
Pnto the baseband. The baseband digitized raw signals ate se
to a general-purpose computer running the Python/C++ based
C PHY modules built atop the GNURadio library.
he USRP does not yet support MAC operations requiring

In this section, we present experimental justification fo t
feasibility and performance of DAC. We have built a small
are radio network to validate the DAC collision-ragan
PHY. Based on our experimental and analytical results, we
implement the DAC-based MAC and routing protocols in the
3“}5)2 simulator, and evaluate its effectiveness in a larggor&.

Although DAC improves link reliability via concurrent co-
operative relays, it comes at the cost of reducing the malti
access opportunity of competing network flows. This esabnti
reflects the tradeoff betweediversity gainand multiplexing
gain at a network scale, and poses a question: does D

increase or decrease the total network throughput wheripigult instantaneous response.d, ACK, carrier sensing and cut-

flows co-exist? For multihop networks with cooperative ysla through relaying), because of its inefficient user-modeai
the general capacity-scaling law is still an open problem 9 ying), 9

and existing work has characterized it for special topcElsg’iprocessing modules and high communication latency with the
with a single flow [24]. The focus of our analysis here iéomputer. Therefore, we focus on the core components of the

on characterizing the condition when DAC can outperfor teét%eZH;\vl%ﬁ%;?\; ctgﬁsics?glscl?rt‘ﬁéio'ﬂgpﬂ%ﬂgﬁs'wﬁﬁﬂ is
non-cooperative routing protocols without calculating #xact '

capacity bound. We start from a simplified grid topolog;}’r Zziézg'rgécdgagg'%alsg?g gejvl\’gggﬂ;'?a clas?e)(.jtr:]eb?tvr\}teen
Denote &. and & as the achievable network throughput Olhe 802.11 channel 1 and 2. Thé USRP tr,ansmitter’s sampling
:niiméab?cfjt(ijngog?gg) Cp czlottohc;) r: and the corresponding DA Fate is 128 MSamples/s and interpolation rate 32. With BPSK,
. ' o ., each digital bit is mapped to one symbol, and each symbol
Theorem 31In a grid network with homogeneous link-cqnsists of 8 samples after the RRC. Hence, the effective dat
reception prol_:;aq?mtyp, ©q > @, whenp < 0.86. The a0 is 5525 = 0.5Mbps. Each packet has a 256B payload,
throughput gaing? decreases monotonically wifh which takes the same channel time as a 1KB packet in an
Theorem 3 can be extended to a more general case as follosi¢sual 2Mbps-mode 802.11b network.
We use two USRPs as the source and relay and allow them
Corollary 1 In an arbitrary network topology with homoge-to send packets with the same payload. In the common case of
neous link-reception probability, a sufficient condition for DAC relaying, the links of these two concurrent transméter
Dy > D, isp <0.64. have comparable strength. Otherwise, the PER reduction is

These analytical results imply that DAC is guaranteed ff9ligible according to Theorem 2 and we can just select a
improve throughput only when the average link quality isingle best relay. In addition, the_ I|_nk with mL_Jch hlgher SNR
sufficiently low. Remarkably, real-world mesh networksdea ™May capture the other, and collision resolution is no longer
have a majority of links with intermediate quality [22] besa N€€ded. Therefore, we make coarse adjustment on the SNR
of channel attenuation, and because optimal rate adaptaff§tween each relay and the shared receiver by varying the
schemes may prefer high data-rate links with low qualitgnth fransmit power and link distance, so that the difference é@am
low data-rate links with full reception rate [6]. SNR falls below 1dB. _

In a single 802.11 based wireless LAN, at any time, at mostWe €valuate the PER when using DAC PHY to resolve
one transmitter can be active. Hence, the DAC relaying sehe/0 overlapping packets, and compare it with the decoding

achieves diversity gain without reducing the channel acces
y g 9 2For SNR calculation, we note that the signal power is the sgothe mean

opportunity of any transmitt?rv and it has higher throu@hp\’hagnitude of non-collided known symbols. Noise power equasstatistical
than CSMA, as long as the links have non-zero loss rates. variance of these symbols [17].
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probability of a single non-collided packet. Due to channel
variations, the SNR value cannot ppeeciselycontrolled. We £ °°
thus log the decoded packets, group them according to thas
received SNR, and calculate the mean packet error rate (PEE?a4

for packets falling in the same SNR range (in 1dB unit). The , 2 o
resulting SNR-PER relation is plotted in Fig. 6, where each”
vertical bar represent)* packets collected over four different dos oo 01 o2 o4 o 85 o6 o7 08 08 1
time periods. We observed a transition of PER from 1 to 0 when (®) Detey (aeconce) @ FoR

SNR becomes larger than 8dB. Overall, DAC PHY achlevé . 7. Distribution of delay and packet-delivery ratio (Rfor single-unicast

a similar level of PER to the single-packet decoding, which "

Fraction of sessions

verifies our claim thatsingle-direction collision resolution .

does not increase PER, compared to single-packet decoding’ 1§25 w& X

and thus bi-directional collision resolution achieves tRER §0-6 é . ’j“‘ .

product of the head and tail packéec. VI-A). Notably, our £, I8 T

analysis is developed based on a Gaussian channel model, gl&; gw xf“ &X;g‘*‘* x

the result is consistent with the testbed experiments which o

are carried out in an office environment with rich multipath 15 2 28 s 2 3 4 5 & 7
(a) Throughput gain over ETX (b) ETX throughput (KB/s)

fading. This is because the RRC filters partly cancel out the
Fig. 8. Throughput gain of DAC over ETX. (a) the CDF plot; (hptscatter

inter-symbol interference, rendering the noise approtefga plot, each point corresponding 1o one session.

Gaussian. Unfortunately, the PER of DAC is still slightlgher
than single-packet decoder, because of the imperfect ehal

L . "Ealuate these two metrics over 100 sessions, with packet si
estimation and symbol cancellation.

1KB and source rate 0.2Mbps.

The CDF plot in Fig. 7(a) reveals that DAC reduces end-
to-end delay for most sessions. The average delay reduction
1) Experimental setup:In the asymptotic analysis, foris 27.3%. This improvement comes with much higher PDR,
tractability, we make simplifications including fixed trams- as shown in Fig. 7(b). Since DAC boosts the reception rate of

sion range and homogeneous loss probability. To evaluate mipw-quality links with concurrent transmissions from sedary
realistic scenarios, we implement the DAC-enhanced rgutirelays, the PDR for a majority of sessions is increased teemor
protocol (Sec. V) in the ns-2 simulator. The primary patthan 90%.
discovery is the same as the ETX routing (which is built We further evaluate the saturated throughput of DAC. We
atop existing ad-hoc routing protocols) [22]. The secowndaincrease the source rate such that the source node’s ttansmi
relay-selection algorithm runs on each primary relay, Whiqueue remains backlogged. We usgoughput gainas the
measures the quality of adjacent links, and exchanges linketric, defined as the end-to-end throughput of DAC divided
quality information for those links connecting secondaglay by that of ETX. The throughput gain distribution for 100
candidates and their previous and next hops. The underlyiggdom sessions is shown in Fig. 8(a). It can be seen that
CSMAJ/CR protocol is implemented based on the 802.11b MADAC can achieve a 3x throughput improvement over ETX,
in ns-2. We add the DAC header and preamble to each packeith an average throughput gain 1.73. In a saturated nefwork
modify the carrier sensing and ACK timeout, so as to suppaHroughput depends on the bottleneck limk,, the link with
the cut-through relaying, as discussed in Sec. IV and Sec. Yhe lowest quality along the selected path. Hence, DAC istmos
The simulation runs in a mesh topology with 50 randomlyeffective for paths with low-quality links. This can be sdesm
deployed nodes in a 1krilkm region. We use the log-normalthe scatter plot in Fig. 8(b). Obviously, DAC achieves highe
shadowing model with pass-loss exponent 4.0 and shadowthgoughput gain for those sessions where ETX has below-
deviation 5.0dB. We replace the ns-2 PHY packet recepti@average throughput. These sessions tend to have links igith h
model with the analytical model for DAC PHY in Theorem 2|oss rate along their paths.
which has been verified in our experiments. The transmit powe 3) Multiple unicast sessionsiVe proceed to examine DAC's
and reception threshold is configured such that the reaeptigerformance when multiple competing flows co-exist, where
probability is 0.1 at 250m. Overall, this topology has athe fundamental tradeoff between diversity and multipigxi
average link-quality 0.51 and median 0.47, consistent With gain becomes an important factor in determining the total
measurement from Roofnet [6] which indicates that mostslinkhetwork throughput. We evaluate the network throughput as
have an intermediate quality. a function of the traffic load. Specifically, we fix the source
2) Single-unicast scenarioWe evaluate the performance ofrate at 10Kbps and increase the total number of sessions. As
DAC in comparison with the original ETX routing for twoillustrated in Fig. 9(a), the total network throughput isases
scenarios: single-unicast and multiple-unicast. In thst inse, with the number of sessions when traffic load is low. In such
a pair of source-destination nodes are randomly selectsthto cases, DAC can have 2x improvement over ETX routing. As the
an end-to-end data session. Since no other competing flavedwork becomes congested, the non-orthogonal cooperatio
co-exist, we are interested in the average end-to-end packey sacrifice the channel access time of other concurrent
delay and reliability (indicated by packet-delivery ratlPDR) sessions, and therefore, the advantage is less obvious.
for each session. This set of experiments essentially feveaWhile DAC’s higher throughput comes from the diversity
the performance gain of DAC in an unsaturated network. Vigain, we need to ensure this advantage does not reduce the

B. Performance of DAC-Enhanced Routing
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Fig. 10. Total network throughput vs. traffic load in a netwaevith a high (41

reception rate.
[5]
fairness among sessions. To evaluate fairness, we useitise Jal6!
fairness index [25] as a metric. A fairness level of 1 indisat
all sessions have the same throughput, whereas a closeo-z[7
fairness indicates some sessions achieve higher throtiglypu
starving others. It can be seen from Fig. 9(b) that DAC alway?]
maintains a higher level of fairness. This is because it only
rescues the bottleneck links on low-throughput paths (whicl®]
is reflected in the threshol@d, in designing DAC routing). 10]
Overall, both the throughput and fairness are improved by
exchanging the multiplexing opportunity of high-throughp
sessions for the diversity gain in low-throughput sessions [11]
To make this intuition more concrete, we generate a mesh
topology with a majority of high-quality links (the averagdl?]
link quality is 0.826). Fig. 10 shows the resulting network
throughput and fairness. Although DAC still maintains aht@ig [13]
level of fairness, much less throughput gain is achieveds Th
is because ETX tends to select high-quality links WheneVﬁﬁ]
available, which are abundant in such a topology. For DAE, th
opportunity of exploiting the diversity gain is scarce. Goned [15]
with the previous experimental results, this signifies thaay- 16]
ality of the analysis in Theorem 3i.e, as a non-orthogonal
relaying scheme, DAC guarantees throughput gain for nésvor
with intermediate link quality, such as the unplanned me

network Roofnet [6]. [18]

[19]
VIIl. CONCLUSION

In this paper, we have introduced DAC, a practical norz0]
orthogonal approach to cooperative relaying without the
symbol-level synchronization constraint. The key ideaiteh 51
DAC is that two partially-overlapping packets carrying the
same information from different relays can be decoded ind[%-z]
pendently by using an iterative collision-resolution altfon at
the PHY layer. We provide theoretical and experimentalltesu[23]
that demonstrate the decoding probability of DAC PHY an 4
confirm the potential gain of using non-orthogonal relay&
further design a simple MAC protocol to exploit the benefi[tzs]

3Note that the traffic load higher than 40 sessions is lessartesince the
fairness level is low, and most sessions are starved.

of DAC decoding, and a generic approach that incorporates
DAC relaying into existing routing protocols. Using netikor
level simulation in ns-2, we show that DAC can improve the
network performance in terms of throughput, delay and &sisn
especially for lossy wireless mesh networks. As non-ortinad

relaying has fundamental advantage over traditional gdhal

0 20 30 40 80 relays [3], DAC marks an effective step towards exploiting t
potential of non-orthogonal cooperative communications.
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