On Sensing—Access Tradeoff In
Cognitive Radio Networks

Alexander W. Min and Kang G. Shin
Real-Time Computing Laboratory, Dept. of EECS
The University of Michigan, Ann Arbor, Ml 48109-2121
{alexmin, kgshin@eecs.umich.edu

Abstract—In cognitive radio networks (CRNs), the design of and channel sensing ordering [14]. For example, Liatg
an optimal spectrum sensing scheme is an important problem a|. [7] optimized the sensing time by making the tradeoff
that has recently been drawing consideration attention. VEous  patween the sensing accuracy and the sensing time overhead

sensing-related performance tradeoffs have been studiedsaan . der t imize th d i K th hout. &h
efficient means to maximize the secondary network performage. ' Order to maximize theé secondary network throughput. €hes

Despite its importance, however, the sensing—access trate— approaches are shown to improve the network throughput
between sensing overhead and the MAC-layer contention amgn significantly by exploiting various tradeoffs with regaadthe
secondary users in accessing the thus-discovered spectrumdesign or determination of sensing parameters.
opportunities—has not yet been accounted for. In this paperwe e ; ;
show that the secondary network throughput can be improved Despite its |mportance', however, the impact of sensing
significantly by incorporating the sensing—access tradebin the ©ON the secondary users’ channel access has received far
design of spectrum sensing. We first introduce a new concept less attention. Intuitively, while sensing a larger numbér
of (a, 8)-contention spectrum sharing and analyze the sensing channels will allow secondary users to access the medium for
Lequ".emeﬂt 10 e B cerltain channel hcok?tentiog Coqstrﬂih a longer period of time with reduced channel contention, it
y using the improper list-coloring in graph theory. Specifically, ; ; : - ;
we derive the relationship among the sensing requirementghe will also increase the Sensing time overhead, and vice versa
secondary network density, and the transmission power of e However, most current sensing schemes do not consider this
ondary users. To maximize the network throughput, we propos tradeoff. Recently, Zhaet al. [15] jointly considered sensing
a distributed spectrum-sharing algorithm, called Smart Share, and access using partially-observed Markov decision @oce
which exploits channel contention and heterogeneous chaeh (pOMDP). However, they did not consider the impacts of

conditions to maximize the secondary network throughput. Vé ; N L
also describe how to realizeSmart Shar e in an 802.11 MAC S€nsing overhead and channel contention in maximizing the

protocol for its practical use and evaluation. Our simulation- secondgry network throughput. .
based evaluation shows that, sensing an optimal number of In this paper, we propose contention-aware spectrum-

channels for given network density can improve the achievele  sensing at the MAC-layer by making the tradeoff between the
throughput of Smar t Shar e by up to 60 % over a single-channel - gensing overhead and the channel-access time to maxineize th
sensing strategy. secondary network’s throughput. For this, we must answer th
following two questions:

1) How many available channels should each secondary
user discover via spectrum-sensing?
) How efficiently and fairly should the thus-discovered

I. INTRODUCTION

Cognitive radios (CRs) are key for opportunistic (or dy-
namic) access to licensed spectrum bands, thus aIIeviatingk
the spectrum-scarcity problem that is expected to occur in .
the very near future. This new paradigm of opportunistic spectf)um opportunities be shared among secondary
spectrum access has now become a reality. In November 2008, users:
for example, the FCC ruled that the DTV white spaces ca@mswers to these questions will provide us useful insigints o
be used by secondary (unlicensed) devices [1]. Moreov#re impact of secondary system parameters, such as network
the IEEE 802.22 WRANS, the first CR-based internationdensity, on the design of spectrum-sensing schemes.
air-interface, is also in its final stage of standardizati@h We formulate these as a mixed-integer nonlinear program-
Realization of CR technology requires resolution of selverming (MINLP) problem, which turns out to be NP-hard, so we
challenges, of which various aspects of spectrum sensivig) hdo not expect to find an optimal solution. Instead, we first cap
been studied extensively, such as cooperative sensin§4[3], ture the sensing—access tradeoff by reassessing the tpoatg
sensing scheduling [5], sensor mobility [6], sensing-peeter maximization problem with thenproper list-coloringin graph
optimization [7], [8], security [9], [10], to name a few. theory. To gauge the impact of a secondary network’s density

Recently, the design of an “optimal” spectrum-sensing-straon spectrum-sensing, we introduce a new concefinof)-
egy has also received considerable attention. The comnmmtention spectrum sharing, under which at lgastaction
design objective of optimal sensing is to maximize the nekwoof secondary links have less than interfering links using
throughput by minimizing the sensing overhead (e.g., imger the same channel. We then propose a distributed spectrum-
of time and energy) under certain performance constraingharing algorithm, calle®mar t Shar e, that maximizes the
e.g., detection accuracy/delay and interference to thragesi secondary network’s throughput by intelligently sharig t
users. To this end, various sensing-related performaade4r available channels among nearby secondary links. To the bes
offs have been exploited in many different contexts, such ab our knowledge, this is the first to use the improper list-
sensor selection [5], [11], sensing scheduling [8], [12B][ coloring for spectrum sensing and sharing in CRNSs.



A. Contributions Section VII analyzes the communication overheads of pro-
osed algorithms, and evaluates their performance foowari

The main contributions of this paper are summarized gy ork environments. Section VIl concludes the paper.

follows.

« Introduction of a new way of designing a spectrum- Il. RELATED WORK
sensing scheme by making the tradeoff between theThe problem of designing an optimal spectrum-sensing
spectrum sensing and channel access of secondary usgrategy has been studied extensively from a single secpnda
Despite its practical importance, the impact of spectrutink’s perspective [7], [12], [13]. Lianget al [7] studied
sensing on channel contention among secondary ustre tradeoff in determining the sensing time, i.e., a longer
has not been considered adequately before. This neensing time provides more accurate sensing results, thus
approach provides a useful insight on the design of sermtter protection of the primary system, at the cost of reduc
ing schemes, improving the performance of secondattyroughput. Chang and Liu [12] developed an optimal probing
networks (see Section 1V). strategy by considering both channel probing cost and aann

« Analysis of («, 8)-contention spectrum sharing using theelection for data transmission. Sl al. [13] formulated
improper list-coloringin graph theory. While the conven-the spectrum-sensing problem as an optimal stopping-time
tional graph coloring is suitable only for interferencedr problem to maximize the network throughput. However, none
spectrum sharing, thienproper list-coloringcan capture of these considered the need for synchronized sensingtfquie
the tradeoff between sensing overhead and channel periods, and thus, they all suffer inaccurate sensinggathe
cess. In particular, we prove that O()\) wherec andX sensing exposed terminal problem [16]). Moreover, their
are the minimum required number of available channetesign did not consider the contention among the secondary
and network density, respectivélyThis result indicates users sharing available spectrum opportunities.
that the sensing strategy should adapt to the secondarfRecently, the problem of joint spectrum sensing and sharing
network density to maximize the network throughpustart to draw the researchers’ attention [15], [16], [1Hagd
We also prove that = 0(p02/7) where P, andy are €t al. [15] proposed a distributed POMDP (partially-observed
the transmit power of a secondary user and path-lo&rkov decision process) framework for joint spectrum sens
exponent, respectively. Our analysis results suggest tfz@ and sharing in ad hoc CRNs. However, they did not ac-
secondary network parameters, such as network dengigunt for the sensing overhead in throughput performarare, n
and transmission power, can greatly affect the Sensiﬂgj they consider the channel contention but assumed that on
efficiency, while they have not been considered befogesingle pair of secondary users can access a channel within
(see Section V). a time slot. Jiaet al. [16] proposed a hardware-constrained

« Development of a contention-aware distributed spectruAC (HC-MAC) for ad hoc CRNs acknowledging the need
sharing algorithm, callednar t Shar e, for intelligent for synchronized sensing periods to achieve sensing aogura
sharing of spectrum opportunities. We also describe hdupwever, their scheme requires only one-hop neighbors to
to realizeSmar t Shar e in the 802.11 MAC protocol, remain silent during spectrum sensing, yielding inaceurat
and use it for performance evaluation. Our simulation réensing results due to interference from other concusrentl
sults show that the performance®far t Shar e can be transmitting secondary users in the same channel.
improved significantly by employing an optimal sensing Our work is different from the previous work: it aims
strategy in relation with network density. The results als® design a network-wise sensing strategy that incorpsrate
indicate thatSmar t Shar e can further improve the sec-various practical aspects, such as channel contentiowpriet
ondary network throughput by exploiting heterogeneo@ensity, and heterogeneous channel conditions.
channel conditions due to shadow fading, while incurring

L ¥ - I1l. SYSTEM MODEL AND ASSUMPTIONS
negligible communication overhead (see Section VII).

This section describes the network, interference, andasign
propagation models as well as the assumptions that will be
used throughout the paper.

The remainder of this paper is organized as follows. Seg-
tion Il summarizes the related work and highlights the dif-" Network- and Interference Models .
ferences between existing work and our approach. Section 11 We consider an ad-hoc CRN where primary and secondary
describes the system models and the assumptions used in 48RS coexist in the same geographical area. We assume
paper. Section IV formulates the contention-aware chanriBpt each secondary user is equipped with a single radio
sensing and sharing problem as a mixed-integer nonlinear piterface and can access only one channel at a time. We
gramming problem, and introduces the improper list-coigri @ssume that there is a sét={1, ..., K'} of orthogonal, non-
problem as a solution approach. A graph-theoretic analygierfering licensed channels, e.g., non-adjacent TV obkn
on the sensing—access tradeoff is presented in Section iV VHF/UHF bands. These licensed channels can be oppor-
Section VI presents four spectrum-sharing algorithms, ifinistically used by secondary users based on their sgatel
cluding Smar t Shar e, and describes the 802.11-based MA¢emporal availability identified via periodic sensing.

protocols for their practical use and performance evamati \We assume the (binary) protocol interference model for the
clarity of presentation. That is, nodésand j interfere with

in this paper, we use Knuths asymptotic notatiotn) = O(g(n)) each other if they are located within the interference range

implies the existence of some constaitand integerN such thatf(n) < T1I» e, dij < rr. We consider t_he 802-11'“_ke bidireCtional
Cg(n) forn > N. interference model where two links and [, interfere with

B. Organization



Channel

each other if any of the four sender—receiver pairs are daocat Probing Assignment Data Transmission
within the interference range. Then, the impact of secondar s.1 |mmm mm Em ? mm e r—
interferences can be captured bycanflict graph(a.k.a.in- SL2 | . . ) (=] =]
terference graph G. = (V,, E.) [18] where each vertex of  s.3 0D N B & I I

G, is associated with a secondary link, and the set of edgessSt+ |H B ) = ———
E. represents the interference relations between the segonda T O e T "
. . P A D

links, i.e., Ec={(lap; lea) | lap @ lca = 1 lap,lcqa € V.}, Where e time slot t (t) »

the operator® represents the interference relation between
the secondary links, i.el; ® lo=1(0), if links /; andls (do Fig. 1. A time-slotted opportunistic spectrum-access rho@iae sens-

not) interfere with each other. We assume that the distdbut ing/probing periodl’» must be synchronized over the entire network to obtain
’ accurate sensing results. Secondary links share the sehitdlde channels

of active secondary links, i.e., a set of verticCEs in the giscovered via sensing is and access the channel via contention in the
deployment area! follows a point Poisson distribution with data transmission periofip,.

density A, i.e., na ~ Poi(k; \|A|). The impact of network
density on the sensing strategy will be detailed in Section V
B. Individual Link Throughput under Contention

. . , Before formulating the network throughput maximization
_ The received signal strength at the receiver of secondappplem, we need to understand the achievable throughput of
link 7 can be expressed as the following signal propagatigiyiyidual secondary link. For this, we first define the notio
model: N of airtime-share in order to incorporate the impact of clenn
P = po(%)wlol—é (Watt), (1) access contention among secondary links.

B. Signal Propagation Model

whereP, is the signal strength at the transmitter of secondary P&finition 1. (AIRTIME SHARE) An airtime share of a
link i, v the path-loss exponent/, the short reference secondary link is defined as the expected fraction of time
distance (e.g.1m), andd; the transmitter-receiver Separa_within a time slot the secondary nodes on the link can access

tion. The shadow-fading gain is accounted foreitt where the channel.
X; ~ N(0,0?) Vi. The log-normal shadow fading is often . -
g D X . . ~ Given a conflict grapltz. = (V¢, E.), let ¢,(A) denote the
ghirg??:zec(iaby |)ts SVBe-s;JSrselﬁg tw:;au Q acshtatlﬁnrsle?)t;)nn dsvr\)ilgt chievable airtime share of a secondary link V.. under the
= V. 1081019dB ). ectrum-sharing (i.e., channel-assignment) paficy V. —

is mych Iarge_r than the (;oherent bandwidth, so the effecté]? Then, the airtime share of the link can be approximated as:
multi-path fading can be ignored [19].
Tp 1-96

IV. PROBLEM FORMULATION Sn() == M,(A)+ 1’ @

In this section, we first describe a time-slotted opportimis
spectrum-access model, and express the individual segon
link throughput. We then formulate the secondary netwog
throughput maximization as MINLP and propose, 3)-
contention to capture the sensing—access tradeoff. Mp(A) = [{m|A(m) = A(n) emn € Ec}|. (3)

heres (0 < § < 1) denotes channel contention overhead
dM,,(A) denotes the number of interfering secondary links
at have been assigned the same channel, i.e.,

A. Time-Slotted Opportunistic Spectrum Access In other words,M,,(A) is the number of vertices adjacent to
We assume a time-slotted model with constant time-slgértexn in the conflict graph.

duration ) for opportunistic spectrum access (a.k.a. constantThen, based on Egs. (2) and (3), the expected achievable

access time (CAT) [12]), which has been widely used in ttbroughput of secondary link under the spectrum-sharing

literature (e.g., [7], [15], [16], [20], [21]). The IEEE 8@ policy A can be expressed as:

standard draft [22] also employs such a time-synchronized

spectrum-sensir[lg ]model. Ngteythat this time-slgitted oppor Zn(A) =71n(A) - dn(A), “)

tunistic spectrum-access model is suitable to meet thet stiyherer, (A) is the achievable data rate, which depends on the

timing requirements for incumbent detection, e.g., 2-8écOjnstantaneous channel condition (e.g., shadow fading).
channel detection time (CDT) in 802.22 [23]. Each time slot

consists of three phases: (i) channel sensing/prokiipg, (i) C. Utility Maximization Problem
channel selection(,), and (iii) data transmission’p), 8 Based on the above observations, we want to find the opti-

depicted in Fig. 1. To achieve accurate sensing res_ults, Wl spectrum-sharing policy* that maximizes the secondary
assume that all the secondary users are synchronized gafyork utility, i.e.

remain silent during the sensing period. We assume that the

shadowing gain is constant for a time stotA key challenge A* = arg max { Z u(Zn(A))}, (5)
is to make the best tradeoff between the channel-probing i Sev=r

overheadTp and the channel access time, i.e., the mo
available channels, the less contention in channel aceesgyd
data transmission perio@ilp. This tradeoff can be captured

by theimp':Oper/_defeCti\./? “St',00|0fin9 probleifi24] in graph 2We assume 802.11-like MAC protocol for channel contentiorong the
theory, which will be utilized in Section V. secondary nodes assigned the same channel.

(fhere a different utility functiord/(-) can be used to achieve
a different level of fairness [25].



Let ¢, denote a binary random variable indicating if According to the above definitior{x, §)-contention spec-
channelk € K is assigned to secondary linke V., i.e., trum sharing provides the following lower-bound on the

1 if channel k is assigned to secondary link n achievable airtime share of secondary links:

Ynk = {0 otheriwse © PT(M"(A(M)) = a) 25

Under the assumptions that the channel probiig)(and Th 1-6
assignment overheadd’) are constant, .given the number =z T a+1
of probing channels and employed algorithm, the problem of Egs. (2) and (8) indicate that, for giveh the feasibility of

maximizing total network throughput, i.d4(x) = x, can be ; .
: At . (o, B)-contention spectrum sharing depends on the number of
formulated as the following optimization problerR: interfering links that have been assigned the same chaninel.
Maximize ST tuk bnk s (7y number of interfering links can be reduced by sensing more
neV, kel channels at the cost of increased sensing time, and sharing
_ - them in a non-overlapping manner. We capture this intergsti
subjectto 7, = B -log (1 TN, ) vnVk  (78)  tradeoff between sensing and access via improper listioglor
as we discuss next.

= Pr(s.(A?) ) =8 vACD. (g

Gkt D bmr <1 VnVk (7b)
meMn Ik ; E. Relationship with Improper List-coloring Problem
0< dni <1 c . .
S fnk < " (7o) In the contention-aware spectrum sharing problem, one can
> Yur<1 Vn (7d)  view the list of available channels (identified via sensiat)
k€Cn the secondary links as the list of colofd,),cc. in the

where r,, ;. is the achievable link data rate whef® is the conflict graphG.. The problem then becomes equivalent to
channel bandwidthy, the noise power, anf, , the received the improper list-coloring problemA graph G = (V, E) is
signal power for linkn when using channet. The set of called (c, a)-choosable(or c-choosable with improprietyy),
available channels for link is denoted a€’,,. Eq. (7b) ensures if for every (color) list assignment where|L,| > ¢ Vv € V,
the interference constraints, i.e., in each time slot, aitrone there existsL-coloring of G such that each vertex @ has
secondary link can access the medium among the interferiigmosta neighbors with the same color as its own [24].
links at any given time instant. Eq. (7d) indicates that eadtherefore, an(a, 5)-contention spectrum sharing is feasible
secondary node can access only one channel within a tifhéhe conflict graphG. is (¢, a)-choosable where is the
slot. minimum number of available channels at the secondary
Although P1 can provide an optimal solution for a givennodes, i.e.c £ min,cy.{|C,|}, whereC,, C K is the set
set of available channel&C,,}, it is not feasible to find an of available channels at secondary link
optimal solution for the following two reasonB1

« involves both integer and continuous variables, renderin\é SENSING Rég:éi_ﬁ%?g:;ﬁgi%iﬁl;USM SHARING: A
it mixed-integer nonlinear programming (MINLP) prob-

lem, which is NP-hard [26], and We now consider the minimum requirements of channel
« assumes the set of available channgl,} known to probing for the &, 3)-contention spectrum sharing, where
secondary network, while they depend on the second#®gn be interpreted as the desired level of airtime share. We
users’ sensing strategy (e.g., which and how many chdiist study the distribution of the number of neighboringkén
nels to sense) and instantaneous availability of the chaider a point Poisson distribution, and derive the minimum
nels. number of available channels required at each seconddey lin
Therefore, instead of directly maximizing the networkor (o, 3)-contention spectrum sharing using the properties of
throughput, we analyze the sensing—access tradeoff inogecimproper/defective list-coloringP4].
V and proposedistributed spectrum sharing algorithms in

Section V. A. Distribution of Number of Neighbors

) Before analyzing the sensing requirement to achiexe?)-
D. Sensing—Access Tradeoff contention, we need to understand the distribution of the-nu
We first introduce a new concept dfv, §)-contention ber of neighboring secondary links. Assuming point Poisson
spectrum sharing, with which we analyze the sensing—accdggributed secondary links, the number of neighborinkgdiof
tradeoff. Understanding the sensing—access tradeoffprdi  an arbitrary secondary link in the network follows the Poiss
vide useful insights into throughput maximization problem distribution as:
the spectrum-sensing overhead and the channel-accessréme N ~ Poi(k; \R?), ©)

the two main factors that determine the achievable throthpwhere/\ is the average secondary links density aig the

secondary interference range.

Definition 2. ((a, 5)-CONTENTION SPECTRUM SHARING  Then, the c.d.f. of the number of neighbors can be expressed
A spectrum-sharing polici\ achieves(a, 3)-contention if at

least 3 € (0,1) fraction of secondary links in the network T(|k+ 1], )

have equal to, or less thany interfering links that have Fn = T,’ k>0, (10)
been assigned the same channel within a time siét.?) '

represents a spectrum—sharmg pollcy that Sat'Sf(e‘Sﬁ)' 3The termscolor andchannelwill be used interchangeably throughout this

contention spectrum sharing. paper.



following requirement for the number of available licensed
channels:

02{% (Ng—Qoe—&-\/Ng—i-oﬂ)-‘Jr Vn, (12)

R * 1 wherec £ mingey, {|Cnl}, []* £ max(0, [¢]), and N is
osp O * 1 the S-maximal degree of the network.

0.4r

0.9r

0.8F

0.7

CDF

ol o B * Proof. Let us define the maximal average degree of con-
1 * flict graph G. as d(G.) = {ﬁ Yvendw)|H C G}
L * 0 A =5107m’ || Let D(m,a) € R denote the upper bound such that every
: g * SE A =100 4m?
I o #2010 ]| conflict graph of the maximum average degree less than
T I T D(m,a) is (m,a)*-choosable Theorem 3 in [27] showed
number of neighboring links that D(m, o) = ™29 vy > 9 o > 0. Therefore, every
) m —_ b —_ . ’

+a
m(m+2«a

Fig. 2. The c.d.f. of number of neighbors under differenk lidensites graph with thes-maximal degreéVg < o ) is feasible

A = [500, 1000, 2000] /km?. The interference range is set By = 60 m. for («, 8)-contention spectrum sharing where € N is the
minimum number of available channels at each vertex (i.e.,
secondary link). Then, by solving the above inequality, we

whereI'(-,-) is the incomplete Gamma function adthe havem > ¢ = 1 (N3—2a+/(Ns — 2)? + 4 aNg). There-

number of neighboring links. Fig. 2 plots the c.d.f. of themu fore, a graph of3-maximal degreeV with a-impropriety is

ber of neighboring links under different average link déasi [¢]-choosable. Therefore, Eq. (12) holds

Intuitively, the sensing requirement f(a, 5)-contention shar- ) ) ) )

ing depends on the maximum number of neighboring links Fig.- 3 plots the required number of available channels in

in the network. However, due to the heavy-tailed nature of&f. (12), which increases with network density.

Poisson distributionPr (k= o0o) # 0, and thus, the worst-casec_ aAchievable Channel-Access Time under Limited Sensing

analysis, i.e.f =1, is uninteresting and may not provide any The number of available channels at secondary links ma
useful insight in understanding the sensing—access tfatlé® . ; _ . y y
in practice be limited for various reasons, such as hardware

thus defineg-maximal degree/{ < 1) and consider it as the : . ;

maximum number of neighboring links for a given networlg°nStraints [16] or location and time-dependent spectrum

topolo availability [28], [29], [30]. The following lemma shows
pology. the achievable degree of channel contention under a limited

Definition 3. (3-MAXIMAL DEGREE) The3-maximal degree number of available channels.
of the secondary network is defined as:

0.2

Lemma 2. For a given 8 € (0,1), (a,)-contention

Ng Zsup {N : Fx(\) < 8}, (11) spectrum-sharing polich(*-?) is achievable where
where )\ is the average secondary link density afict (0, 1) 2—cNg T L N
is a pre-defined constant (e.gi =0.95). a= [ Nﬁ*QC-‘ T 5 se<Np
0 if ¢ > N57

_ From now, we consider thé-maximal degree as the max+ o0 . is the minimum number of available channels at
imum number of neighboring links of the network and stud

. . A . &
the sensing/probing requirements to achigves3)-contention ¥ecqndary I|n!<s, €6 (@ g)n.n”EVCHC”'}' In casec < 5% no
sharing. feasible solution forA'*:") is guaranteed.

B. Sensing Strategy fd¥, 3)-contention Spectrum Sharing  Proof. Assume a conflict grapti’. with 5-maximal degree
To achieve a longer channel-access time, i.e., smathe N Whene > N, atleasts fraction of nodes (i.e., secondary

secondary users need to discover more available channelgn ) in the conflict graph have more colors than the number

the cost of more sensing time. Thus, the number of availalﬂg' S nelghb_ors, and thu), 5)-contention spectrum shgrmg
can be achieved. Wheﬁ’Q—ﬁ < ¢ < Ng, (a,)-contention

channels for(«, 8)-spectrum sharing is an important perfor: ;

mance metric. Therefore, we derive the minimum number epectrum sharing is achievable where> CN;JQVE (this can
channels to be sensed féw, 3)-contention channel assign-be shown by following similar procedures in the proof of
ment. Given an interference graggh., the problem can be Theorem 3 in [27]). Therefore, the result follows.]

formally stated as:

D. Impact of Network Density on Sensing Requirement

The following theorem shows that the sensing requirement
subject to  PA@ st Pr(M,(AP) <a) > 8 vn. for (o, 8)-contention spectrum sharing increases linearly with
the secondary network density.

Minimize 713(155%{|Cn|}

We prove the minimal sensing requirement fax, 3)-

contention spectrum sharing as follows. Theorem 1.Let ¢ denote the number of available channels

required to achieve(q, 8)-contention spectrum sharing for
Lemma 1. Assume a secondary network is denoted &ivena andp. Then, for fixed;, we have

a conflict graphG.. Then, for («, 3)-contention spectrum 5

sharing, each secondary link € V(G.) must satisfy the c=0(}), foriz TR: (13)



While the above analytical findings provide useful in-
sights on the sensing—access tradeoff, the achievableoretw
throughput also depends on how efficiently the thus-disem/e
available channels are shared in the channel assignmes¢ pha
(T4 in Fig. 1). Therefore, we propostistributedalgorithms
for spectrum sharing that resolves channel contention gmon
neighboring links, while exploiting heterogeneous channe
conditions as much as possible to maximize the network
throughput.

n
o

[N
13

minimum # of channels required
o S

oo

VI. CONTENTION-AWARE DISTRIBUTED
SPECTRUM-SHARING ALGORITHMS

2
degree of contention (@) 20 0 network density (\) The optimization problenP1 developed in Section IV-C
Fig. 3. Minimum number of available channels required toi@h(a, 3)- ﬁg?g;sesz(;rr?d ((I|)|) f;()crg?tséifgggglitCOt:np|eXIty.tdue FOGBII:[HSI 'TIP'
contention spectrum sharing almdstearly increases as either (degree y because itrequir a
of channel contention) decreaseso(secondary link density) increases. Thenode for spectrum sharing. We therefore seek low-complexit
secondary interference rangg andg are set ta50 m and0.95, respectively.  djistributed spectrum sharing protocols. Specifically, we-p
pose distributed spectrum sharing algorithms and prebent t
in the order of increasing implementation complexity and
Proof. When the average number of neighboring links is largeptimality.
i.e., \mR? (> 5), the Poisson distribution of the number of The first algorithm (i.e.Local Best ) is non-cooperative
neighboring links can be accurately approximated as a normere each secondary node independently selects a color
distribution [31]. 'ghus, by the definition in Eq. (11), we leav (channel) among its list of available colors, which will bsed
—1_O(Ns=ATR; __1 oo 4?2 as a performance benchmark in Section VII. The next two
p=1 {21( VTR )WhereQ(x)2 \/ﬂfw © dt. Hen_ce, algorithms—€Col or - Swi t ch andCol or - Exchange—are
Ns=Q~'(1— B)VAxR; + A R. From Eq. (12), for a fixed cooperativechannel assignment, allowing secondary nodes to
interference rangét;, we have adaptively change the color after collecting the color info

1 B v mation from its neighbors. Then, we propdsear t Shar e,
¢2 2(N’3 2ot VN +a?) (132) which adaptively executes one of the two cooperative algo-
>Q '(1 - B)VATRr + MrR? — 2a (13b) rithms for the best channel assignment.
=0(N). (13c)

A. ALGl:Local Best

Thus, Eq. (13) holds. [ In Local Best, secondary nodes select the best channel
Theorem 1 shows that the minimum number of availabféem their listC,, of available channels, based on the expected

channels for(a, 3)-contention spectrum sharing increases &gward (i-e., average data rate). Thatis, the secondagsm

mostlinearly with the network density\ (and thusNs), as can Nk n select the channeét such that* = argmaxicc, {n,i}-

be seen in Fig. 3. Therefore, the secondary link density is-@cal Best is simple and easy to implement, but it does
critical factor in determining the minimum number of avhla NOt have any color conflict-resolution mechanism, and may

channels to achievéy, 3)-contention spectrum sharing. thus suffer from the channel-contention overhead (sedéddect
’ VII). This motivates the design of cooperative algorithmatt
Corollary 1. For fixed network density, we have adjust color based on the color information of neighboring
c= 0P/, (19 Modes
whereP, is the transmission power of the secondary user afél ALG2:Col or - Swi t ch
7 is the path-loss exponent (e.g.+=4). In this algorithm, secondary nodes switch color after alloca

. . search for the color information of neighboring nodes. Fer t
Proof. Let 7 denote the carrier-sensing ihr%shold. Thelbcal search, a node with the smaller ID of each link will
from Eq. (1), it can be approximated by= P (2)" X where pe the representative node; only the representative noifles w
R; is the interference range add the average shadow fadingparticipate in the channel-assignment process. Algorithm
gain, e, X = ]E[lo%]_ As a consequence, it can be easilghows the procedure of exchanging the color information

shown thatR; ~ G PM/" whereG =d;! (X)l/V is a constant. @mong neighboring secondary nodes. Initially, the secgnda
. 5 0 o)y nodes select a channel by executiragal Best . Then, they
According to Eq. (13b)e=O(R7) =G O(F;""). Therefore, ghare the color information with neighboring nodes. This ca
Eq. (14) follows. [J be done by adopting a random backoff in the IEEE 802.11
ttheVIAC protocol? Once the backoff timer expires, the secondary
de broadcasts aEBCoOLOR message to its neighbor (inter-
ering) nodes for their color information; the receiverstloi

Corollary 1 indicates that, for fixed network density,
transmission power of secondary users influences the ggn
strategy for achievingo, 8)-contention sharing. This confirms
a common intuition: the stronger the transmission powes, th , . . .
higher the link data rate, but severer the channel contentig.cconday nodes wil set a timéisqcro s by selecting a number

g h atss . l9n|form|y distributed betweeffd, W — 1], whereW is the backoff window
due to the increased interference range, and vice versa. size.



Algorithm 1 Col or-Swi t ch Algorithm 2 Col or - Exchange

Each vertex (link)n € V. (1) Each vertex (link)n € V.. does
1: Initializes its available color seC, < {ci,...,cx} and 1. Initializes its available color set, < {ci,...,en} and
associated reward s@, < {ri,...,rn} associated reward s&t,, < {ri,...,rn}

2: Selects a colo\(n) based orLocal Best 2: Selects a colo\(n) based orLocal Best

3: Initiates the obsolete channel @t + {A(n)} 3: for each round- € [1, niter] do

4: for each round- € [1, njter] do 4:  Randomly selects a backoff timégaciors in [0, W — 1]

5. Randomly selects a backoff timégaciors in [0, W — 1] 5.  done<+ 0

6 done<+ 0 6:  while done = Odo

7 while done = 0do 7: if tBackoss = 0 then

8 if tBackoss = 0 then 8: Broadcasts GTCOLOR to its 1-hop neighbors\/,,

9: Broadcast<Get Col or to its 1-hop neighbord/z,, 9: Receives WDATECOLOR from its neighbors

10: ReceivesUpdat eCol or from its neighbors 10: tA(n) |{m|A(m) =A(n)m € M,}|

11: for eachc; in C, do 11: wa TA(n)

12: ti + [{m|A(m) = cim € M,}| _ ) £ T+

13 Wi o T 12: for eachm in M, do

” end for ti+1 13: if A(m) € Chn andA( ) €Cn then,

15: o arg maXieCn{wi} 14: tA(m) < |{m |A( ) = A(m) m € Mn}| -1
16: if i ¢ (2, then 15: WA (m) = tmi)il

17: A(n) i 16 end if

igi en(fjhilfe Qn U{A(n)} 17: end for

: 18: m”* < arg maxme m,, {WA(m

20: done<« 1 19: if WA(m*) > WA(n) the{n ( )}

21 else 20: Sends ©®LOREXREQUESTto neighborm*

22: tBackoff <= tBackoff — 1 21: if Receives ©LOREXREPLY from m* then
23: end if 22: A(n) « A(m*)

24:  end while 23 end if

25: end for 24: end if

25: done<«+ 1
26: else
. i . 27. tBackoff — tBackoff -1

message will respond with anADATECOLOR message, which 28: end if

includes the available channel list with the associatecicbla  29:  end while
condition information and their current channel selectibne ~ 30: énd for o h d
MAC frame formats are provided in Fig. 4. Then, based;. Cc),”g(goréc,rﬁ,?e:\é}%?ma{]gﬁ Effor?:foluﬁgn evﬁgtexm OeS‘G
p neighbors usinge

on the collected color information, the initiating secornyda COLOR/UPDATECOLOR messages
node switches to (or stays at) the best channel among tha@ge Update reward§w; }icc,, assumingA(n) = A(m™)
that have not been selected before (i@, \ ,) for fast 33 if W) > wagnr) then
convergence in channel selection. This algorithm requir i‘(?”d )Q:%*?(E>)<REPLY to vertexn
O(A) time for data collection wherA is the maximum degree 36 end if
of the conflict graph. This color information exchange pssxce
among neighboring nodes is repeated fgr.,- times where
secondary nodes perfor@ol or - Swi t ch in each round-.
Since each{LINK, COLOR} pair can be picked at most onceCOLOREXREQUESTmessage for color-information exchange;
for fast convergence, the number of rounds is upper boundbe receiver of this message agrees to the exchange only
by the maximum number of available channels at secondaviren it is beneficial (increasing reward) to itself. In other
nodes, i.€.niter < Crae = max{|Cy|}nev.. Therefore, the words, in Col or - Exchange, the exchange must be mu-
time complexity of this algorithm i€)(A - |V, |- Ci.e.). Note tually beneficial to both participating secondary nodes. If
that the protocol-based actual time overhead of this algori the receiving node agrees to the exchange, it will respond
will be analyzed in Section VII. with a COLOREXREPLY message and then switch to the

The main drawback ool or - Swi t ch is that it may not suggested color; otherwise, it will not respond. Upon réoei
be able to escape from a local optimum due to the sequenti# COLORREPLY message within a certain time period, the
execution of the algorithm. This motivates the followingnitiating secondary node will also switch color.

algorithm that allows two neighboring nodes to swap their
color simultaneously. D. ALG4: Snart Shar e

) This algorithm allows a secondary node to perform ei-
C. ALG3:Col or - Exchange therCol or - Swi t ch or Col or - Exchange, whichever per-

In this algorithm, secondary nodes attempt to maximiZerms better (i.e., provides a higher increase in total re-
the reward by exchanging color information with one ofvard). The initiating node collects the color informatiom v
their neighbor nodes. Algorithm 2 shows the color-exchangiee GETCOLOR/UPDATECOLOR mechanism and then cal-
procedure (also see Fig. 4). Secondary nodes first colilates the best possible local improvement when it per-
lect the color information of neighbor nodes usinge®e forms Col or - Swi t ch and Col or - Exchange, respec-
CoLOR/UPDATECOLOR messages, then choose the best catively. If exchanging color information with one of its
didate neighbor for color exchange. Once a target neigheighbors improves its own reward more than switching its
bor is picked, the initiating secondary node will send awn color, the initiating node proceeds withoCOREXRE-
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Fig. 4. The protocol behavior for exchanging the color informationoperative channel-assignment algorithms, G, or - Swi t ch,
Col or - Exchange, and Smar t Shar e require the color information exchange overheads$sef, tex, andtss, respectively.

octets: 2 2 6 6 6 6 4

aat [z [ - [rwse | | s | selected, it conveys f[he (_:hannels for exchange, i.e., TH@H a

R-CH, as depicted in Fig. 5(c). TheOCOREXREPLY and
ExAck use the same frame format with different ACK bitmap
octets: 2 2 64 6 4 octets: 2 2 3 6 6 4 subfields.
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VIl. PERFORMANCEEVALUATION
- "A"va\lable Selected

it | it bimap In this section, we first analyze the channel sensing and
bis: 128 128 26 bis:s 8 8 assignment overheads of the proposed algorithms. We then
(b) UPDATECOLOR (c) EXCONFIRM evaluate their performance under various network conustio

Channel
Condition

octets: 2 2 32 6 6 4 octets: 2 2 1 6 4

ACK
Bitmap

A. Analysis of Protocol Overheads

Secondary nodes must suspend data transmission during
the channel sensing and assignment periods. Thus, the time
Fig. 5. MAC frame formats used by the proposed algorithms. spent on the sensing and assignment should be considered as
a performance loss. Here we quantify these time overheads
(i.e., Tp andT4) of channel-assignment algorithms based on
QUESTICOLOREXREPLY messages. After receiving the feedthe proposed MAC protocols.
back from a neighbor, the initiating node finalizes the proce 1) Channel-Sensing OverheadH): To probe a channel,
dure by notifying the neighboring node (i.e., the one consi@ secondary node first senses its (un)availability using fea
ered for exchanging color information) the adopted algyonit ture detection for the duration dfy, and then measures

Frame
Control

Frame

Control Duration

Duration

CH bitmap

RA‘TA‘FCS‘

RA ‘ FCS ‘

(d) COLOREXREQUEST (e) CoLOREXREPLY/EXACK

via EXCONFIRM/EXACK messages, as shown in Fig. 4. its condition for the duration ofMEASURE These sensing
i and measurement operations will be repeated for the entire
E. MAC Frame Formats for the Proposed Algorithms set of channels to be sensed (i.6,,). Therefore, the total

To realize the proposed algorithms, we design a mediusBnsing/probing time can be calculated as:
access protocol on the basis of the IEEE 802.11 DCF. Fig. 4
shows the overall protocol behavior for exchanging color- Tp(ns) = [Ts + IMEASURE - ns, (15)
information; the MAC frame formats used for the proposed alvheren, is the number of channels to be sensed, |.8,).
gorithms are shown in Fig. 5. The formats oE@oLor and According to the system parameters listed in Table I, sgnsin
UPDATECOLOR are shown in Figs. 5(a) and 5(b), respectivelya single channel takes!i ms for the field sync detector for a
The GETCoLOR frame can use either the broadcast addreBIV signal [23], which translates t@.2 % of the time slot
or list of receivers (RAs) (maximurh6). The UPDATECOLOR (7).
frame contains the bitmap of both available and selected2) Channel-Assignment Overhedd,): The time overhead
channels at the sender; a maximum B8 channels are of channel assignmerif, depends on the underlying algo-
supported. It also contains the channel condition (i.ehjeae rithm. For example7's =0 for a non-cooperative channel as-
able average data rate) information of the available cHannsignment algorithm (ALG1) since it does not require message
to exploit multi-channel diversity. Although we assumetthdo be exchanged for channel assignment. On the other hand,
each secondary node accesses at most one channel abaperative algorithms (ALG2-4) require message exclange
time, our algorithms can be easily extended to support thdth neighboring nodes and the time overhead depends on the
use of multiple channels. The format ofoCOREXREQUEST network density, especially the number of neighboringdink
contains channel bitmap information to specify the chasmnel Based on Fig. 4, the average time overheads of
for exchange with the receiver, as shown in Fig. 5(d). Theol or - Swi t ch, Col or - Exchange, and Smart Shar e
ExCoNFIRM format is only forSmar t Shar e and specifies can be approximated as shown in Eqg. (16). Note that the time
the algorithm, i.e.Col or - Swi t ch or Col or - Exchange, overhead ofSnart Shar e in Eq. (18) depends on the algo-
chosen by the initiating node, and @l or - Exchange is rithm selected by the initiating node (i.6Cpl or- Swi t ch



E[TS$"(¥)] ~ [tDIFS+ (¥ + 1) - tSIFS+ tGET_COLOR+ ¥ - tUPDATE COLOR+ Thack | - (¥ + 1) - miger = tsw - (¥ 4+ 1) - njrer.  (16)
E[T (V)] ~ [2- tsw + 2 - tSIFS+ tEX_REQUEST+ tEX REPLY] - (¥ + 1) - njrer = tpx - (¥ 4 1) - niter- 17)
E[TSS(¥)] ~ [p-tsw + (1 — p) - (tmx + tEX_CONFIRM+tEX_ ACK+ 2 -tSIFS)] - (¥ + 1) - njter = [p-tsw + (1 —p) - tss]- (¥ +1) - nier. (18)

TABLE | TABLE I

THE SYSTEM PARAMETERS FOR OUR PROPOSED ALGORITHMS THE PARAMETERS USED IN THE SIMULATION
Parameter Value Comments | | Parameter | Value Comments
Ts 24ms Channel-sensing duration P, 25 mw Transmit power
Thack 72us Average random backoff period N, 5x 10~ mw Noise power
tDIFS 34us DIFS time o' 4 Path-loss exponent
tSIFS 16us SIFS time oaB 5.5 Shadowing dB-spread
tMEASURE 146us 2 x SIFS + RTS + CTS A [100 — 2800] /km? Avg. secondary link density
tGET_COLOR 172us GETCOLOR duration d; 20 —40m Secondary link distance
tUPDATE_COLOR 132us UPDATECOLOR duration Ry 60m Interference range
tEX_ REQUEST 96us COLOREXREQUESTduration é 0.3 Contention overhead
tEX_REPLY 44us COLOREXREPLY duration Niter 3 Number of iterations
tEX_CONFIRM 56 us Ex CONFIRM duration T 2s Time slot duration
tEX_ACK 44us EXAcCK duration B8 0.95 B-maximal degree

or Col or - Exchange), where p is the estimated ratio at e consider a CRN in which primary and secondary users
which the node decides to adog@ol or-Switch over coexistin a5 x 5km® area. We assume that secondary links
Col or - Exchange. o _are randomly distributed following a point Poisson digitibn

Egs. (16), (17), and (18) indicate that the average timgith average density\, and secondary link distances are
spent on channel assignment depends on (i) the average nggiformly distributed in [20,40]m. We assume5 primary
density ' and (i) the number of iterations;.., for message transmitters randomly distributed in the area, each of hic
exchanges, which is a design parameter. For example, assgfidomly selects and utilizes one o6 licensed channels.
ing ¥ =4, nit, =2, and p = 0.985,° the average channel-The primary interference range is assumed ta2b@m; any
assignment times arig[72"] =10.18ms, E[T5*] =22.08ms, secondary nodes located within this range can detect the
and E[T3°] = 10.38ms, which correspond t0.51 %, 1.1%, primary signal and will restrain from accessing the channel
and0.52 % of a time slot, respectively. Note that these channéf- a primary signal is detected. Throughout the simulation,
assignment overheads are shorter than the time required\i® set the time-slot duration to = 2s, considering the 2-
probe a single channel)s, implying that the time overhead secondchannel detection timéCDT) in the IEEE 802.22
of the proposed algorithms would not significantly affea thdraft standard [23]. The shadow fading dB-spread is set to
system performance, as will be evident in our simulation,; = 5.5dB, typically assumed in IEEE 802.22 (i.e., rural
results. o ) areas) [23]. The channel-contention overhead is consideyre

3) Airtime Share ¢): Considering the time overheads ansetting § = 0.3, which is the average overhead in channel
alyzed above, the expected airtime share of secondary nogesess time due to contention in the IEEE 802.11b WLANs
under policyA can be computed based on Egs. (2), (15), (1&ver different data rates [33]. We assume that the number of
(17) and (18), as follows: iterations for cooperative spectrum-sharing algorithsnfixed

O (T, ne, Malg, A) at e, = 3.8 The simulation parameters are listed in Table II.

=11

~ Tp(ns) + Ta(¥,nag) ]+ 1-9 B. Simulation Setup
BYAINES] Vn, (19)
T n(A)+ To demonstrate the benefits of our contention-aware al-

where gorithms, we evaluate the performance of the follow-
E[T$"(¥)] if nai, € {2} ing distributed spect.rum—sharing algorithms: (Lpocal
EITE (0 i 5 Best, (2) Col or-Switch, (3) Col or - Exchange, (4)
Ta(¥, nuty) 2 (T8 (P)] if naig € {3} Smart Shar e, and (5) Distributed Collaborative Max-Sum
E[T3(V)] if nag € {4} Bandwidth O- CVSB).” D- CVBB is a low-complexity dis-
0 otherwise, tributed modification of theCMSB rule proposed in [34].

wheren,, is the index for the channel-assignment algorithmghe basic idea olCMSB is to maximize the network sum-

The protocol-related system parameters are listed in Tabld®@ndwidth by letting each secondary node select the best
where the parameter values are derived based on the MA

frame formats in Fig. 5 assuming the IEEE 802.11a OFDMrgi‘gn:ig"\}gg}?% gefstﬂé it?n‘ﬂ?cates thamart Shar e converges within3

PHY [32] for modulation and channel COdlng. D- CMBB performs channel selection simultaneously at secondaey us
nodes, instead of sequentially assigning a color to eacle,nasl proposed

5This value was found from the Monte Carlo simulation ovéP repeti- in [34]. Thus,D- CMSB can be implemented using the same MAC protocol

tions. designed forCol or - Swi t ch, thus significantly reducing the time overhead.
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Fig. 6. Comparison of the testing schem@e figures show thaBnar t Shar e outperforms the other testing algorithms in terms of (apuighput, (b)
fairness, and (c) airtime. The average secondary link teissiset tol = 500/km?2.

channel considering both channel heterogeneity and confioncavity, indicating the tradeoff between the sensing
relations among neighboring nodes (see Secliarf [34] for overhead and the potential throughput gain, i.e., the
more details). The MAC protocols @bl or - Swi t ch can be throughput suffers with too small (large) a number of chdgsne
used for exchanging color information f@ CMSB and this from channel contention (sensing overheads). Note that
algorithm will represent the performance of the converglonCol or - Swi t ch largely outperformsCol or - Exchange

interference-free spectrum-sharing algorithms. due to the limited applicability of the latter (i.e., both
) secondary users must always agree on the exchange of the
C. Performance Metrics color information), while the former allows more flexibylit
To evaluate the performance of the above-mentioned aldB-adjusting colors based on the neighbors’ color infororati
rithms, we use the following three performance metrics. Third, two of our cooperative contention-aware algorithms

i{e., Col or-Swi tch and Snart Shar e, outperform the
interference-fre®- CMSB, in spite of the fact that they achieve
. s : . . less total airtime thaD- CMSB due to the channel contention

2) Faimess:we measure the proportional faimess in SpeGyarhead, as shown in Fig. 6(c). This is because of their so-
trum sharing, i..;; >, ¢y, 10g(1+ Zn(A)). Note that phisticated spectrum-sharing mechanisms that jointlysictam
we add 1 to the throughput,, to avoid the argument ihe expected channel access time and heterogeneous channel
of logarithm becoming 0. conditions.

3) Airtime: we measure the average achieved timeshare akiy () shows thabmar t Shar e achieves better fairmess
secondary nodes, i.ery7 )., oy, ¢n(A), Of the algo- than'the interference-fra CVBB for all simulated scenarios.
rithms. Smart Shar e achieves better fairness even with a small

Each simulation is performed o20 random topologies, number of sensed channels, e.g,, < 2, where D- CVSB

unless otherwise specified, and their averages are takére asachieves a similar level of throughput, as shown in Fig..6(a)

1) Throughput: we measure the average achieved lin
throughput, i.e.,vlc‘ > nev, Zn(A), of the algorithms.

performance measures. This is because our contention-aware algorithms guarainéee
_ secondary users’ channel access in each time slot insofar as
D. Impact of Sensing Strategy at least one available channel is discovered via sensing. By

We first compare the proposed contention-aware algorithn§gntrast,D- CVBB allows channel access to secondary users
and then compare them with the interference-e€vsB.  Only when there is no interfering link assigned the same

Fig. 6(a) plots the average network throughput achiev&§annel; otherwise, only one of the interfering nodes can
by the testing algorithms. We make three observationst, Firdccess the channel. _ _
as expected, cooperative algorithms outperform the non-Fig- 6(c) plots the average achieved channel access time
cooperative algorithm, i.e.local Best, thanks to their (airtime) of secondary links. Interestinghfnart Shar e
ability to resolve channel contention and exploit chann@chieves at leasi8.3 % of D- CMSB's airtime, in spite of the
heterogeneity. The throughput performancd.otal Best fact that Smar t Shar e suffers from the cha_nnel—contentlon
decreases as the number of probing channels increases @(fshead, whereaB- CVSB does not experience any con-
to the increased sensing time overhead, whereas the perffition due to its interference-free channel assignmeaotv-H
mance ofCol or - Exchange improves with the number of €Ver, Sn’ar.t Sh.ar e achieves better throughput gnd fgurnesg
channels. There is an exceptidmcal Best outperforms @as shown in Figs. 6(a) and 6(b), demonstrating its efficacy in
Col or - Exchange with a small number of sensed channelgharing the discovered spectrum opportunities.
(i.e., ns < 3) where the benefit from exchanging channell-E .
condition information ofCol or - Exchange is negligible, E- Impact of Network Density
while Local Best does not incur any time overhead. We now investigate the impact of network density on the

Second, the achievable network throughput afchievable network throughput witBmart Shar e. We ran
Smar t Share exceeds that of the other cooperativeimulations under average secondary link densiti¢anging
algorithms. The throughput ofSmart Share exhibits from 1x10~%/m? to 28 x 10~*/m?, with the corresponding
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average number of neighboring links ©fl4 and 31.92, re-

spectively. Fig. 7(a) clearly shows that the number of cletsan

to be sensed should be adapted to the network density to

maximize the network throughput. The figure indicates that,

by sensing an optimal number of channels for given network

density, the throughput @nar t Shar e can be improved by

up to60 % over the scheme that senses only a single channel.
Fig. 7(b) shows that the optimal numbet,, of channels to
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be sensed varies with the secondary link density. It shoais th % 0, =0 (AWGN)
channel heterogeneity, i.eayp = 5.5dB, results in sensing 1 @0, =2(dB)
a larger number of channels than the homogeneous channel 10. "% 04y =55(dB)
case, i.e.g45 =0dB (AWGN). This is becaus8nar t Shar e " 0% =8 (0B)

can exploit heterogeneous channel conditions, and thes, th I énum;temmﬁanneésensgd (n)s 9o 10
throughput gain from channel heterogeneity compensates fo S
the increased sensing time Over_head' _Interestln@iystarts Fig. 8. Impact of shadow fadingChannel heterogeneity due to shadow fading
to decrease as the number of neighboring links exc@2@s encourages secondary nodes to sense more channels sitigetighput gain
e, A\=20x 10*4/m2, as the throughput gain from reducingrom channel diversity can compensate for the throughpss ldue to the

: ; : sing overhead. The secondary links density is sat+0500/km?.
the sensing time exceeds that from resolving channel-acces'
contention among neighboring links.

F. Impact of Shadow Fading sufficient to sense a smaller number of channels to maximize

We now evaluate the impact of heterogeneous chan fhig throughput. However, gsic deqeases, It b_ecomes de-

conditions due to shadow fading on the performance 'Wable to sense more channels to discover available cleanne
8t the cost of sensing time overhead. Therefore, the channel

Smar t Shar e. Fig. 8 shows the average link throughput Ir‘ljlvailability significantly affects the achievable thropgiy, and

various shadow fading environments. The figure indicatas t : : : :
Smar t Shar e achieves higher throughput with heterogeneorliT%USt thus be considered in the design of a sensing strategy,

channels. i.e > 0 than with homogeneous channels3oN9 with other factors such as network density, transmis-
. » 1.©-0dB L mog , ion power, and channel heterogeneity. While we assume all
i.e., ogg = 0. An interesting observat|on_|s that the optim he channels have samey., a more sophisticated sensing
Paud%beEZébrﬂfeghfeT,réifr t?ebeh?eﬁg;e%ér_lscr?asgs t%znskzad&fvategy (e.g., [13], [15], [16]) can be used if channelsehav

9 , >rer, 1.€., g preag, ifferentp;q;.S. Although the problem of channel selection and
to Smart Shar e’s ability to exploit heterogeneous channe

conditions. Therefore, we can conclude that channel hete{ dering for sensing is an interesting problem, it is nofiit
o . : Y . “the scope of this paper.
geneity is also an importance factor in designing an optima

spectrum-sensing strategy. VIIl. CONCLUSION

G. Impact of Channel Availability An optimal spectrum-sensing scheme is of great importance
We study the impact of channel availability on the throughe the maximization of secondary network performance. In
put performance oSmart Shar e. Fig. 9 plots the average this paper, we exploited the sensing—access tradeoff—dastw
secondary link throughput for various channel idle prolabispectrum sensing overhead and channel access of secondary
ties p;aie, 1.€., the probability that no primary signal exists irusers—which has not been addressed adequately before. We
the channel. The figure indicates that, whegg. is high, itis formulated the secondary network throughput maximization
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Fig. 9. Impact of channel availabilityThe channel idle probability influences
the secondary network throughput. The secondary userstoesehse a less
number of channels with a high channel idle probability, i versa. The
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[19]
[20]

as MINLP, which turns out to be NP-hard. To analyze the
sensing—access tradeoff, we introduced a new concept
(o, B)-contention spectrum sharing, then used the improper
list-coloring to derive the relationships between the ctedn [22]
contention requirement, the network density, and the transs,
mission power level. We also proposed distributed cormenti
aware spectrum-sharing algorithms, includBmar t Shar e,

and described how to realizBmart Shar e in the 802.11 [24
MAC protocol for its practical use and performance evalu-
ation. Our in-depth simulation demonstrated the efficacy &l
Smar t Shar e, and showed that it can enhance performance
up to 60 % by exploiting the sensing—access tradeoff. [26]
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