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Abstract—Reducing the energy consumption by wireless com-
munication devices is perhaps the most important issue in the
widely deployed and dramatically growing IEEE 802.11 WLANs
(wireless local area networks). TPC (transmit power control)
has been recognized as one of the effective ways to achieve this
goal. In this paper, we study the emerging 802.11a/h systems that
provide a structured means to support intelligent TPC. Based
on a rigorous analysis of the relationship among different radio
ranges and TPC’s effects on the interference, we present an
optimal low-energy transmission strategy, called MiSer, which is
deployed in the format of RTS-CTS(strong)-Data(MiSer)-Ack. The
key idea of MiSer is to combine TPC with PHY (physical layer)
rate adaptation and compute offline an optimal rate-power com-
bination table, then at runtime, a wireless station determines the
most energy-efficient transmission strategy for each data frame
transmission by a simple table lookup. Simulation results show
MiSer’s clear superiority to other two-way or four-way frame
exchange mechanisms in terms of energy conservation.

Index Terms—IEEE 802.11a/h, interference analysis, MiSer,
PHY rate adaptation, TPC, transmit power control.

1. INTRODUCTION

OST wireless stations, such as laptops and palmtops,
M are battery-powered and hence must operate with a lim-
ited amount of energy. It is, therefore, very important to reduce
the energy consumption by wireless communication devices. In
this paper, we study the energy conservation issue in the IEEE
802.11 WLANS (wireless local area networks), or more specif-
ically, the emerging 802.11a/h systems.

A WLAN device can be in one of the following modes:
transmit mode, receive mode, idle mode, or doze mode. It
consumes the highest power in the transmit mode and very little
energy in the doze mode. In the idle mode, a WLAN device is
required to sense the medium, and hence, consumes a similar
amount of power as when it is in the receive mode [1]. Several
power-management policies [1]-[5] have been proposed to
force a WLAN device to enter the doze mode adaptively at
appropriate moments to save battery energy.
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An alternative way to conserve energy is to apply TPC
(transmit power control) in WLAN systems [6]-[9], which al-
lows a WLAN device to use the minimum required power level
in the transmit mode and is complementary to the power-man-
agement policies. In this paper, we first provide a thorough
analysis of the interference in 802.11a systems, then present
a novel intelligent TPC mechanism, called MiSer [10], to
minimize the communication energy consumption.

A. Motivation and Key Contributions

IEEE 802.11 [11] specifies two different MAC (medium
access control) schemes in WLANS: the contention-based DCF
(distributed coordination function) and the polling-based PCF
(point coordination function). At present, most 802.11-com-
pliant products only implement the mandatory DCF. Thus, we
only consider the DCF in this paper.

Among the IEEE 802.11 PHYs (physical layers) [12]-[14],
the 802.11a PHY [14] has received significant attention because
it supports a wider range of transmission rates (eight rates from
6 to 54 Mb/s) and operates at the cleaner 5-GHz frequency band.
Moreover, the 802.11h standard [15], which is an extension to
the 802.11 MAC and the 802.11a PHY, provides a transmit-
power reporting mechanism that makes intelligent TPC feasible
at the MAC layer. So, it is important to have a well-designed
TPC mechanism work with the 802.11a/h such that its TPC ca-
pability and multiple transmission rates can be fully exploited.

Note that, due to the contention nature of the DCF, the effective-
ness of a TPC mechanism hinges on the condition that applica-
tion of TPC on data transmissions will not aggravate the “hidden
nodes” problem or the interference in the network [16]. A natural
way to deal with this problem is to exchange RTS/CTS frames to
reserve the wireless channel prior to each data transmission at-
tempt, which has been used in many proposed TPC mechanisms
[6]-[8], [17], [18]. Our preliminary study in [19] considered the
simple infrastructure DCF system where hidden nodes are com-
pletely eliminated with RTS/CTS support. This problem becomes
more complicated in an ad hoc DCF system! where the wireless
stations, if within each other’s communication range, communi-
cate directly. Since not every wireless station may be able to hear
directly from all other stations, the RTS/CTS mechanism cannot
guarantee elimination of the hidden nodes. Moreover, applying
TPC on data transmissions, even with RTS/CTS support, aggra-
vates the interference in an ad hoc DCF system.

I'The term ad hoc in the context of ad hoc DCF systems [11] refers to IBSS (in-
dependent basic service set), which emphasizes no infrastructure support from
the AP (access point); the wireless stations, if within each other’s communica-
tion range, communicate directly (i.e., single-hop transmissions). It is different
from the term ad hoc in the context of mobile ad hoc networks, which empha-
sizes multi-hop transmissions.

1063-6692/$25.00 © 2007 IEEE



1008

The first contribution of this paper is to provide a rigorous
analysis of the relationship among different radio ranges and
TPC’s effects on the interference in 802.11 systems. Then,
based on the interference analysis, we propose application of
TPC in 802.11a systems in the following way: in addition to
exchanging RTS/CTS frames before each data transmission
attempt, the CTS frames are transmitted at a stronger power
level to ameliorate the TPC-caused interference.

The second contribution of this paper is the development
of a novel per-frame-based intelligent TPC mechanism for
802.11a/h systems, called MiSer (Minimum-energy trans-
mission Strategy) [10], under the assumption that wireless
channel models are available. MiSer is deployed in the format
of RTS-CTS(strong)-Data(MiSer)-Ack and can be used in both
infrastructure and ad hoc DCF systems. Obviously, the lower the
transmit power or the higher the PHY rate (hence, the smaller
the transmission time), the less energy consumed in one single
transmission attempt, but more likely the transmission will fail,
thus causing retransmissions and eventually consuming more
energy. So, there are inherent tradeoffs, and the key idea of MiSer
is to combine TPC with PHY rate adaptation and pre-establish a
rate—power combination table indexed by the data transmission
status quintuplet that consists of the data payload length, the path
loss, the receiver-side wireless channel condition, and two frame
retry counts. Each entry of the table is the optimal rate—power
combination that maximizes the energy efficiency—which is
defined as the ratio of the expected delivered data payload to the
expected total energy consumption—under the corresponding
data transmission status. At runtime, a wireless station deter-
mines the best transmit power as well as the proper PHY rate
for each data transmission attempt by a simple table lookup,
using the most up-to-date data transmission status as the index.

B. Related Work

Various TPC schemes have been proposed [6]-[9] to con-
serve energy in wireless networks. One common problem of
these schemes is that none of them considered PHY rate adapta-
tion—a key component of MiSer. Since the 802.11 PHYs sup-
port multiple transmission rates, utilizing them adaptively by
choosing the best PHY rate at a given time can enhance the
system performance significantly. In fact, our simulation results
in Section V show that PHY rate adaptation is very effective in
saving energy. Hence, PHY rate adaptation should be consid-
ered in conjunction with TPC.

In [17] and [18], the authors proposed an adaptive trans-
mission protocol for spread-spectrum networks, which adjusts
the power in a transmitted data frame and the rate of the
Reed-Solomon (RS) code to respond to variations in the prop-
agation loss and partial-band interference. Instead of finding
the optimal combination of power and code rate for each data
transmission, the proposed protocol adopts a two-step approach
by determining the code rate first and then the power, hence,
is sub-optimal. Although the authors used RTS/CTS frame
exchanges to deal with the “hidden nodes” problem in the
proposed protocol, they overlooked the fact that applying TPC
on data transmissions aggravates the interference, even in a
wireless network with RTS/CTS support, and may result in
serious system performance degradation.
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The authors of [20] and [21] proposed a lazy scheduling al-
gorithm and an iterative MoveRight algorithm, respectively, to
minimize the energy used to transmit packets from a wireless
station to a single receiver or to multiple receivers. The key
idea is to transmit packets for a long period with lower transmit
power as long as the deadline constraint is met. However, they
assumed that the wireless channel is time-invariant and focused
on devising optimal schedules for a wireless station to transmit
multiple packets (sharing the same deadline constraint), which
is different from the issues we address in this paper.

C. Organization

The rest of this paper is organized as follows. For complete-
ness, Section II briefly introduces the DCF of the IEEE 802.11
MAC and the IEEE 802.11a PHY. In Section III, following a
theoretical analysis of the relationship among different radio
ranges and TPC’s effects on the interference in 802.11a systems,
an enhanced RTS-CTS(strong)-Data(TPC)-Ack mechanism
is proposed and justified to accommodate intelligent TPC.
Section IV describes the details of MiSer and discusses the
related implementation issues. Section V presents and evalu-
ates the simulation results, and finally, the paper concludes in
Section VI

II. SYSTEM OVERVIEW

A. DCF of the 802.11 MAC

The DCF [11], as the basic access scheme of the 802.11
MAC, achieves automatic medium sharing among compatible
stations via the use of CSMA/CA (carrier-sense multiple access
with collision avoidance). A wireless station is allowed to
transmit only if its carrier-sense mechanism determines that the
medium has been idle for at least DIFS (distributed inter-frame
space) time. Moreover, in order to reduce the collision proba-
bility among multiple stations accessing the medium, a station
is required to select a random backoff interval after deferral, or
prior to attempting to transmit another frame after a successful
transmission.

The SIFS (short inter-frame space), which is smaller than the
DIFS, is the time interval used between transmissions within
a frame exchange sequence, e.g., a two-way Data-Ack hand-
shake or a four-way RTS-CTS-Data-Ack handshake. Using this
small gap prevents other stations—which are required to wait
for the medium to be idle for a longer gap (i.e., at least DIFS
time)—from attempting to use the medium, thus giving priority
to completion of the in-progress frame exchange. On the other
hand, if a CTS (Ack) frame is not received, the transmitter will
contend again for the medium to retransmit the frame after a
CTS (Ack) timeout.

The DCF includes a virtual sensing mechanism, called
the NAV (network allocation vector), in addition to physical
sensing. The NAV is a value that indicates to a station the
remaining time before the wireless medium becomes available,
and it is updated upon each RTS/CTS frame reception using the
Duration/ID value carried in the frame header. By examining
the NAV, a station avoids transmitting a frame that may inter-
fere with the subsequent Data/Ack frame exchange even when
the wireless medium appears to be idle according to physical
sensing.
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The 802.11 MAC requires that a wireless station maintain
a short retry count (SRC) and a long retry count (LRC) for
each data frame, and these counts are incremented and reset
independently. When the RTS-CTS-Data-Ack handshake is
used to transmit a data frame, SRC (LRC) is incremented
every time an RTS (Data) transmission fails. The data frame
is discarded when either SRC reaches dot!1ShortRetryLimit
or LRC reaches dotlILongRetryLimit. The default values of
dotl 1ShortRetryLimit and dotl1LongRetryLimit are 7 and 4,
respectively. Note that both SRC and LRC are reset to 0 only
after a successful data transmission or after a data frame is
discarded.

B. The 802.11a PHY

The 802.11a PHY [14] is based on orthogonal frequency divi-
sion multiplexing (OFDM) and provides eight PHY rates (from
6 to 54 Mb/s) by employing different modulation schemes and
convolutional codes at the 5 GHz U-NII (Unlicensed National
Information Infrastructure) band. The frame exchange between
MAC and PHY is under the control of the PLCP (physical layer
convergence procedure) sublayer.

III. INTERFERENCE ANALYSIS IN 802.11 SYSTEMS

Applying TPC, which allows a WLAN device to use the min-
imum required power level in the transmit mode, is naturally an
attractive way to save battery energy. However, due to the con-
tention nature of the DCEF, the effectiveness of a TPC mecha-
nism hinges on the condition that application of TPC on data
transmissions will not aggravate the “hidden nodes” problem or
the interference in the network. In this section, we first inves-
tigate the relationship among different radio ranges and TPC’s
effects on the interference in 802.11 systems, then propose a
novel way to apply TPC in 802.11a systems while ameliorating
the TPC-caused interference, and justify it based on a theoret-
ical analysis.

A. Radio Ranges in 802.11 Systems

In general, there are four different radio ranges in an 802.11
system: transmission range, NAV set range, CCA busy range,
and interference range.

* Transmission range is central to the transmitter and rep-
resents the range within which the receiver station can re-
ceive a frame successfully, assuming no interference from
neighboring stations. It varies with the data payload length,
the PHY rate, the transmit power, the radio propagation
property that determines the path loss, and the receiver-side
wireless channel condition.

* NAV set range is the range within which neighboring sta-
tions can set the NAVs correctly based on the Duration/ID
information carried in the RTS/CTS frames and will not
interfere with the subsequent Data/Ack frame exchange.
Since RTS/CTS frames are always transmitted at a fixed
rate (e.g., 6 Mb/s in 802.11a systems), the NAV set range
is independent of the data rate.

* CCA busy range is central to the transmitter and represents
the range within which neighboring stations can physi-
cally sense the channel busy during the data transmission
(by the transmitter) and then defer their own transmission
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Fig. 2. Sketch of the radio ranges during a four-way handshake.

attempts. There are two methods for a wireless station
to report CCA (clear channel assessment) busy. One is
based on carrier detection, and the other is based on
energy detection by which a wireless station will report a
busy medium upon detection of any signal power above
the ED (Energy Detection) threshold.

 Interference range is central to the receiver and represents
the range within which neighboring stations are able to
interfere with the reception of data frames at the receiver.

B. TPC'’s Effects on the Interference in 802.11 Systems

Figs. 1 and 2 sketch the relative positions of different radio
ranges when the transmitter (7) transmits a data frame to the
receiver (R) using the two-way Data-Ack handshake and the
four-way RTS-CTS-Data-Ack handshake, respectively. NAV
set range, CCA busy range, and interference range are shown
as the light-, medium-, and dark-shaded areas, respectively.
The NAV set range is actually the conjunction of the RTS
transmission range and the CTS transmission range. Note that
the sizes of radio ranges vary with 802.11 systems equipped
with different PHYSs.

A, B, C, D, E, and F are the six neighboring stations. As
shown in Fig. 1, when the two-way handshake is used, A, B, C,
and F’ will not interfere with the Data/Ack frame exchange. This
is because A, B, and C can physically sense the channel busy,
while F' is outside the interference range. On the other hand, D
and FE are unable to sense the data transmission, but are close
enough to the receiver (within the interference range) to cause
the interference. They are often referred to as the “hidden nodes”
to T In order to alleviate such “hidden nodes” problem, T"and R
may exchange RTS/CTS frames to reserve the wireless channel
before the actual data transmissions, as shown in Fig. 2. This
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Fig. 4. Aggravated interference caused by the enlarged interference range.

way, D sets its NAV upon CTS reception and will not interfere
with the subsequent Data/Ack frame exchange.

Now, let us see how the radio ranges are affected when TPC
is applied on data transmissions. Since the kernel idea of TPC is
to transmit a data frame at the minimum required power level,
so when the two-way handshake is used, it may result in more
hidden nodes in the network. For example, B becomes a hidden
node to 7" when TPC is applied with the two-way handshake
(see Fig. 1), while it will not interfere with the Data/Ack frame
exchange when the four-way handshake is used as it is covered
by the NAV set range (see Fig. 2). In fact, even with RTS/CTS
support, applying TPC on data transmissions may still aggravate
the interference in the following ways.

* Scenario I: The interference may be aggravated due to

shrinkage of the CCA busy range. For example, comparing
Fig. 3 with Fig. 2, we can see that, station C originally de-
ferred its transmission attempt based on physical sensing
but is now outside the shrunk CCA busy range, and hence
may interfere with the Data/Ack frame exchange. Note
that, however, this scenario may occur only when the orig-
inal CCA busy range is larger than the NAV set range.

* Scenario II: The interference may be aggravated due to
enlargement of the interference range. For example, com-
paring Fig. 4 with Fig. 2, we can see that, station F' was
originally outside the interference range but is now within
the enlarged interference range, and hence may interfere
with the data frame reception.

The above aggravated interference scenarios, as results of ap-
plying TPC on data transmissions, indicate the importance of
ameliorating the TPC-caused interference to the effectiveness
of an intelligent TPC mechanism.
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C. NAV Set Range Versus CCA Busy Range in 802.11a Systems

According to the 802.11a standard [14], the receiver min-
imum input level sensitivity is defined as the received signal
strength level at which the packet error rate (PER) of a
1000-octet frame is less than 10%. It is rate-dependent and
different sensitivity levels for different PHY rates are listed in
[14, Table 91]. For example, the receiver minimum sensitivity
level for 6 Mb/s is —82 dBm. Since the length of an RTS/CTS
frame is much shorter than 1000 octets and they are transmitted
at the most robust 6 Mb/s, the PER of an RTS/CTS frame at the
minimum 6-Mb/s sensitivity level (—82 dBm) is almost zero.
Therefore, it is safe to say that the RTS/CTS transmission range
in an 802.11a system corresponds to the minimum 6-Mb/s
sensitivity level (—82 dBm). Recall that the NAV set range is
the conjunction of the RTS transmission range and the CTS
transmission range.

On the other hand, the CCA sensitivity is defined (in [14,
Clause 17.3.10.5]) as: “The start of a valid OFDM transmis-
sion at a receive level equal to or greater than the minimum
6-Mb/s sensitivity (—82 dBm) shall cause CCA to indicate busy
with a probability >90% within 4 ps. If the preamble portion
was missed, the receiver shall hold the carrier sense (CS) signal
busy for any signal 20 dB above the minimum 6-Mb/s sensi-
tivity.” Therefore, the CCA busy sensitivity levels based on car-
rier detection and energy detection are —82 dBm and —62 dBm,
respectively, regardless of the data transmission rate.

We can make the following important observation: when the
four-way handshake is used in an 802.11a system to transmit a
data frame, the CCA busy range is completely covered by the
NAV set range. This unique feature of 802.11a systems is due
to the fact that, the 802.11a PHY’s ED threshold is set 20 dB
higher than the carrier detection threshold, which is different
from other 802.11 PHYs such as the 802.11b. As a result, Sce-
nario I described in Section III-B will never occur in an 802.11a
system, while it may cause serious interference in 802.11b sys-
tems. On the other hand, the enlargement of the interference
range aggravates the interference in both 802.11a and 802.11b
systems.

D. NAV Set Range Versus Interference Range in 802.11a
Systems

Since the signal power needed for interrupting a frame
reception is much lower than that of delivering a frame success-
fully [22], under certain circumstances—especially, when TPC
is used for data transmissions, as will be shown below—the
interference range may be larger than the NAV set range. We
now investigate the relationship between the transmit power and
the interference range when four different four-way handshakes
are used in an 802.11a system.

1) RTS-CTS-Data-Ack: At first, let us consider the conven-
tional four-way handshake, where all frames are transmitted at
the same nominal power level (Ppom).2 As shown in Fig. 5,
the distance between 1" and R is d. Let dyy_rc 6mbps denote the
radius of the RTS/CTS transmission range. So, we have

ey

2In the following analysis, we let P,,,., be 15 dBm, the nominal transmit
power of Netgear WAG511 802.11a/b/g Dual Band Wireless PC Cards [23].

Tt =Ty = dt.r_rc,Gmbps =>d.



QIAO et al.: INTERFERENCE ANALY SIS AND TRANSMIT POWER CONTROL IN IEEE 802.11a/h WIRELESS LANs

NAV set range

B8 Interference range

Fig. 5. NAV set range versus interference range.
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Fig. 6. Without TPC, the size of the interference range varies with the data

payload length, the transmission rate, and the distance between the transmitter
and the receiver.

Note that the CCA busy range is not shown in Fig. 5, as it is
completely covered by the NAV set range in 802.11a systems
and has no effects on the following analysis.

Fig. 6 illustrates the radius of the interference range (r;) when
T transmits (at rate z) a data frame (with payload /) to R.
Let SIR ¢ _¢, be the signal-to-interference ratio (SIR) threshold
above which the data frame can be received successfully. There-
fore, a neighboring station I interferes with the data frame re-
ception if the following condition holds:

SIRth_Z, S R = P’I’ data — Pr,’int
:( t,data — )_(Ptint_Ad-)
:( nom — -Ad) ( nom Ad )
di\*
=Ag, —Aa= <j> 2
—  di </SR4pz - d. 3

Pt.data> Pr.data> Pt int, and Py i, are the transmit power of the
data frame, the received data signal strength, the transmit power
of the interference signal, and the received interference signal
strength (all in dBm), respectively. A4 and Ay, are the path
losses (in dB) over distances d and d;, respectively. Eq. (2) is
obtained by assuming the log-distance path loss model with path
loss exponent of four [24], which is suitable for indoor office
environments. Eq. (3) implies that the radius of the interference
range is

= VSIRth_ee - d. “
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We have two observations. First, when the conventional
four-way handshake is used, the size of the interference range
varies with the data payload length ({), the transmission rate
(z), and the distance (d) between the transmitter and the
receiver. Only when d is larger than a certain value, the NAV
set range will not be able to cover the interference range, i.e.,

d dtm_rc,Gmbps — i > Ty (5)
\4/ SIRth_Z,r

and then the neighboring stations that are inside the interference
range but outside the NAV set range can interfere with the data
frame reception. Second, the interference signal could be RTS,
CTS, Data, or Ack frames.

2) RTS-CTS-Data(TPC)-Ack: Now, let us examine how the
interference range is affected when we only apply TPC on data
transmissions while keeping the transmit power of RTS, CTS,
and Ack frames at the nominal level. Consider the same config-
uration as shown in Fig. 5.

With TPC, as illustrated in Fig. 7, the transmitter adapts
its transmit power in such a way that the received data signal
strength is always kept at the minimum required level, i.e.,

7Dif,aiata < 7Dnonl (6)

and

- Ad = Pnom - -Adm_,g_I (7)

Pt,data

where d¢,_¢ . is the transmission range when a data frame with
payload / is transmitted at rate  using the nominal transmit
power. Therefore, the condition for an interference to occur
becomes

SIRth_¢.2 = SIR = Py gata — Priint
= (Ptdata — Ad) — (Pt,int — Aa,)
= (Puom — Adps o) — (Priint — Aa,)
> (Prom — Adi. o) = (Prom — Ad;)
=As, —Adpo s, (3

On the other hand, when the data frame carries a larger pay-
load (¢ > £) or is transmitted at a higher rate (=’ > ), a higher
receiver-side SIR is required to have a successful frame recep-
tion (SIRyp_¢ v > SIRyn_¢ o), and consequently, the transmis-
sion range shrinks (dy;_¢r 5» < dig_¢). Recall that the trans-
mission range represents the maximum distance over which the
receiver can receive a data frame successfully. Hence, as shown
in Fig. 8, the received data signal strength on the edge of the
transmission range is always at the minimum required level:

Prom — (Adyo_,. +SIRth_t.2)

= Pnom - (Adm_p/ym/ + SIRth.l’.,a:’)
= Aa,, . +SIRen_e. = Ad + SIRyp_r0r. (9)

tx L !

Therefore, (8) is equivalent to

SIRth_rc,Gmbps = Adq' - Ad)‘,m_'r‘(‘,ﬁrnl)ps

4
d;
<~ SIRth_rc,Gmbps = <d4z
te_rc,6mbps

4/
< SIRth_rc,Gmbps : dtx_rc,Gmbps .

(10)
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Fig. 7. With TPC, the size of the interference range is independent of the dis-
tance between the transmitter and the receiver.

The radius of the interference range becomes

+ _ a/
r, = SIRth_Tc,Gmbps : dtz_rc,6m6p8~

It is interesting to see that the size of the interference range is
now independent of the data payload length (¢), the transmis-
sion rate (), and the distance (d) between the transmitter and
the receiver, unlike when the conventional four-way handshake
is used. Moreover, since SIR¢j, rc,6mbps > 1, we have

Y

Tj_ > dtq:_rc,ﬁmbps =Tr (12)
which means that the interference range is always larger than
the NAV set range. As a result, there are always potential hidden
nodes to interfere with the data frame reception, meaning that
the interference is aggravated. This is actually the Scenario II
described in Section III-B. The interference signal could be
RTS, CTS, Data, or Ack frames.

3) RTS-CTS(Strong)-Data(TPC)-Ack: One way to deal
with the aggravated interference problem caused by TPC
is to transmit the CTS frames at a stronger power level
(Pots+ = @ - Ppom with a > 1). The NAV set range is now
enlarged to

Ty = dtm_rc,ﬁmbps
T;‘i— = \4/5 T = \4/a : dtz_rc,Gmbps-

Consider the same configuration as shown in Fig. 5. When the
interference signal is an RTS, Data, or Ack frame, since these
frames are transmitted at or lower than the nominal power level,
the analysis in Section III-D2 holds and we have

13)

Ti+ = \4/ SIRth_Tc,Gmbps . dtz_rc,Gmbps- (14)
Comparing (13) with (14), we can see that, when
az SIRth_rc,Gmbps (15)

the enlarged NAV set range covers the interference range com-
pletely, i.e.,

o > SIRth_rc,Gmbps

4
<~ \/a . dtﬂ:_rc,ﬁmbps > \4/ SIRth,_r(‘,Gmbps . dtm_rc,ﬁmbps

<:>7“:r27“7"

2
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Fig. 8. With TPC, the size of the interference range is also independent of the
data payload length and the transmission rate.

and hence, the data frame reception will never be interfered with
by any RTS, Data, or Ack frames from neighboring stations.

On the other hand, when the interference signal is a stronger-
power-transmitted CTS frame, the condition for an interference
to occur becomes

SIRth_Z,m =2 SIR = Pr,data - Pr,int(cts+)
= (Ptaata — Aa) = (Print(ets+) — Aa,)
= (Prom — Adyo ) — (Petst — Aa,)
=Aq, — Adtz:_[,a: = (Petst — Prom)-

Following a similar argument as in Section III-D2, (16) is equiv-
alent to

(16)

SIRth_rc,Gmbps 2 Adi _Adm_mﬁmbps - (Pcts+ _Pnom)

(i)
dtm_rc,(%mbps a

— dz < </05 . SIRth_rc,Gmbps . dtz_l,Gmbps

Vv

— SIRth_'rc,Gmbps

a7

and the radius of the interference range, when the interference
is caused by CTS frames, is

+ _
T’i(cts) - Va : SIRth_'r‘c,Gmbps : dtz_rc,Gmbps

> \Va . dtz_Tc,Gmbps = T:— (18)

Therefore, the data frame reception may still be interfered with
by the CTS signals.

4) RTS(Strong)-CTS-Data(TPC)-Ack: Another way of
dealing with the aggravated interference problem caused
by TPC is to transmit the RTS frames at a stronger power
level (Pris+ = B - Prom with 8 > 1). Following a similar
analysis to that in Section III-D3, it is easy to show that, when
/B = ((d/dtz_rc,Gmbps) + 5 SIRth_rc,Gmbps)4’ the data frame
reception will never be interfered with by any CTS, Data, or
Ack frames from neighboring stations but may be interfered
with by the RTS signals. The analysis details are omitted due
to space limitation. Interested readers please refer to [25].

One key observation from Sections III-D3 and III-D4 is that,
the TPC-caused interference problem may be dealt with by
either transmitting the CTS frames at P+ = a - Ppom
or transmitting the RTS frames at P+ = B - Puom
with @ < [, meaning that the former scheme is more
energy-efficient. For this reason, we choose the enhanced
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RTS-CTS(strong)-Data(TPC)-Ack handshake to accommo-
date our intelligent TPC mechanism, and in particular, the
CTS frames are transmitted at 5 dB higher than, or equiv-
alently, « = 3.16 times, the nominal transmit power. Since
we let Pnom be 15 dBm, P+ is 20 dBm and conforms
to the 23-dBm transmit power limitation.3 Moreover, as
SIR¢h_re,6mbps 18 typically less than or equal to 5 dB,* so with
RTS-CTS(strong)-Data(TPC)-Ack, the data frame reception
will never be interfered with by any RTS, Data, or Ack frame
transmissions from neighboring stations. Although it may still
be interfered with by the CTS signals, considering the fact
that the CTS frames are normally much shorter than the data
frames, such interference is not as severe as that caused by the
data signals, which may occur when the conventional four-way
handshake is used.

E. Summary

We summarize the interference analysis results as follows.

* Without RTS/CTS support, applying TPC on data trans-
missions may result in more hidden nodes and aggravate
the interference.

* With RTS/CTS support, the “hidden nodes” problem is al-
leviated and the CCA busy range is completely covered by
the NAV set range in 802.11a systems. However, applying
TPC on data transmissions may still aggravate the interfer-
ence due to the enlarged interference range.

e Both RTS-CTS(strong)-Data(TPC)-Ack and RTS(strong)-
CTS-Data(TPC)-Ack schemes are suitable to accommo-
date intelligent TPC in 802.11a systems, because they not
only allow data frames to be transmitted at lower power
levels to save energy, but also ameliorate the potentially ag-
gravated interference caused by TPC by transmitting CTS
or RTS frames at stronger power levels.

e The enhanced RTS-CTS(strong)-Data(TPC)-Ack hand-
shake is more energy efficient than RTS(strong)-CTS-
Data(TPC)-Ack and, hence, is selected to accommodate
our intelligent TPC mechanism.

IV. MiSer

MiSer [10] is our intelligent TPC mechanism for 802.11a/h
DCEF systems. In order to deal with the “hidden nodes” problem
and the TPC-caused interference, MiSer is deployed in the
format of RTS-CTS(strong)-Data(MiSer)-Ack, which was dis-
cussed in Section III-D3.

MiSer is motivated by [28] and is a simple table-driven
approach. The basic idea is that the wireless station computes
offline a rate—power combination table indexed by the data
transmission status and each entry of the table is the optimal
rate—power combination ((R*, P;")) in the sense of maximizing
the energy efficiency (7) under the corresponding data trans-
mission status. The data transmission status is characterized by

3According to the 802.11 standard [26], the maximum transmit power is lim-
ited to 200 mW (i.e., 23 dBm) for the middle band of the 5-GHz U-NII band,
which is suitable for indoor environments.

4The error probability analysis in [27] shows that, when a data frame with

1152-octet payload is transmitted at 6 Mb/s and the receiver-side SIR is larger
than 5 dB, the PER of the frame is extremely small and, hence, negligible.
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a quintuplet: (¢, a, s, SRC,LRC), where ¢ is the data payload
length, a is the path loss from the transmitter to the receiver, s is
the interference plus noise level observed by the receiver—i.e.,
the receiver-side wireless channel condition, and (SRC, LRC)
are the frame retry counts. The energy efficiency (J) is defined
as the ratio of the expected delivered data payload (£) to the
expected total energy consumption (£). This table is then used
at runtime to determine the proper PHY rate and transmit power
for each data transmission attempt.

A. Step I: Offline Establishment of the Rate—Power
Combination Table

We assume that the transmission error (due to background
noise) probabilities of the RTS, CTS, and Ack frames are
negligible because of their small frame sizes and robust trans-
mission rates (refer to Section III-C). Then, the table entries of
the rate—power combination table are computed as follows. At
first, let us consider the general case when

0 < SRC < dotl1ShortRetryLimit (19)

and

0 < LRC < dotl1LongRetryLimit. (20)

Assume that (R,P;) is selected for the data transmission
attempt of status (¢, a, s, SRC,LRC). Also, assume that the
future retransmission attempts, if any, will be made with the
most energy-efficient transmission strategies as well. Clearly,
the frame delivery is successful only if the RTS transmis-
sion succeeds without collision and the data transmission is
error-free or results in correctable errors. Otherwise, the station
has to re-contend for the medium to retransmit the frame. In
particular, if the delivery failure was due to RTS collision, the
frame retry counts become ( SRC + 1, LRC); if the delivery
failure was due to erroneous reception of the data frame, the
frame retry counts become (SRC, LRC + 1).

We use f4(a’|a) to denote the conditional probability density
function that, given the current path loss condition of a, the path
loss condition becomes a’ during the next transmission attempt.
Similarly, we use fs(s’|s) to denote the conditional probability
density function that, given the current wireless channel con-
dition of s, the channel condition becomes s’ during the next
transmission attempt. Notice that these two density functions
vary with the time elapsed between two transmission attempts,
and different wireless channel variation models can be charac-
terized by different f4(a’|a) and fs(s’|s) functions.

Based on the above observations, the expected delivered data
payload (£) and the expected total energy consumption (£) can
be calculated (recursively) by (21) and (22), respectively, as
shown at the bottom of the next page, where P, , is the RTS
collision probability, P, 4qtq is the data transmission error prob-
ability, which is a function of R, P, £, a, and s and varies with
the wireless channel model [27], and

grts—sifs—cts—sifs =C&rts + 2 gsifs + gcts- (23)
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Since an Ack (CTS) timeout is equal to a SIFS time, plus an Ack
(CTS) transmission time, and plus a Slot time, we have

{ g(l,ck_tout = gsifs + ga,(tk + gsloh

24
gcts_tout = gsifs + gcts + gslot- ( )

Here, Erts, Edata(*), Ects, and E,.x represent the energy con-
sumed to transmit an RTS/Data frame, or receive a CTS/Ack
frame, respectively. Eprosf(-) and & frecze constitute the total
energy consumption during a backoff period, and represent the
energy consumption while the backoff counter is decrementing
and the energy consumption while the backoff counter is frozen
due to the busy medium, respectively. Moreover, Es;fs, Edifs,
and £, denote the energy consumptions of a WLAN device
being idle for SIFS time, DIFS time, and Slot time, respectively.
The details of the energy consumption calculation are omitted
due to space limitation. Interested readers please refer to [10]
and [25]. The energy efficiency (7 ) is thus

L(R, P, ¢, a,s,SRC,LRC)
E(R, P, L, a,s,SRC,LRC)"
(25)

J(R. Py, ¢, a,s,SRC,LRC) =

Since there are only finite choices for the PHY rate and the
transmit power, we can calculate J for each rate—power
combination, and the pair that maximizes J is then the most
energy-efficient strategy for the data transmission attempt of
status (¢, a, s, SRC,LRC):

(R*(¢,a,s,SRC,LRC), P} (£, a, s, SRC,LRC))
= arg max J(R, P, £, a,s,SRC,LRC). (26)
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Now, consider the special case when

SRC = dot11ShortRetryLimit 27

and/or

LRC = dot11LongRetryLimat. (28)
Obviously, since at least one of the frame retry limits has been
reached, the data frame will be discarded without further trans-
mission attempt. Hence, for any (R, P;), we always have

E(R, P, L, a,s,dotl1Short RetryLimit, LRC) = 0,
L(R, P, L, a,s,dotl1Short RetryLimit, LRC) = 0
(29)

and

{ E(R,Pi, L, a,s,SRC, dotll LongRetryLimit) = 0, (30)

L(R, P, ¢, a,s,SRC, dot11 LongRetryLimit) = 0.

Using this special case as the boundary condition, we have
fully specified the computation of the rate—power combination
table by (21), (22), (25), (26), (29), and (30).

B. Step II: Runtime Execution

Before communication starts, a wireless station computes the
optimal rate—power combination for each set of data payload
length (£), path loss (a), wireless channel condition (s), and
frame retry counts (SRC, LRC). Thus, a rate—power combina-
tion table is pre-established and ready for runtime use. At run-
time, the wireless station estimates the path loss between it-
self and the receiver, monitors the wireless channel condition,

L(R,Ps,4,a,5,SRC,LRC) = (1= P, 115) - [1 =P data(R, Pt £, a,8)] - £+ (1= Pe rts) - Pe data(R,Pr, L, a, s)

./fA(a’|a)/fs(s'|3)ﬁ(72*(€,a',s'./SRQLRC—{—I),PQ‘(Z,a',s',SRC./LRC—{—l)7 L,a’,s',SRC,LRC+1) ds’da’

— 00 bade o}

oo oo

—f—Pc,,ﬂtS-/,}”,4(al|a)/fs(s'|s)£(R*(&a’?s'?SRC—{—I,LRC)7 Pi(t,a',s',SRC+1,LRC), £,a,s",SRC+1,LRC) ds'da’.

— 00 — 00

5(R, Pt, g, a, s, SRC7 LRC) = gbkoff(SRC, LRC) +§fresze

2y

+(1_Pc,’r‘ts) . [l_Pe,data(R7 Pt"/ ’67 a, 3)] : [g'rts—sifs—cts—sifs +gdata(R7 Pt7 £)+gstfs +5ack +5dtfs]
+(1_Pc,’r‘ts) . Ps,data (R7 Ph £7 a, 8) N [g’r‘ts—s’ifs—cts—sifs +5data (R/ Ph g)'f'gack_tout

+/ fa(a'la) / fs(s'|8)E(R*(4,a’,s",SRC,LRC+1), P;(£,a’,s’,SRC,LRC+1), ¢,a’,s’,SRC,LRC+1) ds’da’]

+Pc,7‘ts . [grts +£cts_tout

+/fA(a'|a)/fs(s'|s)5(R*(z,a',sQSRcH,LRC), Pr(,a', s, SRC+1,LRC), £, ', 5, SRC+1, LRC) ds'da’] .

(22)
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and then selects the most energy-efficient rate—power combina-
tion for the current data transmission attempt by a simple table
lookup. Note that the rate—power selection shall be made before
the RTS frame is transmitted, so that the Duration/ID informa-
tion carried in the RTS frame can be properly set according to
the PHY rate selection.

Since MiSer shifts the computation burden offline, its run-
time execution is simplified significantly. As a result, embed-
ding MiSer at the MAC layer has little effects on the perfor-
mance of higher-layer applications, which is a desirable feature
for any MAC-layer enhancement.

C. Implementation Issues

1) Table Establishment: As described in Section IV-A, in
order to establish the rate—power combination table, a wireless
station needs the following information:

* the number of contending stations and the RTS collision

probability (P, ,+s);

» wireless channel models that determine the error perfor-
mances of the PHY rates (P 44t,) and the conditional
probability density functions f4(a’|a) and fs(s'|s).

There have been many papers dealing with the problems of esti-
mating the number of contending stations and the collision prob-
ability [29]-[32] or building accurate wireless channel models
[33]-[36], which are not the focus of this paper. Our contribu-
tion is the development of MiSer as a simple and effective TPC
mechanism by assuming that the wireless station either has the
required knowledge a priori or can estimate them.

2) Path Loss Estimation: At runtime, in order to look up the
pre-established rate—power combination table to determine the
best transmission strategy for each data frame, a wireless station
has to estimate the path loss between itself and the receiver. We
have developed a simple path loss estimation scheme, based on
the 802.11h standard [15], as a possible solution.

The 802.11h standard is an extension to the 802.11 MAC and
the 802.11a PHY, and one of the key improvements in 802.11h is
to enable a wireless station to report its transmit power informa-
tion in the newly defined TPC Report element, which includes
a Transmit Power field and a Link Margin field. The Transmit
Power field simply contains the transmit power (in dBm) used
to transmit the frame containing the TPC Report element, while
the Link Margin field contains the link margin (in dB) calcu-
lated as the ratio of the received signal strength to the minimum
desired by the station.

As specified in the 802.11h standard, the AP in an infrastruc-
ture network or a wireless station in an ad hoc network will au-
tonomously include a TPC Report element with the Link Margin
field set to zero and containing its transmit power information
in the Transmit Power field in any Beacon or Probe Response
frame it transmits. A wireless station keeps track of the path
loss to the AP, if within an infrastructure network,5 or the path
loss to each neighboring station, if within an ad hoc network,
and whenever it receives a Beacon or Probe Response frame,
it updates the corresponding path loss value. That is, with the
knowledge of the received signal strength (in dBm) via RSSI

5In an infrastructure DCF system, if a wireless station wants to communicate
with another station, the frames must be first sent to the AP, and then from the
AP to the destination [26]. Therefore, a wireless station only needs to keep track
of the path loss between itself and the AP.
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(receive signal strength indicator) as well as the transmit power
(in dBm) via the TPC Report element found in the frame, the
wireless station can calculate the path loss (in dB) from the
sending station to itself by performing a simple subtraction.
Note that RSSI is one of the RXVECTOR parameters, which is
measured and passed to the MAC by the PHY and indicates the
energy observed at the antenna used to receive the current frame.
Basically, the path loss value(s) maintained in this manner can
be used by the wireless station to determine its best transmission
strategy.

This path loss estimation scheme is reasonable since with
802.11 systems, the same frequency channel is used for all
transmissions in a time-division duplex manner, and hence, the
channel characteristics in terms of path loss for both directions
are likely to be similar. Moreover, since the Beacon frames are
transmitted periodically and frequently, a wireless station is
able to update the path loss value(s) in a timely manner.

3) Optimality of MiSer: As shown in Section IV-A, MiSer
is designed to be the optimal low-energy transmission strategy
for 802.11a/h. However, its optimality is based on the assump-
tion of perfect knowledge on the number of contending stations,
the RTS collision probability, the wireless channel models, and
accurate estimation of the path loss. Therefore, MiSer can be
viewed as a benchmark study on the energy-efficient transmis-
sion in 802.11a/h systems, which answers an important ques-
tion: what is the upper bound on energy conservation by ap-
plying TPC on data transmissions? In reality, with less accurate
knowledge on the required information, MiSer will be inevitably
less effective.

V. PERFORMANCE EVALUATION

We evaluate the performance of MiSer using the ns-2 simu-
lator [37] after enhancing the original 802.11 DCF module of
ns-2 to support the 802.11a/h PHY, PHY rate adaptation, and
TPC (transmit power control).

A. Simulation Setup

In the simulation, we use 15 dBm as the nominal transmit
power, and a TPC-enabled 802.11a/h device is allowed to choose
any one of the 31 power levels (from —15 dBm to 15 dBm with
1-dBm gaps) to transmit a data frame. As well, we simulate the
energy consumption behavior of the 802.11a/h devices according
to the energy consumption model that we proposed in [10]. We
assume an additive white gaussian noise (AWGN) wireless
channel model and the background noise level is set to —93 dBm.
Moreover, we use a log-distance path loss model with path loss
exponent of four to simulate the indoor office environment, and
setthe carrier sensing threshold to —91 dBm, meaning that, when
the distance between two stations is larger than 28.6 meters, the
resulting path loss is larger than 106 (= 15+ 91) dB and these
two stations are hidden to each other.

In the first part of the simulation, we compare MiSer against
four testing schemes with RTS/CTS support: the PHY rate adap-
tation scheme without TPC (RA), and three single-rate TPC
schemes using PHY rate 6 Mb/s (Tpc/R6), 24 Mb/s (Tpc/R24),
and 54 Mb/s (Tpc/R54), respectively. The comparison metrics
are the aggregate goodput (in Mb/s) and the delivered data per
unit of energy consumption (in Mb/Joule), which is calculated
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as the ratio of the total amount of data delivered by the trans-
mitter stations over their total energy consumption. Note that the
larger this value, the more energy-efficient a scheme becomes.
We conduct the simulation with various network topologies, var-
ious data payload lengths, and various numbers of contending
stations.

In the second part of the simulation, we compare MiSer
against two schemes without RTS/CTS support: the rate—power
adaptation scheme (DA-I) and the rate adaptation only scheme
(DA-II). In addition to the aggregate goodput and the delivered
data per unit of energy consumption, we also compare the
frame collision probability for the testing schemes.

Each simulation run lasts 120 seconds in an 802.11a/h DCF
system with multiple transmitter stations contending for the
shared wireless medium. Each station transmits in a greedy
mode, i.e., its data queue is never empty, and all the data frames
are transmitted without fragmentation. All stations are static.
Unless specified otherwise, the number of contending stations
is eight and the frame size is 1500 octets.

Note that MiSer’s rate—power combination table is obtained
by following the recursive steps specified in Section IV-A, while
RA’s rate adaptation table or Tpc/Rz’s (x = 6, 24, or 54) power
adaptation table are computed in the same way as MiSer’s rate—
power combination table, except fixing the transmit power to
15 dBm or the transmission rate to x Mb/s, respectively. More-
over, in order to have a fair evaluation on the effects of RTS/CTS
support, we simply let DA-I and DA-II use MiSer’s rate—power
combination table to determine their transmission strategies.

B. MiSer Versus Schemes With RTS/CTS Support

1) Star Topologies With Various Radii: We first compare the
testing schemes in star-topology networks, where eight trans-
mitter stations are evenly spaced on a circle around one common
receiver with the radius of r (1 < 7 < 28) meters. Although
ideal star-topology networks are rarely found in the real world,
the simulation results plotted in Fig. 9 help us understand better
how TPC adapts to the path loss variation and why MiSer is
superior to other simulated transmission strategies, thanks to the
symmetric station deployment of star-topology networks, and
hence, are valuable.

In general, as r increases, both the aggregate goodput and
the delivered data per Joule decrease for all testing schemes.
This is because more robust transmission strategies (i.e., lower
rate and/or higher power) are used to deal with the increasing
number of hidden terminals and the larger path loss between
the transmitter and the receiver. However, different schemes
show different decreasing curves determined by their respec-
tive design philosophies, which are discussed next. In order to
have a better understanding of the figure, we list, in Table I, the
rate—power selections by each testing scheme, when r = 5, 9,
12, and 28, respectively.

RA achieves the highest aggregate goodput because its con-
stant use of the strong 15 dBm transmit power allows it to choose
the highest possible rate to transmit a data frame. On the other
hand, since RA does not support TPC, so even within a small
network, it still has to transmit a frame using a higher power than
necessary over a short distance, hence consuming more energy.
For example, as shown in Table I, when » = 5, MiSer selects
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Fig. 9. Comparison for star-topology networks (various radii). (a) Aggregate
goodput. (b) Delivered data per unit of energy consumption.

TABLE I
EXAMPLE RATE-POWER SELECTIONS ((SRC, LRC) = (0,0))

rate-power selection (<Mbps, dBm>)
r (m) 5 | 9 | 12 [ 28
MiSer <54, 5> <36, 9> <24, 11> <6, 15>
RA <54, 15> | <54, 15> | <36, 15> <6, 15>
Tpc/R6 <6, -13> <6, -3> <6, 2> <6, 15>
Tpc/R24 <24, -3> <24, 6> <24, 11> | <24, 15>
Tpc/R54 <54, 5> <54, 15> | <54, 15> | <54, 15>

the same 54 Mb/s rate as RA, but a much lower transmit power
level at 5 dBm. As aresult, RA yields much lower delivered data
per Joule than MiSer when r is small.

Tpc/R6 transmits all the data frames at the lowest 6 Mb/s, and
hence, results in the lowest aggregate goodput when 7 is small.
As r increases, Tpc/R6 adjusts its transmit power adaptively
such that the receiver-side SINR is maintained at a relatively
stable level. For example, as shown in Table I, when r increases
from 5 to 9, 12, and 28, Tpc/R6 increases its transmit power
from —13 dBm to —3 dBm, 2 dBm, and 15 dBm, respectively.
Therefore, combined with rate 6 Mb/s’ strong error-correcting
capability, Tpc/R6 shows an almost flat aggregate-goodput
curve but a decreasing curve for the delivered data per Joule
until » = 28, when the most conservative combination of
6 Mb/s and 15 dBm is still not robust enough to combat the
resulting high path loss.

Tpc/R54 transmits all the data frames at the highest 54 Mb/s.
Similar to Tpc/R6, it also has a flat aggregate-goodput curve
when r is small. However, due to rate 54 Mb/s’ poor error-cor-
recting capability, the aggregate-goodput curve starts dipping at
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a much smaller r value of 10. Actually, when » > 10, all the
transmission attempts fail and the aggregate goodput drops to
zero. Similar observations can be made for Tpc/R24 as well,
which is a compromise between Tpc/R6 and Tpc/R54.

So we can see that, because of fixing the transmission rate,
a single-rate TPC scheme either suffers a reduced transmission
range (e.g., Tpc/R24 and Tpc/R54) or has to keep a low trans-
mission rate (e.g., Tpc/R6).

MiSer achieves the highest delivered data per Joule because
of its adaptive use of 1) the energy-efficient combination of
high rate and low power when r is small, and 2) the robust
combination of low rate and high power when 7 is large. The
key idea is to select the optimal rate—power combination, rather
than the PHY rate or the transmit power alone, to minimize the
energy consumption. Therefore, under certain path loss condi-
tions (e.g., r = 9 in Table I), MiSer may choose a lower rate
than RA but with weaker transmit power. As a result, MiSer
shows an aggregate goodput curve slightly lower than that of
RA. Note that MiSer has the same transmission range as RA
and Tpc/R6, since a transmitter station that supports MiSer can
always lower the PHY rate and/or increase the transmit power,
whenever necessary, to communicate with a far-away receiver
station. Another observation in Fig. 9 is that, when 6 Mb/s (or
24 Mb/s, 54 Mb/s) or 15 dBm is part of the optimal rate—power
selections, MiSer is indeed equivalent to Tpc/R6 (or Tpc/R24,
Tpc/R54) or RA, which is evidenced by the partial overlapping
in both their aggregate-goodput curves and their curves for the
delivered data per Joule.

2) Random Topologies With 50 Different Scenarios: We also
evaluate and compare the performances of the testing schemes
in randomly generated network topologies: the eight transmitter
stations and their (different) respective receivers are randomly
placed within a40 m x 40 m flat area. We simulate 50 different
scenarios and results are plotted in Fig. 10.

We have three observations. First, MiSer and RA are signif-
icantly better than single-rate TPC schemes, in terms of both
the aggregate goodput and the delivered data per Joule, in each
simulated random topology. This is because the inevitable low
transmission rate or reduced transmission range of a single-rate
TPC scheme, where the latter may cause more potential trans-
mission failures, results in poor aggregate-goodput and energy-
efficiency performances. On the other hand, both MiSer and RA
are able to perform PHY rate adaptation, which adjusts the trans-
mission rate dynamically to the path loss variation.

Second, MiSer achieves comparable aggregate goodput with
RA while delivering about 15% (on average) more data per unit
of energy consumption than RA. Actually, the energy saving by
MiSer over RA could be more significant if the network size is
smaller. This is because, in a smaller network, the transmitter
and the receiver are, on average, closer to each other, which
corresponds to a smaller path loss value. As a result, MiSer may
choose a much lower transmit power (than 15 dBm) to transmit
a frame, thus saving more energy. On the other hand, when the
network size gets larger, the energy-efficiency performances of
MiSer and RA become comparable.

Third, Tpc/R6 produces near-constant aggregate goodput
regardless of the network topology, which is consistent with a
similar observation in Fig. 9. Besides, unlike in the small star-
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Fig. 10. Comparison for random-topology networks (50 different scenarios).
(a) Aggregate goodput. (b) Delivered data per unit of energy consumption.

topology networks, where Tpc/R54 has the best energy perfor-
mance, Tpc/R54 has the lowest delivered data per Joule in every
scenario due to the arbitrary station locations inrandom-topology
networks. Particularly, in two of the 50 simulated scenarios,
Tpc/R54 results in almost zero aggregate goodput.

3) Random Topologies With Various Data Payloads: Fig. 11
shows the simulation results for random-topology networks
with various data payloads. The simulated data payload lengths
are 32, 64, 128, 256, 512, 1024, and 1500 octets. Each point in
the figure is plotted with 90% confidence interval.

Since RTS/CTS frames are always transmitted at 6 Mb/s, the
RTS/CTS overhead per data transmission attempt is indepen-
dent of the payload length. Moreover, there are a number of fixed
per-frame overheads such as the MAC header, the frame check
sequence (FCS), the PLCP preamble/header, and so on. Hence,
both the aggregate goodput and the delivered data per Joule
increase with the data payload length for all testing schemes.
As expected, MiSer has the best energy-efficiency performance,
and the gap between MiSer and RA becomes bigger as the data
payload length increases. This is because, with the same PHY
rate, a larger data payload results in a longer transmission time,
during which MiSer may use low transmit power to save more
energy. Moreover, RA outperforms single-rate TPC schemes in
terms of both goodput and energy consumption due to PHY rate
adaptation.

4) Random Topologies With Various Numbers of Con-
tending Stations: Fig. 12 shows the simulation results for
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TABLE II
RATE-POWER SELECTIONS BY THREE TESTING SCHEMES AND RESULTANT
HIDDEN NODE RATIOS IN STAR-TOPOLOGY NETWORKS

rate-power selection (<Mbps, dBm>) and §

r (m) MiSer | DA-I | DA-II
9 <36,9> | 0 | <36,9> | 0 | <36, 15> | 0
15 <18, 12> | 1/7 | <18, 12> | 3/7 | <18, 15> | 1/7
22 <12, 15> | 5/7 | <12, 15> | 5/7 | <12, 15> | 5/7

random-topology networks with various numbers of con-
tending stations: 2, 4, 8, 12, 16, and 20. Each point in the figure
is plotted with 90% confidence interval.

Although MiSer has the best energy-efficiency performance
under all simulated scenarios, as the number of contending
stations increases, the performance gain of MiSer over other
schemes becomes less significant. This is because, as the net-
work becomes more crowded, it is more likely that the frame
transmission attempts will collide with each other. As a result,
energy spent on collision resolution becomes the dominant
part of the total energy consumption. As shown in the figure,
without an effective collision resolution scheme, the benefit
of applying TPC on data transmissions is limited when the
number of contending stations gets large.

C. MiSer Versus Schemes Without RTS/CTS Support

We now compare the performance of MiSer against schemes
without RTS/CTS support. We introduce a new measure called
the hidden node ratio (8) of the network, which is defined as the
ratio of the number of hidden nodes (average over all transmitter
stations) to the total number of contending stations. Clearly,
the 6 value varies with the network topology, the network size,
and the transmit power. We evaluate the performances of the
testing schemes in star-topology networks of different sizes, and
Table II lists the r values and the corresponding hidden node
ratios when different testing schemes are used. We also com-
pare the testing schemes in randomly generated network topolo-
gies that were used in Section V-B2. The comparison results are
plotted in Fig. 13.

We have two observations. First, when there are no hidden
nodes in the network (r = 9), all three schemes result in sim-
ilar frame collision probabilities, and MiSer yields a lower ag-
gregate goodput than DA-I/II due to the additional RTS/CTS
overhead. However, since MiSer is able to select a lower power
level (at 9 dBm) for its data transmissions, it shows comparable
energy-efficiency performance with DA-II that always transmits
at 15 dBm.

Second, when there are hidden nodes in the network (r = 15
or 22, or random), the performances of all three schemes de-
grade. With a larger hidden node ratio, more stations are hidden
to each other in the network and the frame collision probability
increases, thus the performance degrades even more. MiSer is
less affected by the presence of hidden nodes than DA-I/II be-
cause, by exchanging RTS/CTS frames to reserve the wireless
channel before actual data transmissions, collisions can only
occur to the RTS frames that are much shorter than the data
frames. For this reason, MiSer outperforms DA-I/II significantly
in terms of both the aggregate goodput and the delivered data per
unit of energy consumption.



QIAO et al.: INTERFERENCE ANALY SIS AND TRANSMIT POWER CONTROL IN IEEE 802.11a/h WIRELESS LANs

1019

0 3] 1
MiSer MiSer MiSer
=N 0 [=qN 09 =N
- ] DAl DA — 722 DAl
08 = ]
60 =
07 =
Tw 06 =
= =
2w 05 E _
g
03 = %
20 =] %
02 = /
10 = %
01 E %
' =9 =15 =22 random =1 =22 random
network topology network topology network topology
(@) (b) ©
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collision probability.

As discussed in Section III-B, one potential problem of ap-
plying TPC on data transmissions without RTS/CTS support is
that it might result in more hidden nodes. We observe such sce-
nario in the simulated network of » = 15. In this case, DA-I
selects the rate—power combination of 18 Mb/s and 12 dBm for
the data transmissions, while MiSer and DA-II contend for the
wireless channel by transmitting its RTS or data frames at the
15 dBm power level. As a result, when DA-I is used, the hidden
node ratio of the network becomes 3/7 instead of 1/7. The fact
explained above is supported by the drastically higher frame col-
lision probability for DA-I when r = 15.

D. Summary

Based on the observations from the simulation results, we

summarize MiSer as follows:

* In order to save energy by applying TPC on data transmis-
sions, RTS/CTS support is essential to alleviate the “hidden
nodes” problem.

* MiSer is deployed as RTS-CTS(strong)-Data(MiSer)-Ack.

* When the number of contending stations is reasonably
small, MiSer is significantly better than any other scheme
(with RTS/CTS support) that simply adapts the PHY rate
or adjusts the transmit power.

e Without an effective collision resolution scheme, the
performance gains of intelligent TPC schemes, including
MiSer, become less significant when the number of con-
tending stations gets large.

e PHY rate adaptation is very effective in saving energy and
plays an important role in MiSer.

* Applying MiSer does not affect the transmission range.

* MiSer is most suitable for data communications with large
data payloads.

VI. CONCLUSION

In this paper, we investigate the problem of minimizing the
communication energy consumption in 802.11a/h systems.
Based on the analysis of the relationship among different
radio ranges and TPC’s effects on the interference in 802.11a
systems, we propose MiSer, a novel intelligent TPC mecha-
nism, as an optimal solution. The key idea is to combine TPC
with PHY rate adaptation, so that the most energy-efficient
rate—power combination can be adaptively selected for each
data transmission attempt. It establishes an optimal rate—power

combination table before the communication starts, which
shifts the computation burden offline, and hence, simplifies the
runtime execution (to simple table lookups) significantly. MiSer
is deployed in the format of RTS-CTS(strong)-Data(MiSer)-Ack
to alleviate the “hidden nodes” problem and to ameliorate the
TPC-caused interference in the network.

Our in-depth simulation shows that MiSer is significantly
better than the schemes without RTS/CTS support in the pres-
ence of hidden nodes, which are often found in the real net-
works. Moreover, compared with other schemes with RTS/CTS
support, when the number of contending stations in the network
is reasonably small, MiSer clearly outperforms the single-rate
TPC schemes and is much more energy-efficient than the PHY
rate adaptation scheme without TPC.
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