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Abstract—Many modern networked applications require specific levels of service quality from the underlying network. Moreover, next-generation networked applications are expected to adapt to changes in the underlying network, services, and user interactions. While some applications have built-in adaptivity, the adaptation itself requires specification of a system model. This paper presents Sapphire, an experimental approach for systematic model generation for application adaptation within a target network. It employs a nearly-automated, statistical design of experiments to characterize the relationships of both application and network-level parameters. First, it applies the Analysis of Variance (ANOVA) method to identify the most significant parameters and their interactions that affect performance. Next, it generates a model of application performance with respect to these parameters within the ranges of measurements. The key benefit of the framework is the integration of several well-established concepts of statistical modeling and distributed systems in the form of simple APIs so that existing applications can take advantage of it. We demonstrate the usefulness and flexibility of Sapphire by generating a performance model of an audio streaming application. We show that many existing multimedia and QoS-sensitive applications can exploit a statistical modeling approach such as Sapphire to incorporate application adaptivity. The approach can also be used for feedback control of distributed applications, tuning network and application parameters to achieve service levels in a target network.
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1 INTRODUCTION

Today’s enterprise networks comprise a variety of access, edge and core subnetworks with different levels of bandwidth, delay, loss, and jitter characteristics. For example, it is common to have a combination of wired, satellite, and wireless segments in an enterprise network of an organization. The degree of tolerance or sensitivity to each of these parameters varies widely from one application to another. Emerging applications such as home networking, online gaming, intelligent appliances, factory supply-chain networks, as well as the vast majority of multimedia applications require certain levels of service quality from the underlying network. Many ERP applications are routinely accessed by both mobile users using their PDAs or notebooks, as well as desktop clients. Service differentiation is achieved by allocating different amounts of network resources, such as link bandwidth and buffers, to different types of traffic traversing the network’s intermediate routers along the end-to-end (e2e) path. In our previous work [1], we presented a characterization of per-hop QoS as the building block of the e2e QoS perceived by users that can be measured and monitored. However, a crucial step in providing application-level QoS is to generate a model of the application adaptation behavior in a given enterprise environment. This is environment-specific because enterprise networks are configured with many different devices and topologies.

This critical requirement of measuring and monitoring the e2e performance of enterprise applications has led to many commercial tools [2], [3]. However, most of these tools use only well-known ports to analyze traffic between end-hosts, and provide only basic information about application-network interactions. Several studies [4], [5], [6], [7] have addressed the problem of provisionning and mapping the e2e QoS requirements of multimedia applications to available network resources. For example, Nahrstedt and Smith [5] proposed negotiation and information exchange between applications and networks at the call/connection boundary. The mapping is facilitated by a broker that can perform bidirectional mapping between applications and the network-level parameters. However, they assumed that the application-specific mapping models for a given network are available prior to invocation of the application. In fact, this is an implicit assumption used in many proposed QoS and application adaptation frameworks.

There are adaptation models developed for specific classes of applications. For example, Bolot and Vega-Garcia [8] developed mechanisms to limit the impacts of jitter and packet loss on the clients, as well as to limit the sending rate to the capacity of the connection. MPEGTool [9] is an X Windows-based MPEG encoder and statistical analysis tool that can characterize variable bit-rate MPEG video traffic in ATM networks. In this paper, we present a
general-purpose experimental framework called Sapphire that provides interaction models between a given networked application and the network in which it is deployed. The key contribution of Sapphire is the integration of several well-studied concepts in statistical modeling, event management in distributed systems, and application and network-layer instrumentation to provide an automated system for generating such interaction models. It provides application developers and network engineers with a set of APIs (Application Programming Interfaces) for instrumenting an application, along with several kernel modules for setting network-layer parameters. Events corresponding to changes in the levels of target parameters in the instrumented layers are logged by Sapphire. The resulting traces are collected along with timestamps and details about these events. Then, the events are correlated with network measurements using statistical analysis, which leads eventually to a set of models that describe the interaction of the application and network parameters.

The models are then incorporated in the application at runtime to adapt to the varying network conditions based on a feedback control loop. Note that Sapphire models are application and network-specific, i.e., they can be used for the specific applications and the deployed network that were used to build the models. This is due to the fact that the performance of many applications varies considerably between testbed and deployed network environments. The most suitable environments for Sapphire are, therefore, enterprise networks that allow better control and setting of both application and network-level parameters.

Since it is not possible to provide deterministic guarantees to networked applications, we propose an adaptation framework for the application performance based on statistical mapping. There are several challenges to overcome. Different classes of applications have very different traffic characteristics and require different types of networked resources. This is true for individual participants (“clients”) of a given application as well. Distributed applications use a variety of network interactions—such as client-server, peer-to-peer, and distributed multicast—that make characterization of such applications very difficult. Sapphire probes and associated APIs make instrumentation of these applications relatively easy and the model-building step allows one to automatically build interaction models for the application in a given network. Sapphire does not depend on particular network and switching topologies. For example, it can be used in tightly-coupled cluster environments to generate interaction models of messaging-passing parallel applications. Moreover, the application-level parameters in Sapphire are completely user-defined and, therefore, interaction models at different levels of granularity can be generated using the framework.

The workflow of Sapphire and its components are explained in Section 3. The core of the framework tracks individual processes of a networked application and injects specific events (as part of instrumentation) to control levels of user-defined application parameters and the parameters in the network stack during runtime. It can also set up related network configuration parameters at the intermediate routers of the target network so that coordinated experiments are possible. While the statistical modeling techniques such as ANOVA and polynomial regression used in Sapphire are well-established, the capability of automatically generating application-network interaction models for an application is a unique feature of the framework and, therefore, it can be useful to a large community of users.

The rest of this paper is organized as follows: First, in Section 2, we provide an example of an audio streaming application and motivate the need for model-based application adaptation. Next, we present the Sapphire framework in Section 3, and describe the main components and the associated work-flow. The statistical methods used in the framework—design of experiments, ANOVA, and regression—are briefly discussed in Section 4. We provide experimental results in Section 5 to demonstrate the flexibility of our framework and an example of model-based adaptation in the context of the audio-streaming application. Section 6 reviews related literature and, finally, we conclude the paper in Section 7 with a discussion on possible extensions of Sapphire.

2 Motivation

The primary goal of Sapphire is to develop an integrated and automated framework for the generation of interaction models of an application with respect to its underlying network. Both heuristic and statistical methods can be applied to generate such models. We have implemented an approach based on the design of experiments and polynomial regression to generate the application-network interaction models. To illustrate this further, let us consider an audio streaming application using the popular Pulse Code Modulation (PCM) encoding technique. PCM is a digital encoding scheme for analog data and is used in many multimedia applications such as full-motion video, telephony, music and virtual reality. In PCM, an analog signal is sampled at a regular frequency, called the sampling rate (in Hz), which is typically several times the maximum frequency of the analog waveform. The samples are quantized in one of the predetermined levels, where the levels are represented by a fixed number of power of 2 bits. The output of PCM is a binary series of the original analog signal in digital form. The parameters that determine the quality of the audio stream are the sampling rate, number of bytes per sample, and duration of audio per packet. An audio streaming application consists of a PCM transmitter (or server) that reads a set of audio files, encodes them into PCM, and sends the streams to a set of remote clients. The clients use a PCM decoder and play them using an audio device. The audio traffic is sensitive to packet loss, jitter and available bandwidth, and the background traffic in the network may affect the playback quality. Network-level QoS for such traffic is usually offered by the Differentiated Services (DiffServ) [10], [11], bandwidth reservation, etc. The traffic from different applications are assigned to different service classes depending on the application requirements. Most importantly, they are protected from background (mostly best-effort) traffic in the network. The parameters affecting the performance of the audio-streaming application are PCM encoding parameters as well as those of the DiffServ building blocks used in the construction of the network. In this example, Sapphire is used to determine which of these parameters are the most significant and how they are related so that an application-network interaction model can be generated.

The audio streaming can also be performed more efficiently by incorporating adaptivity in the server. For example, the server may adapt to different sampling rates and sample sizes based on feedback from the different
be used to identify the hierarchical mapping relationships among the user-level perceptual QoS parameters, application-level parameters, and network-level parameters.

Finally, our framework is suitable for enterprise networks rather than the Internet because the design parameters required in the model-building process can be controlled more tightly in the former. The role of the network service provider (NSP) and the application service provider (ASP) for the enterprise in this context is important. While the service-level agreements (SLAs) with NSPs are standard for most enterprise environments, the SLAs for hosting applications and services are not. Enterprises may depend on ASPs for some of their applications, while running other applications in-house. Any QoS adaptation model for an application must be supported with appropriate SLAs by the respective NSP and ASP (if the application is hosted by a third party). The Sapphire-generated adaptation models assume that the underlying network and application-level SLAs support the ranges of permitted adaptation.

Fig. 1 shows the steps of the framework which are detailed in the following section.

3 THE SAPPHIRE FRAMEWORK

The Sapphire framework provides the necessary tools and methods for instrumenting an application (server and clients), the underlying network stack, as well as the intermediate network elements such as routers. Then, it uses well-established methods for experimental design and statistical analysis to run coordinated experiments based on the configurable instrumented parameters. The data from these experiments are used to generate an interaction model, which can then be used by the application in order to systematically adapt itself to varying conditions in the network. By design, such a framework is suitable for "model-based adaptation." In what follows, we elaborate on the goals, the core components, and the workflow of the framework.

3.1 Design Goals

In the design of Sapphire, we would like to achieve the following goals:

- **Supporting coordinated experimental analysis.** To enable efficient exploration of the parameter space, Sapphire creates a design of experiments from user-specified parameters by coordinating all instrumented layers with their corresponding levels for each experiment. Such coordination among various processes of a networked application and different protocol stacks of an end-host is achieved via a synchronization protocol to be described shortly. Therefore, an application instrumented with Sapphire can be configured in various degrees of freedom (monitored parameters) across its multiple protocol layers. Additionally, this configuration is coordinated with the intermediate network path to provide synchronization of network interactions. The last step requires that enterprises have control over these network-level parameters.

- **Supporting reliable delivery of events.** Since injected application events are correlated with network measurement data, Sapphire must log and
deliver all events reliably. This is achieved by using ARDP (Asynchronous Reliable Delivery Protocol) [15]. Once a set of parameters (in any of the instrumented layers) have been chosen, Sapphire keeps track of any change of their levels and logs appropriate event messages entirely transparent to the application by using separate message channels.

- **Statistical modeling.** The goal of providing deterministic QoS guarantees to networked applications is extremely difficult and, therefore, Sapphire chooses a statistical modeling approach. The outcome of Sapphire experiments is a set of statistical models of the given application in the deployed target network. Two well-established statistical methods, ANOVA and multiple polynomial regression, are integral to the framework and will be presented shortly.

- **Lightweight APIs.** The instrumentation of an application using Sapphire is meant to be straightforward —only a small set of functions are needed to initialize, synchronize and perform a set of experiments. Hence, the overall processing and communication overheads are low. Complexities such as synchronization and coordination among multiple processes (e.g., clients) of an application during a Sapphire experiment are handled by the framework transparent to the application sessions and the user.

### 3.2 Workflow of Sapphire

As shown in Fig. 1, Sapphire works in two phases. First, the training or the modeling phase which involves instrumenting both the application and the underlying network to be able to inject events and control parameters as dictated by the design of experiments. A factorial design of experiments is conducted to investigate the interactions among the different parameters affecting the performance of the application with respect to the underlying network. The first statistical analysis method used is called ANOVA, which extracts the most significant factors affecting performance as described in Section 4. Based on these significant factors, regression-based modeling is performed to relate the user-specified application parameters to the parameters of the network. In the second phase, the models extracted are used in adapting the application performance according to measurements from the network as well as e2e measurement from the application parameters themselves in the feedback loop as shown in Fig. 1.

### 3.3 Components of Sapphire

Fig. 2 illustrates the main components of the framework. Each component in Sapphire essentially builds an abstraction for a particular capability, and the components communicate with each other via messages. Such an approach allows us to incorporate new measurement methods and introduce new hardware (network nodes, devices, end-hosts) without changing the overall framework. Each of these components is detailed next.

#### 3.3.1 Application Instrumentation and Application-Level Trace Collection

The heterogeneity of application-level objects and parameters requires a flexible approach for runtime application-level parameter configuration, measurement and collection. The simplest mechanism is needed when most of the configurable parameters are available in the command-line interface (CLI) or via a runtime configuration file for the application. In this case, there is no need to instrument the application—Sapphire simply generates timestamped events corresponding to the set of configuration parameters for each experiment so that they can be correlated with the corresponding network-level traces during the analysis step. One can also instrument the message channels between all the processes of the application, e.g., the socket API in the kernel. This enables a suitably-instrumented end-host to collect information about the application-level data that are exchanged between the instrumented end-hosts.
The latter approach is, of course, coarse-grained. The synchronization among the end-hosts is achieved by a group management protocol. In fact, a combination of CLI and message channel monitoring may be sufficient for most applications without ever instrumenting the application itself. The most extensive mechanism is an explicit instrumentation of the application to insert events. Any change in the level of a factor is encapsulated in an event and captured by Sapphire. The basic mechanism for instrumenting an application is a Sapphire probe. Probes are used for both active and passive monitoring of parameters of a networked application. An active Sapphire probe can set the level of a parameter during runtime, thereby affecting the performance of the application. On the other hand, a passive Sapphire probe simply monitors the levels of parameters of instrumented protocol layers and generates appropriate event messages.

### 3.3.2 Sapphire Probe

A Sapphire probe, shown in Fig. 3, provides four functionalities:

1. synchronizing the instrumented process with other processes of the networked application at the beginning of an experiment,
2. registering a set of user-defined parameters to be monitored and modified during the experiment,
3. providing a logical ordering of all events (changes in levels of monitored parameters) via Lamport’s vector clocks [16], and
4. forwarding events to other probes and the core agents, as necessary.

Although not implemented in our current version, a Sapphire probe can also be inserted in protocol layers other than the application itself. For example, probes can be used to control various parameters of the transport layer (e.g., TCP send and receive buffer sizes, MTUs, and number of parallel streams) to study the interaction of an application with respect to changes in transport-layer settings in the end-hosts. This flexibility in Sapphire makes it a general-purpose characterization approach across many application domains.

### 3.3.3 APIs

Table 1 lists the primary APIs available for application instrumentation. An application can define and manipulate events at a lower level by calling methods available in the Sapphire core (Table 2). The event monitoring and application-level APIs are designed to be general-purpose. For example, we have instrumented a network stack and the PCM audio streaming application for the results presented in Section 5. As mentioned earlier, users are free to include any application-level parameter during the model-generation phase. The parameters can also be hierarchical in case of complex networked applications that use multiple components and services.

#### 3.3.4 Event Management

The events of a networked application can be broadly classified as internal and external events. The internal events are generated within a process and do not interfere with other processes. In Sapphire, one can set internal events as fine-grained as tracking changes to individual variables, as well as higher-level objects such as functional blocks and state changes. For applications that require large-scale computations or network resources, it is becoming more acceptable to introduce such instrumentation for performance analysis and monitoring as long as the measurement overhead is a small fraction of the overall resource usage. During Sapphire initialization, an event structure is created for each class of variables and each event class is assigned an event_type. Associated with each class of events, there is an event sequence string, or event_seq. The event sequence strings identify events within a class of similar events. The individual fields in the event_seq string are defined as follows: (Ipaddr: PortNum) are the IP address and port number for the originating process, respectively. The PID is the process identification number—it is included to accommodate multiple processes on a single device or end-host. TSTamp is a globally-ordered timestamp using vector clocks, and the field Dir is a string denoting a location of the event data. Therefore, an event_seq object is represented as the tuple: ((Ipaddr: PortNum), PID, TSTamp, Dir). The event definition format containing event_type and event_seq uniquely identifies any event in a given process group. The event notification messages are delivered using these two items only. The values of the event objects themselves are cached locally on the originating end-host/device and are not exchanged. This approach has two advantages: 1) the format of the event messages to be exchanged is fixed no matter how large or small the actual event objects are, and 2) by having a fixed format, one can always bound the amount of network resources to be used by the core agents. Further, having a fixed format for event notification and message ordering makes Sapphire general-purpose since it can be used irrespective of the type of messages and events generated by different applications. As an example, consider two entirely different classes of applications: distributed simulation of molecular structures and video-conferencing. The first application (a class of scientific computing) is typically a collection of processes that are CPU-intensive, with occasional message passing to exchange large volumes of data. In contrast, the second application (a class of multimedia applications) requires soft real-time guarantees and frequent exchange of audio and video packets via the H.323 protocol. Both classes of applications can be instrumented using the same set of APIs in Sapphire—the only difference is how probes interpret and set different parameters and objects in the respective application. Hybrid applications such as virtual scientific collaboratories may incorporate both classes of applications. Using our framework, the events from different applications (running as different sets of processes) may have different event_types and event_seqs and, therefore, do not require any changes to the underlying core libraries.
Fig. 2 shows a schematic of the Sapphire core components. An end-host (E) is instrumented for individual applications (processes) as well as for the network stack. A client process in the end-host coordinates all the local probes of E and performs all necessary synchronization with the Sapphire core. The core of the framework (M) is a collection of several agents: An overall Controller Agent performs global coordination among all end-hosts, processes, and probes during the experiment. At the beginning of an experiment session, it reads in an experiment scenario file which contains runtime levels of the parameters being studied. An application defines a set of events of interest that are monitored for the runtime of the experiment. For portability, the event definitions can be exported out of the application using a markup language such as XML [17]. The core loads a runtime module to register these event definitions so that an appropriate data structure can be set up for them. An application-level event is generated by calling sa_generate_event() (see Table 1) and by passing an appropriate event structure to it.

3.3.5 Synchronization of Instrumented Sapphire Clients

The controller agent assigns a timestamp to an event based on the notion of vector clocks [16] to denote causality. In the original vector clock scheme, all event massages are tagged with a timestamp of size n, the number of processes in the instrumented application, to maintain the notion of vector time. Obviously, when n is large, the amount of timestamp data that has to be attached with each event message may become unacceptably large. To avoid this situation, we adopt the scheme proposed in [18], which reduces to a single scalar value instead of a vector of n elements. The core services include two additional agents: the Host Controller Agent performs end-host synchronization and correct installation of parameters at the beginning of an experiment session, whereas the Network Device Controller Agent is responsible for communication to network-level agents (see below) so that correct network-level (e.g., the network stack of the end-hosts) parameters are installed in the network under study. One of the functionalities of the core agents is to initialize a group of instrumented clients on behalf of the application. The initialization is performed using a three-phase protocol as shown in Fig. 4. First, clients C1, C2, and C3 send requests for joining the core service. The server replies by sending acknowledgment messages along with the relative rank of each client (currently based on the arrival time of the initial request) in the process group. When either a new request has been received at the core or a preset time period has expired, the server sends one final message (start) to each of the clients indicating that a new experiment with its specified level of parameters is about to begin.
start. At this point, control is returned to the application for normal execution.

3.3.6 Network Instrumentation

Sapphire also includes a set of agents for configuring individual nodes of a network. These agents have also been used in our previous work in [1]. This is necessary for correct handling of the network-level parameters in the overall design of experiments. Note that such administrative access to individual nodes (i.e., routers, switches, etc.) of a network is not always possible. In such a case, an emulation for the target network can always be created in conjunction with instrumented application processes.

- **Remote Agents.** These are a set of distributed agents placed in the network, typically one at each intermediate router, and are controlled by a Network Device Controller Agent (below) which executes and keep track of the experiment steps. The Controller Agent sends periodic messages to the remote agents residing on the remote network elements according to the scenario of each experiment. It reads in a scenario file that defines the network configuration parameters (factors) and their values (levels).

- **Network Device Controller Agent.** It is a domain-level agent, responsible for configuring the traffic conditioning elements in a given network domain. It receives information from the Controller Agent in the core about each scenario to be performed for a set of experiments and sends messages to each of the routers under its administrative control with instructions for the set of traffic controls (router configuration) parameters to be installed for this scenario. These parameters are often the configuration parameters for setting up appropriate queuing disciplines, buffer sizes, traffic classes, and filters.

- **Network Configuration Agents.** These agents are placed on the individual routers in the network that participate in the experiments. They perform the actual configuration of the traffic control blocks on each router and are, therefore, device-dependent.

4 Design of Experiments and Statistical Modeling

Central to the model-building step are two statistical methods, namely, ANOVA and regression analysis. A detailed description of these methods can be found in [19], [20]. ANOVA partitions the variances (i.e., sums of squared deviations from the overall mean) among the factors and their interactions. From the percentages of variations, we can identify the most important factors. The factors with small or negligible contributions to the total variation of the output can be removed from the model. This process essentially eliminates the large number of parameters that the user may choose during the model-building step.

For any three factors (i.e., $k = 3$) denoted as $A$, $B$, and $C$ with levels $a_i$, $b_j$, and $c_k$ and with $r$ repetitions of each experiment, the response variable $y$ can be written as a linear combination of the main effects and their interactions:

$$y_{ijkl} = \mu + \alpha_i + \beta_j + \epsilon_k + \gamma_{AB}ij + \gamma_{AC}ik + \gamma_{BC}jk + \gamma_{ABC}ijk + \epsilon_{ijkl}$$

where $y_{ijkl}$ is the response in the $l$th repetition of experiment with factors $A$, $B$, and $C$ at levels $i$, $j$, and $k$, respectively.

- $\mu$ is the mean response.
- $\alpha_i$ is the effect of factor $A$ at level $i$.
- $\gamma_{AB}ij$ is the effect of the interaction between $A$ and $B$ at levels $i$ and $j$.
- $\gamma_{ABC}ijk$ is the effect of the interaction between $A$, $B$, and $C$ at levels $i$, $j$, and $k$, respectively.

The total variation of $y$, denoted as the sum of square total or SST, is then:

$$SST = \sum_{ijkl} (y_{ijkl} - \bar{y})^2 = SSY - SSE.$$

The error in the $k$th repetition is $\epsilon_{ijkl} = y_{ijkl} - \bar{y}_{ijk}$, and the sum of squared errors (SSE) is equal to:

$$SSE = \sum_{ijkl} \epsilon_{ijkl}^2 = SST - SSA - SSB - SCC - SSAB - SSAC - SSBC - SSABC.$$

The percentages of variation can be calculated as $100 \times \frac{(SSA)}{SST}$ for the effect of factor $A$, $100 \times \frac{(SSAB)}{SST}$ for the interaction between $A$ and $B$, and so on. From these percentages of variations, we can identify the most important factors. The factors with small or negligible contributions to the total variation of the output can be removed from the model. Using ANOVA also allows us to calculate the mean square error (MSE) and compare it with the mean square of the effect of each factor to determine the significance of these effects against the experimental errors. This is called the F-test in...
ANOVA and usually leads to the same conclusion if we compare the percentage of variations of the factors with those of errors. The linear model used in ANOVA is based on the following assumptions [19]: 1) the effects of the input factors and the errors are additive, 2) errors are identical and independent, normally-distributed random variables, and 3) errors have a constant standard deviation. Therefore, an important step after the ANOVA analysis is to validate the model by inspecting the results. This can be done using several "visual tests": 1) the scatter plot of the residuals (errors) versus the predicted response should not demonstrate any trend and 2) the normal quantile-quantile (Q-Q) plot of residuals should be approximately linear (after removing the outliers). The ANOVA method itself does not make any assumption about the nature of relationship between the input factors and the response variables [20]. However, in some cases where the residual errors are non-i.i.d., one can use the family of "mixed models" and bootstrapping [21] instead of the straightforward application of ANOVA. This can be easily accommodated in the software framework of Sapphire.

Once the most significant factors have been identified, we use regression models [20] to capture possible relationships between each output response variable and the most significant input factors. Basically, we use a variant of the multiple linear regression model called the polynomial regression for this purpose. The justification for this is that any continuous function can be expanded into piecewise polynomials given enough number of terms. We use a number of simple transformations [19] such as inverse, logarithmic, and square root, to capture non-linearity in these relationships and convert them into linear ones. However, more complex transformations [19], [20] can be used for complex models. We choose the transformation that best satisfies the visual tests, minimizes the error percentage in ANOVA, and maximizes the coefficient of determination ($R^2$) in the regression model. For a stable and statistically valid application of the regression model, the confidence intervals must be smaller than the respective parameter values. To check the accuracy of the model, we divide the collected experimental data into training and verification sets and make sure that most of the parameters in the verification set are within 95 percent confidence interval of the values estimated from the training data sets. These results are presented in Section 5.

4.2 Factorial Design

A full factorial design utilizes every possible combination of all the factors [19] at all levels. If we have $k$ factors, with the $i$th factor having $n_i$ levels, and each experiment is repeated $r$ times, then the total number of experiments to perform will be $\prod_{i=1}^{k} n_i \times r$. One of the drawbacks of the full factorial analysis is, therefore, the large space of the factors. To reduce the number and the execution time of experiments, we can use a combination of factor clustering and iterative experimental design techniques. In factor clustering, the input and configuration parameters having similar effect on the output are grouped together. This is similar to [22] in which the authors clustered 10 congestion and flow control algorithms in TCP Vegas into three groups, according to the three phases of the TCP protocol. We used this iterative design technique to investigate three distinct types of network provisioning for per-hop QoS [1]. Nevertheless, even with both experiment-reduction techniques used, the number of experiments can still be large and therefore, an automated approach such as the one used in Sapphire is very useful.

5 Experimental Results and Validation

As an example of generating interaction models via Sapphire, we present experimental results for an audio streaming application. Note that there are many other potential applications that can be instrumented with
with client processes of the PCM audio streaming application.

5.1 Model Generation for the PCM Audio Streaming Application

Sapphire, most notably, video streaming and other multimedia applications. We chose audio streaming as an example application due to its simplicity and small number of encoding parameters affecting its performance. Once we derive a model from the experiments, the resulting model is incorporated back in the application so that the server can adapt its streaming parameters (using this model) in response to varying traffic in the network. This is an example of using Sapphire for generating a model that can then be incorporated in a feedback loop. Through this set of experiments, we demonstrate the flexibility of the framework and the potential of using Sapphire to introduce model-based adaptivity to other networked applications.

Fig. 5 shows the network testbed used for our experiments. We use three routers, R1, R2, and R3, as the QoS-enabled network path for the audio application traffic. The routers support two classes of traffic: premium application (high priority) traffic and best-effort background (lower priority) traffic. The application traffic is always generated from host H and ends at the same host in a ring topology. Hosts T1 through T3 are used to generate the background (best-effort) traffic, that shares the links with the application premium traffic. The router S installs different traffic control configurations according to the experimental scenario. One can envision two different operating modes for this network configuration with respect to the premium input traffic: The network can be overprovisioned (OP) or underprovisioned (UP). In the OP mode, the total premium input traffic rate is less than its allocated rate, whereas, for the UP mode, it is larger than the allocated rate. We vary the background traffic parameters along with those for PCM encoding to generate the interaction model.

5.1 Model Generation for the PCM Audio Streaming Application

To generate the model, we instrument both the server and client processes of the PCM audio streaming application with Sapphire probes (see Fig. 5) so that specific application parameters can be monitored and configured as part of the design of experiments step. We also introduce a background traffic from hosts T1, T2, and T3 to determine the sensitivity of the audio traffic to other traffic in the network.

Table 3 lists the interaction model factors and their levels. The factor \( a_j \) is an application-level parameter in the PCM server that can selectively introduce per-packet jitter based on feedback received from the clients about the quality of the audio traffic. The factors \( a_{ms} \), \( a_{ms} \), and \( a_{ms} \) are related to the PCM encoding technique and refer to sampling rate (Hz), number of bits per sample, and number of milliseconds of audio per packet, respectively. The first two parameters provide the range and quality of audio content, e.g., CD-quality audio requires encoding at 44.1 KHz and 16 bits for levels. The MPEG layer 3 encoding (MP3) requires even a larger number of bits (128 bits) per sample. As shown in Table 3, the audio quality is varied from telephony (8KHz/8bit) to CD-quality (44KHz/32bit stereo). Intuitively, both the sampling rate and the number of bits per sample affect the bandwidth requirement of an audio application—we verify this as well as model the relationship as part of the model generation step. The rest of the factors are for the background traffic from hosts T1, T2, and T3. The allocated rate for the application traffic is 3.33 Mbits/sec.

Table 4 shows the percentage variations of the effects due to the factors and their interactions. As expected, the measured bandwidth of the application depends entirely on the sampling rate \( (a_j) \) and the number of bits per sample \( (a_{ms}) \). Since the network is over-provisioned, the response variables (Throughput or BW, Delay, and Jitter) are not affected by the background traffic in the same aggregate. The delay is entirely dependent on the size of the audio packets, as given by the parameter \( a_{ms} \). For a given sampling rate and quantization level, the size of the PCM-encoded packets is linearly proportional to the milliseconds of audio encoded in them, and therefore, the experimental results for delay are valid. The characterization for jitter, however, shows strong first-order interactions between application-induced jitter \( (a_j) \) and \( a_{ms} \). The error analysis and scatter plots for the response variables confirm the linearity of the ANOVA model (e.g., see Figs. 6 and 7 for jitter). We also confirmed that the errors are normally-distributed. There is no trend in the residual versus predicted response scatter plot. Moreover, the errors are normal since the normal Q-Q plot is mostly linear. The tests for throughput and the delay show linearity as well.

Next, we calculate the polynomial regression models for the response variables in terms of the most significant factors as follows.

\[
J = J + \frac{[D(i - 1, i) - J]/16, \text{where } D(i - 1, i) \text{ is delay variation between packets } i \text{ and } (i - 1).}
\]

There is a small effect of the background traffic packet size on delay as can be expected, but it is less than 2 percent and, hence, omitted in the table.
The surface plots for BW and jitter corresponding to this model, along with their 95 percent confidence intervals, are shown in Figs. 8 and 9. Note that confidence intervals are intimately tied to sample size. The larger the sample size, the narrower the confidence interval. Therefore, one should have a reasonable operating range of the factors to sample from while developing the interaction model.

Next, we extend the testbed to study the effect of multiple hops as well as multiple background traffic sources on the audio streaming traffic. The testbed allows the number of hops (nhop) to be varied from 1 to 3 as an additional factor. Due to lack of space, we only show the results of the ANOVA analysis in Table 5. The regression models for bandwidth, delay, and jitter for multiple hops include the previously significant factors as well as a number of higher-order interactions with a maximum polynomial degree of 4. It is important to observe that bandwidth is independent of the number of hops (as can be expected), but depends on sampling rate, bits per sample, and the background traffic characteristics. However, both delay and jitter are now affected by the number of hops, as well as packet sizes.

### 5.2 Model-Based Adaptation of PCM Audio Streaming Application

We now use these models as an example of providing application-level adaptation. We modify the audio streaming application to include server-side adaptation based on periodic sampling of the response variables and the introduction of a feedback loop between the server and the client. For simplicity, we only adapt the sampling rate ($a_s$) and the audio per packet ($a_{mps}$) parameters while keeping the other parameters fixed. In general, one chooses a set of parameters to be adapted based on the percentage variations in the ANOVA table. There are a number of approaches a server can adapt based on periodic feedback. Our primary goal in this section is to demonstrate the usefulness of the Sapphire-generated models in identifying

<table>
<thead>
<tr>
<th>Response Var</th>
<th>Transformation</th>
<th>$a_s$</th>
<th>$a_{mps}$</th>
<th>$a_b$</th>
<th>$a_j$</th>
<th>$(a_s,a_b)$</th>
<th>$(a_{mps},a_j)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW</td>
<td>linear</td>
<td>59%</td>
<td>$\approx$ 0%</td>
<td>26%</td>
<td>$\approx$ 0%</td>
<td>11%</td>
<td>$\approx$ 0%</td>
<td>0%</td>
</tr>
<tr>
<td>Delay</td>
<td>linear</td>
<td>$\approx$ 0%</td>
<td>99%</td>
<td>$\approx$ 0%</td>
<td>$\approx$ 0%</td>
<td>$\approx$ 0%</td>
<td>$\approx$ 0%</td>
<td>0%</td>
</tr>
<tr>
<td>Jitter</td>
<td>linear</td>
<td>$\approx$ 0%</td>
<td>11%</td>
<td>$\approx$ 0%</td>
<td>57%</td>
<td>$\approx$ 0%</td>
<td>18%</td>
<td>3%</td>
</tr>
</tbody>
</table>

\[
BW = 18386.51 - 31173.72a_b - 1.24a_s + 12.04a_b a_s + 10877.14a_s a_b - 1.20a_b^2 - 1554.36a_s^3 + 0.1542a_s a_b^3,
\]

\[
\begin{align*}
\text{Delay} & = -0.0002 + 0.0010a_{mps}, \\
Jitter & = 0.35 - 0.0036a_{mps} + 0.2a_j - 0.0077a_{mps} a_j + 0.03a_j^2 - 0.0001a_{mps} a_j^2.
\end{align*}
\]
the most significant parameters and in providing the interaction model. Once the models are available, one can develop efficient adaptation frameworks for an application depending on the levels of QoS guarantees needed. The following are two simple mechanisms for the PCM audio adaptation that were easy for us to set up in the testbed environment. For other application domains such as video-on-demand or video-streaming, more sophisticated approaches are available in the literature.

- **Greedy approach.** In this approach, the sender transmits longer audio content per packet (twice the previous size) as long as the delay is below a given threshold. When the delay threshold is reached, the sender decreases $a_{ms}$ to half the previous value and starts the process again. Similarly, for bandwidth, it increases the sampling rate until a threshold (set by a specified rate for the audio traffic) is reached, at which point the sender throttles itself. It is obvious that the Greedy approach, by design, will be oscillatory in terms of delays experienced by the application and, therefore, may not be practical in real-life deployments.

- **Baseline approach.** In this approach, the average delay is held constant while increasing the bandwidth slowly up to the specified limit for the application, provided there is enough bandwidth available in the network path. This approach enables more stable adaptation since the bandwidth changes are gradual.

Figs. 10 and 11 show measured values of bandwidth and delay for these two approaches, respectively. Note that, for each value of bandwidth and delay, the corresponding values of the application parameters, $a_s$ and $a_{ms}$, are calculated from the models that were generated during the model-generation phase of Sapphire. These computed values for the sampling rate and audio per packet are shown in Figs. 12 and 13, respectively, during a typical audio streaming session. By comparing the two approaches, the Baseline adaptation appears to be a smoother process than the Greedy approach. As mentioned above, this is to be expected since the baseline adaptation slowly increases the bandwidth while maintaining a constant e2e delay for the audio traffic. Many other

<table>
<thead>
<tr>
<th>Response</th>
<th>$a_s$</th>
<th>$a_{ms}$</th>
<th>$a_b$</th>
<th>$b_{pkt}$</th>
<th>$n_{hop}$</th>
<th>$(a_s, a_b)$</th>
<th>$(a_{ms}, b_{pkt})$</th>
<th>$(a_{ms}, b_{pkt}, n_{hop})$</th>
<th>$(a_s, a_{ms}, a_b, b_{pkt})$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW</td>
<td>43.1%</td>
<td>0%</td>
<td>28.2%</td>
<td>4.1%</td>
<td>0%</td>
<td>9.1%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0.21%</td>
</tr>
<tr>
<td>Delay</td>
<td>∞ %</td>
<td>58.5%</td>
<td>∞ %</td>
<td>∞ %</td>
<td>∞ %</td>
<td>∞ %</td>
<td>8.1%</td>
<td>4.2%</td>
<td>0%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Jitter</td>
<td>∞ %</td>
<td>10.9%</td>
<td>∞ %</td>
<td>4.3%</td>
<td>∞ %</td>
<td>∞ %</td>
<td>0%</td>
<td>0%</td>
<td>5.2%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>
adaptation models can be developed depending on the type of application traffic and user interactions in the given network.

We provide this section on model-based adaptation as an example of taking an existing application, instrumenting it with Sapphire probes, generating an interaction model, and, finally, using this model in the application itself to provide adaptation. This flexibility of nearly-automated model generation for existing networked applications is a key feature of our work.

6 RELATED WORK

There has been a renewed interest in the area of application adaptation and control, especially based on feedback from runtime middleware [23], [24]. While classical control-theoretic approaches are increasingly being applied to control performance of Web-based services, multimedia applications currently use a variety of ad hoc methods to adapt to changing network and server-side conditions. Sapphire provides a robust model for such adaptation. The design goals of Sapphire are closely related to the adaptation framework developed by Chang and Karamcheti [25] for automatic configuration and runtime adaptation of distributed applications. The authors of [25] present two novel components: a tunability interface for providing alternate configurations of runtime application parameters and a virtual execution environment emulating application execution under diverse resource availability. The specification for application tunability requires development of an application interaction model (called application profiles). The authors use the virtual execution environment running on top of a static distributed system to emulate a wide range of resource availability scenarios and, thus, generate the application profiles. Our framework achieves this as part of the ANOVA analysis. Note that the most important parameters for a networked application in [25] need to be known a priori for the tunability interface, whereas, in Sapphire, these are identified as part of the profiling step.

The USA (User Service Assistant) system [26] is a QoS management framework that provides assistance in negotiating the required levels of services, provided these are known for an application. It does not estimate the resource requirements and only provides information about the session quality to enable users make informed decisions. By design, such a framework requires the users to know the application-network interaction model. Abdelzaher [27] presented the automated profiling subsystem approach that can estimate application resource requirements by applying recursive least-squares and adapt the application transparently to the resource capacity of the underlying platform. The key aspect of this study is profiling server-side applications, such as Web servers. In [28], the authors describe the design and implementation of ControlWare, a middleware QoS-control architecture based on well-established linear feedback control theory. The framework is best suited for server applications and a system model for the server is assumed to be available to the controller.

The BRISK application instrumentation system [29] is targeted for distributed real-time systems. The system writes all records to a shared memory in the network. The information is then sent to an instrumentation manager for a graphical display of all events. The main limitation of this system is the use of a global clock—while BRISK employs some degree of global clock synchronization, global clocks are inherently problematic due to their inability to accurately reconstruct a global state. Taylor et al. describe the Prophesy system [30], which also provides internal application instrumentation. An interesting aspect of Prophesy is that the user can automatically instrument via a set of tools provided in Prophesy. However, this system is not designed to study application-level protocols since it was developed for examining the performance of a specific algorithm. Nonetheless, the idea of automatic instrumentation is attractive for large-scale distributed applications. The authors of [31] present compiler techniques and code extensions in which the compiler attempts to predict performance for an application using a task graph approach. Gunter et al. [32] describe the NetLogger system for the collection of events from instrumented applications. However, NetLogger shares the same problem as BRISK, in that it also requires a global clock. Another problem is that no attempt is made in NetLogger to provide any clock synchronization in the presence of skewed clocks and, therefore, the system is useful primarily for event logging. The Emulab [33] testbed allows coordinated experiments with distributed and emulated resources, and it may be possible to use the framework for performance characterization with suitable instrumentation. In IQ-RUDP, described by He and Schwan [34], the transport layer itself is instrumented, and by using various coordination measures, the application and transport protocols adapt their own behaviors. The approach assumes that an application model of the application at various performance levels is available. Malan and Jahanian [35] present Windmill, a passive network protocol performance measurement tool. Windmill allows the reconstruction of application-level network protocols and the underlying protocol layers’ events. The idea of probing multiple protocol layers in Sapphire is similar to network-layer probing in Windmill, but there are important differences between the two. In Sapphire, one can perform coordinated experiments at both application and network layers and develop fine-grained statistical models of application performance. With support for both active and passive probing, Sapphire is used as a framework for application adaptation similar to IQ-RUDP. Sapphire also borrows ideas from large-scale event correlation techniques. The goal of event correlation is to relate events back to their probable cause. The authors of [36] describe a system called InCharge that can be used to isolate and handle network faults in near real time. The system attempts to automatically reconfigure itself in response to a dynamic network topology. It divides the network into domains, each managed by a domain manager. Fault injection systems are often used to test the implementation of distributed protocols, and as such, can also be used to test the effectiveness of event correlation. Dawson and Jahanian [37] describe Orchestra, a portable fault injection environment that attempts to minimize intrusiveness on target protocols. However, the fine-grained performance of any application-level protocol cannot be understood without explicit instrumentation. Chandra et al. [38] describe Loki, a state-based fault injection system capable of injecting faults with only a partial view of the global state of a distributed system.

7 CONCLUSION

We have presented Sapphire, a framework for the generation of application-network interaction models within a given networked environment. The framework constructs statistical models of application performance in the target network environment by performing a set of designed experiments and by identifying the parameters that have the most
significant effect on the performance. The design of Sapphire allows emulation of the target network so that alternative configurations of network-level parameters can be analyzed before deploying QoS-sensitive services. As an example, we have used Sapphire successfully to characterize and model an audio-streaming application. The resulting model can be incorporated, as we have presented, in the application to enable adaptation with respect to changes in the most important parameters affecting its performance. Sapphire can be used in a number of contexts such as feedback control of application-level parameters in response to changing network conditions, and tuning application and network-level parameters to meet service-level guarantees. The Sapphire core and probes presented in this paper can be extended to more complex systems, such as applications deployed in an enterprise network to characterize their behavior under different resource-provisioning scenarios. More sophisticated statistical methods such as iterative system identification and control can also be incorporated to generate robust adaptation models.
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