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Abstract—We propose a flow-control scheme for multicast ABR tipoint, multipoint-to-point, and multipoint-to-multipoint trans-
services in ATM networks. At the heart of the proposed scheme is missions. However, for the convenience of presentation, in this
an optimal second-order rate control algorithm, called thecx-con- paper we use the narrow-sense definition for multicast which

trol, designed to deal with the variation in RM-cell round-trip time tands for th int-t ltinoint t - The first
(RTT) resulting from dynamic drift of the bottleneck in a multicast stands for the point-to-multipoint transmission.) The first gen-

tree. Applying two-dimensional rate control, the proposed scheme €ration of multicast ABR algorithms [1]-[3] employ a simple
makes the rate process converge to the available bandwidth of the hop-by-hop feedback mechanism for this purpose. In these algo-
connection’s most congested link sensed by the traffic source. It rithms, feedback Resource Management (RM) cells from down-
also confines the buffer occupancy to a target regime bounded by a stream nodes are consolidated at branch points. On receipt of

finite buffer capacity as the system enters the equilibrium state. . .
It works well irrespective of the topology of the multicast tree. & forward RM cell, the consolidated feedback is propagated

Using the fluid analysis, we model the proposed scheme and an-upwards by a single hop. While hop-by-hop feedback is very
alyze the system dynamics for multicast ABR traffic. We study the simple, it does not scale well because the RM-cell RTT is pro-
convergence properties and derive the optimal-control conditions portional to the height of the multicast tree. Moreover, unless the
for the a-con_tr_ol. 'I_'he analytical results show that the scheme is feedback RM cells from the downstream nodessgreshronized
stable and efficient in the sense that both the source rate and bottle- . . .
neck queue length rapidly converge to a small neighborhood of the at each branch'pomt, th_e Sour(.:e may be misled by.the_ Incom-
designated operating point. We present simulation results which Plete feedback information, which can cause¢basolidation
verify the analytical observations. The simulation experiments also noiseproblem [4], [5].
demonstrate the superiority of the proposed scheme to the other To reduce the RM-cell RTT and eliminate consolidation
s'chemeslln Qeallr}g Wlth. RM-cell RTT and I|nk-pandW|dth varia-  noise the authors of [5] and [6] proposed feedback syn-
tions, achieving fairness in both buffer and bandwidth occupancies, . . .
and enhancing average throughput. chronization at each branch point by aqcumulatlng fgedbapk
from all downstream branches. The main problem with this
o 4 : scheme is its slow transient response since the feedback from
back-softsynchronlzatlo_n (_SSP),rowcqr_ﬂroI,multlcast, multicast the congested branch may have to needlessly wait for the
flow control, RTT variations, scalability, second-order rate ;
control, target buffer occupancy. feedback from “longer” paths, which may not be congested at
all. Delayed congestion feedback can cause excessive queue
build-up and cell loss at the bottleneck link. The authors of
|. INTRODUCTION [7] proposed an improved consolidation algorithm to speed up
N ABR flow-control algorithm consists of two compo-the transient response by sending the fast overload-congestion
nents: determining the bottleneck link bandwidth, and adeedback without waiting for all branches’ feedback during the
justing the source transmission rate to match the bottleneck lifi@nsient phase.
bandwidth and buffer capacity. In a multicast ABR connection, One of the critical deficiencies of the schemes described
determining the bottleneck link bandwidth is a daunting taskRbove is that they do not detect and remove nonresponsive
(Note that, strictly speaking, multicast includes point-to-mupPranches from the feedback synchronization process. One
or more nonresponsive branches may detrimentally impact
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little attention has been paid to the problem on how to adjust the [I. THE PROPOSEDSCHEME
transmission rate to match the bottleneck bandwidth and bufferB

it in th lticast context. All of the sch di ased on the ABR flow-control framework in [10], we
capacity in the muiticast context. Alfotthe Schemes proposeaily py cejis to convey network-congestion information. A

the Iltgrature retrofit the t_ransm|35|or_1 control mechanlsm used vard RM cell is sent by the root (source) node periodically
for unicast ABR connections to multicast connections. Cons

. St once everyN,,,, data-cells, and each receiver node replies
guently, they have overlooked an important but subtle probl returning to the source a feedback RM cell with Conges-
that is unique to multicast ABR connections. Unlike in unicas ion Indication (CI) and Explicit Rate (ER) information. We
in a multicast connection the bottleneck may shift from one pa\t define the RM-cell format by adding information oﬁ the
to another within the multicast tree. As a result, the RM-ce] te-gain parameter (second-order) control in the standard
RTT in the botleneck path may vary significanty. Since thﬁM cell to deal with RM-cell RTT variations. In particular
RTT plays a critical role in determining the effectiveness of anY.o new one-bit fields. Buffer Congestion Ir;dication (BCI')
feedback flow-control scheme, it is important to identify an nd New Maximum Qljeue (NMQ), are defined. Our scheme
handle such dynamic drifts of the bottleneck. Failure to ada&t ' )

with RM-cell RTT variations may either lead to large queue st|ngu|sh§s the foIIoww?g two types of congestion. ,
build-ups at the bottleneck or slow transient response. Bandwidth Congestiorlf queue length()(?) at a switch

A key component of the scheme proposed in this paper becom.es larger than a predgtermined threskpldthen
is an optimal second-order rate control algorithm, called the e switch sets the local Cl bit to 1.
a-control, designed to cope with RM-celRTT variations Buffer Congestionif the maximum queue lengi.,... at
Specifically, the proposed rate control scheme not only regu- & SWitch exceeds the target buffer occupaggy.,, where
lates the traffic source rate based on the congestion feedback, 2@ < Qgoal < Cmax [11] and Cinax is the buffer ca-
but also adjusts the rate-gain parametemwhich is the speed pacity, then the switch sets the local BCI to 1.
of rate increase. As will be discussed later, the maximum
gueue-size is an increasing function of both the RM-cell Rﬁ'
and the rate-gain parameter and thea-control can make the  Fig. 8 in Appendix A shows the pseudocode for the source
flow-control performance dynamically adaptive to RM-celalgorithm. Upon receiving a feedback RM cell, the source first
RTT variations. Using the fluid analysis, we model th@on- checks if it is time to exercise the buffer-congestion control
trol with the binary-congestion feedback, and study the systdthe«-control). The buffer-congestion control is triggered when
dynamics in the scenarios of both persistent and on-off ABiRe source detects a transition from a rate-decrease phase to
traffic sources. We develop an optimal control condition, underrate-increase phase, that is, when local congestion indicator
which the a-control guarantees the monotonic convergendeCl) equals 1 while the Cl bit in the received RM cell is 0. The
of system state to the optimal regime from an arbitrary initigihte-gain parameter is adjusted according to the current value
value. The analytical results show that the proposed schemefighe local BCI (LBCI) and the BCI bit in the just received
efficient and stable in that both the source rate and bottlende€ cell. This leads to three cases: 1) if BCl is 1 in the RM cell
queue length rapidly converge to a small neighborhood tfceived, the rate-gain parameter Additive Increase Rate (AIR)
the designated operating point. Thecontrol is also shown is decreased multiplicatively by a factor ¢f(0 < ¢ < 1);
to adapt well to RM-cell RTT variations in terms of buffer2) if both LBCI and BCI are 0, AIR is increased additively by
requirements and fairnes§he simulation experiments alsoa step of sizep > 0; 3) if LBCI = 1 andBCI = 0, AIR
verify the analytical results and the superiority of the proposéslincreased multiplicatively by the same factorgofin all the
scheme to the other schemes in RTT and link-bandwidthree cases, the rate-decrease parameter Multiplicative Decrease
adaptiveness, fairness in both buffer and bandwidth usage, &adtor (MDF) is adjusted based on the estimated bottleneck
average throughput. bandwidth BWEST. Then, the local NMQ bit is marked and

The paper is organized as follows. Section Il describéise BCI-bit in the RM cell received is saved in LBCI for the
the proposed scheme. Section Il establishes the flow-contr@xt a-control cycle. The source always exercises the cell-rate
system model. Section IV justifies the necessity and feffirst-order) control whenever an RM cell is received. Using
sibility of the «-control, presents thex-control algorithm, the same, or updated, rate-parameters, the source additively in-
and investigates its properties. Section V derives analytiGakases, or multiplicatively decreases, its Allowed Cell Rate
expressions for both transient and equilibrium states, evaluafB€R) based on the received Cl-bit. Fig. 3 in Section V shows
the scheme’s performance for the single-connection ca#iee equilibrium dynamics of the source ra#t) (ACR) and
and compare the analysis and simulation results. Section e bottleneck queue lengk(¢), using the fluid functions (see
analyzes the flow-control performance of concurrent multip®ection Ill). Driven by feedback CI-bif(¢) fluctuates around
multicast-connections, and compares the proposed schdahebottleneck bandwidth, but alternates between two different
with the other existing schemes. The paper concludes wiltimp-up speeds determined by the feedback BCI-bit. Conse-
Section VII. guently, the maximum queue Iengt}’fﬁﬁx at the bottleneck is

IThe definition of fairness used throughout this paper is adopted from [E):]OmcIned to the deS|gnated operating regime armg@‘dﬂ'
where the fairness is achieved when all connections receive an equal share/al- . .

location of the network resources (bandwidth or buffer capacities). This difiels. The Switch Algorithm

from the max-min fairness, which deals with more general cases where some, . . . .

connections’ demand is smaller than an equal share/allocation of the networl™ the center of switch control algorithm is a pair of connec-

resources. tion-update vectors: 13onn_patt_vec, the connection pattern

The Source Algorithm
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vector where:onn _patt_vec(i) = 0 (1) indicates theéth output rate control. These two components are conceptually separate
port of the switch is (not) a downstream branch of the multfrom a flow-control theory viewpoint, even though they are
cast connection. Thuspnn_patt_vec(i) = 0 (1) implies thata blended together in the proposed algorithms. The flow-control
data copy should (not) be sent to ttle downstream branch andsignaling relies on RM cells, which deliver rate-control and
a feedback RM cell is (not) expected from thke downstream congestion information between the soruce-rate controller and
branchz 2) resp_branch_vec, the responsive branch vector ighe network/receivers. For multicast ABR, scalability is crucial
initialized to0 and reset t@® whenever a consolidated RM cellsince the flow-control traffic due to RM cells and feedback
is sent upward from the switchesp_branch_vec(é) is set to delay may increase with the number of receivers. We propose
1 if a feedback RM cell is received from thith downstream SSP [8] for flow-control signaling, which scales well with the
branch. The connection pattern @fnn_patt_vec is updated by multicast session size, thanks to the following two properties:
resp_branch_vec each time when the nonresponsive branch & the feedback delay is virtually independent of the multicast
detected or a new connection request is received from a dowession size, and 2) the ratio of feedback RM cells to forward
stream branch. RM cells at each link of the multicast session is no larger than
Fig. 9 of Appendix A gives the pseudocode of switch algdt[4], [8].
rithm. Upon receiving a data cell, the switch multicasts it to its
output ports specified byonn_patt_vec, if the corresponding IIl. THE SYSTEM MODEL
output links are available, else enqueues itin its branch’s queu
Mark the branch’s CI (EFCI) if2(t) > @;,. UpdateQ) ., for
a-control (see Section IV.A) if the branch’s neij(¢) exceeds

eThe proposed scheme can support both 1) Cl-based rate con-
trol with a binary congestion feedback (Cl-bit), and 2) ER-based
o rate-control with an explicit-rate feedback (ER-value). The
— > -

the 0ld Qnax. BCI := 1if its updatedQmax 2 (your- Re %I-based scheme is more suitable for LANs because of its

ceiving a feedback RM cell from either one of receivers Ormlnimal multicast signaling cost and lowest implementation
connected downstream branch, the switch first marks its corre- 9 9 P

sponding bit inresp_branch_vec and then performs the RM-cell complexity. As compared to the Cl-based scheme, the ER-based

consolidation. If the modulo-2 addition (the soft—sychcroniza;‘—gt]tirrnie'rS emx,oe\Nrisan;S,':\é?e:\?sne:]v;?éktﬁgnbg;nsgon dtat]gelgan
tion operation of SSPYonn_patt_vec @ resp_branch _vec = 1, v Vi w Wi y

an all 1's vector, implying all feedback RM cells synchrorTizeoDrOdUCt is large. However, the ER-based scheme is much more

then a fully-consolidated feedback RM cell is generated and Sgﬁ({)enswe to implement than the Cl-based scheme. In this
upward. But, if the modulo-2 additiog1, the switch awaits paper, we will focus only on the C_Zl-based sc_heme, and the
other feedback RM-cells for synchronization. Since the cons e control and the-control to be discussed will be only for
idated RM-cell is not required to be derived only from thos e Cl-based (not ER-basédjcheme. We model the Cl-based

feedback RM-cells corresponding to the same forward RM-ce low—control system by the first-order fluid analysis [12]-{17],

the feedback RM-cell consolidation is “softly-synchronized”. Wh.'Ch USes t_he c_ontlnuous-tlme functiaR¥) andQ(¢) as the
fluid approximation of the source rate and bottleneck queue

Upon receiving a forward RM-cell, the switch first mUIti-Ien th, respectively. We also assume the existence of only a
castsitto all the connected branches specifiechly._patt_vec. -ngtn, P v . ; y
single bottleneck on each path at a time with queue length

Then, reset),,..x := 0 and the buffer congestion indicator W . N )
MBCI := 0 if an NMQ request is received. The nonresponsiv%qual toQ(t) and a per.S|stent source withCR = R(t) for
timer no_resp_timer, initialized to a thresholav,,,., is reset to each multicast connection.

N, if @ consolidated RM-cell is sent upward. The predetek Svst D i
mined timeout valueV,,,; for nonresponsiveness is determined™ ystem Description
by the difference between the maximum and minimum RM-cell As shown in Fig. 1, a multicast-connection model consists of
RTTs. We use the forward RM-cell arrival time as a natural paths with RM-cell RTT’sr; and bottleneck bandwidths;
clock for detecting/removing nonresponsive branches (so, it stif 1 < ¢ < n. There is only one bottleneck on each path where
works even if there are faults in downstream branches). Ifﬂ}(z) is the “forward” delay from the source to the bottleneck,

switch receives a forward RM-cell, the multicast connectionfz;b(i) = (1 — Tj(f)) the “backward” delay from the bottleneck
no_resp_timer reduces by one. lo_resp_timer = 0 (timeout)  to the source via the receiver, aii(t) the bottleneck queue
and resp_branch_vec # 0 (i.e., there is at least one down-length. We use the synchronous model by assuming that the
stream responsive branch), then the switch immediately sendsarce sends RM cells periodically with an interdakqual to

partially-consolidated RM-cell upward without further awaiting fraction of RTT. The source rate-control algorithm during the
feedback RM-cells. |er()_’I'€5p_tZ"IIL67' = 0, at least one nonre- nth rate update interval can be expressed as

sponsive downstream branch is detected, and is removed by the
simple operationconn_patt_vec := resp_branch_vec &1. The [ Ry—1 +a, additively increasgz = AIR
downstream branch can join the multicast tree at run-time. bRy, multiplicatively decreasé = MDF
1)
C. Multicast Flow-Control Signaling and Scalability
The multicast flow-control algorithms proposed abov@'here“ >0and0 <b<1.
consist of two basic components: flow-control signaling ands3Tthe ER-based scheme is worth, and will be reported in, a separate paper.

4This is not a restriction, because the bottleneck is defined as the most con-
2Note that the negative logic is used for convenience of implementation. gested link or switch.



70

T ]
o
1 T T

~

T(l)
L% |

Fig. 1. System model for a multicast connection witlpaths.

B. System Control Factors

In unicast ABR service, the source rate is regulated by the
feedback from the most congested link/switch which has the
minimum available bandwidth along the path from source to
destination. A natural extension of this strategy to multicast
ABR service is to adjust the source rate to the minimum avail-
able bandwidth share of the multicast-tree’s most congested
path that the traffic source has sensed. This is the key feature
of ABR service, most suitable for data applications that require
lossless transmission. However, the dynamics of multicast ABR
flow control is more complicated than those of unicast ABR
flow control, because not only the available bandwidth, but also
the RTT and congestion threshold can differ from one path to
another within a multicast tree. As a result, while the source
rate always converges to the available bandwidth of the slowest
path perceived by the traffic sourd@vhich is not necessarily
the currently slowest path in the multicast tree), it is possible
that in the transient state the dynamics of source rate is dictated
by the feedback via the path with a bandwidth larger than the
current minimum available bandwidth across the multicast-tree,
depending on the path’s RTT and congestion threshold. To ex-
plicitly model these features for the multicast flow control, we
introduce the following definition.

Definition 1: The multicast-tree bottleneck path (also
calledmulticast-tree bottleneck) is the path whose congestion
feedbackcurrently received at the sourcedictates the source
rate control. Thanulticast-tree RM-cell RTT is the RM-cell
RTT experienced on the multicast-tree bottleneck path. m

Remarks on Definition 1:
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R2. The multicast-tree bottleneck can be formed during
the following two different types of phases, depending on
feedback Cl-bit in the most recently source-received RM
cell:

a) Congested phasewhereCI = 1 consolidated fromn
paths withCI(j) = 1for1 < j < m < n. Theshortest
path (with the smallest RTT) of the@ congested paths
is the multicast-tree bottleneck, because it determines
the RTT of multicast-tree’s feedback control loop and
the dynamics of the multicast-tree bottleneck.

b) Non-congested phasewhere CI = 0 consolidated
from all paths. The shortest path of these, which will
cause congestion, immediately after this noncongested
phase, is the multicast-tree bottleneck due to the same
reason as in the above congested phase.

R3. The multicast-tree bottleneck can change at any time
instant (even within a rate-control cycle), but only at the
one of the following two types of transition instants:

a) when the consolidated RM-cell's Cl chandes: 0;

b) when the consolidated RM-cellSI = 1 remains un-
changed, butCI(j) for the shortestof m congested
paths changes — 0for1 < j < m < n; oranon-
congested patf,'s CI(k) change® — 1, where path
P, is shorter than all congested paths fog ;.

Thus, the location of the multicast-tree bottleneck path is
a function of the bottleneck-link bandwidth;), the queue
threshold( ;Z’)) in the bottlenecked switch, and RTT;)
on pathP;, for: =1,...,n.
R4. At any given time instant, there exists the only one
multicast-tree bottleneck path, which is thleortestcon-
gested path sensed by the source through the most recent-
feedback RM cell. This is because at any time moment
there is only one the shortest path among the congested
paths perceived by the source when the congested phase
starts, unless there are multiple paths that have the same
RTT and become congested at the same time. In that case,
albeit not very often in practice, these paths have either the
same rate control parametefs ¢;,, andr) or an identical
feedback effect on the source rate control, and thus any
one of them can be chosen as the multicast-tree bottleneck.
Hence, the uniqueness of the multicast-tree bottleneck in a
multicast tree for any given time instant still holds.

C. The State Equations for the Multicast-Tree Bottleneck Path

R1. The multicast-tree bottleneck path isaurce flow  Since the multicast-tree bottleneck dictates the source rate-
control orientednotion because only the congestion feeczontrol, we can analyze the multicast flow-control system by
backcurrently received by the sour@an affect thecur-  focusing on its multicast-tree bottleneck’s state equations. Let
rentsource flow control. The current congestion informag(+) andQ(t) be the fluid functions of the source rate and the
tion detected at switches does not affect the source’s flajweue length at the current multicast-tree bottleneck defined by
control until it reaches the source after a certain delay. Sdefinition 1, respectively. Then, the multicast-tree bottleneck
it is the congestion feedback currently received/perceiveehte is specified by two state variablét) andQ(t). By the
by the source, instead of the congestion information cufate-control defined in (1), the multicast-tree bottleneck state
rently detected at the switches, that decides which pathegguations in the continuous-time domain are given by:
the multicast-tree bottleneck at the current moment. ThuSpurce-rate function:
at a given time instant the multicast-tree bottleneck path is

R(t) _ { R(to) + Oé(t - to),

(t—tg)
)

R(to)@i(li’a) A

if Q(t —1;) <@
if Q(t - Tb) Z Qh-

not necessarily always the slowest path (with the minimum
available bandwidth) in the multicast tree.

)
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Multicast-tree bottleneck queue function: IV. ADAPTATION TO VARIATIONS OF MULTICAST-TREE
, RM-CELL RTT
Q(t) = / [R(v—Ty) — p]dv + Q(to) (3) The cross-traffic at each link may cause the multicast-tree
to bottleneck path to shift from one path to another. So, the multi-

. A
wherea = a/A andf = 1 + logb (a andb are defined in (1) cast-tree RM-cell RTT fluctuates dynamically betwegn, =

andA is the source rate update intervaliindt, are the current Mini<i<n{7:} aNd7iax = maxi<i<n{7; }. The main and di-

and last observation times, respectively, of the system states'Rftimpact of RM-cell RTT variations is on the maximum buffer

the current multicast-tree bottleneck path, anslchosen such réquirement for the bottleneck path.

that, during the period dft — ¢,), the multicast-tree bottleneck ) )

path isfixedandunique and also, during — to), R(t) is only A. Maximum Buffer Requirement and Cell-Loss Control

in either an increasing or a decreasing phase; Ty +1} is the Although SSP makes the RM-cell RTH for the proposed

current multicast-tree RM-cell RTT;, (Q;) is the high (low) scheme much smaller than that for the hop-by-hop scheme, as

queue-threshold for the current multicast-tree bottlengcls  shown in [8], 7’s swing betweenr,,;, and 7. is still large

the available bandwidth of the current multicast-tree bottleneaknough to make a significant impact 6h,... As discussed
Remarks on the System State Equations (2) and k8)id in [15], increasing or decreasing(t) is not effective enough

analysis is a time-period piece-wise modeling procedure [16} have the maximum queue length,... upper-bounded by

So, we can use a set of system state equations (2) and (3) oftiiee maximum buffer capacity,,.x when the multicast-tree

same form to model the dynamics of different multicast-tree bad&M-cell RTT + varies due to drift of the multicast-tree bottle-

tleneck paths during the different time periods, by replacing tieck. This is because rate-increase/decrease control can only

system state variables, such®@§), Q(t — 1;), 1;,, andTy for make R(t) fluctuate around the designated bandwidth, but

different time periods corresponding to different multicast-tregannot adjust the rate-fluctuation amplitude that determines

bottleneck paths. Consequently, the system state vari@ite¢s Q,.... S0, Quax also depends on the source rate-gain pa-

Q(t —Ty), T, andT; given in (2) and (3) araeot constant be- rametera (to be detailed in Section V)Q.... is analytically

cause they may be associated wittifferentmulticast-tree bot- shown in [15] to increase with both and rate-gain parameter

tleneck path during differenttime period of(t —t,), depending « = dR(t)/dt and can be written as a functio, . («, 7), or

on which path is the multicast-tree bottleneck during that timg,.,.... («) for a givenr. In reality, the buffer capacity;,,ax, on

period of (t — o). the bottleneck path is finite, and hence, to ensure cell-lossless
Even though the multicast-tree bottleneck can change duritignsmission, the conditiof,.x < Chuuax Must hold. This

any time period, the multicast-tree bottleneck path perceivednstraint divides the two-dimensiongt, 7)-space into two

by the the traffic source isinique because the queue-lengthregions as follows.

threshold testingQ(t — ;) > @ or Q(t — Tp,) < @, is Definition 2: If Cihax < o0, then thefeasible(o, 7)-space

only sampled at the timmstants which are the integer mul- 2 {(a,7)|a > 0,7 > 0} is partitioned into two parts:

t|ples_ofA. This feature of_the propqsed multicast flow contr I0 sless transmission regionF A {(e,7) | (a,7) € @

algorithm ensures that fluid anal)_/3|s expre_ssed by (2) and (@, 7) < Cuax} and lossy transmission region

can accurately capture the dynamics of multicast-tree bottlene

path under the proposed multicast flow control algorithm evén_ 2\ F. . .

when the multicast tree bottleneck path changes from one pat h_e t_heorem prese_nted below finds an upper bound for the

to another, as long as we take— #,) < A or make(t — £o) equilibrium-state maximum queue lengfh, ... («, 7) as a func-

small enough such that the bottleneck path that the traffic souF heorem 1. Consider amulticast-tree bottleneck charac-

can perceive is alwaysniqué during (¢ — ¢o). As a result, itzed by the flow-control parameters 4, 7, zr, A, and Q.

the system state equations (2) and (3) characterize the multi % - .
flow-control dynamics by modeling the flow-control dynamic ? a,7) € 2andf = 1 — (a/p)A, then the maximum queue
gth is upper-bounded by

of the different multicast-tree bottleneck paths, one path for each
time-period of(¢ — ) (piece-wise modeling in terms of time

;I:O of (@, 7) € R andQy.

period), as the multicast-tree bottleneck changes from one path Quax (0, 7) < (Tv/a + 1/2Q1)%. (4)
during a time period, to another path during the next time pe-
riod. Proof: The proof is given in Appendix B. [

Remarks on Theorem 1The derived upper-bound function

50Only at these sampling time instants, the traffic source can perceive the pgg—QmaX(a’ T) described in Theorem 1 provu_jes a_closed-form
sible change of multicast-tree bottleneck path, and between any two conse@¥pression that reveals an analytical relationship among the
tive sampling time instants (i.e., the RM-cell update time intetvpthe traffic ~ maximum queue size and rate-control parameters. As suggested

source does not have a chance to sense any change of multicast-tree bottl .
path. So, the multicast-tree bottleneck path that the traffic source can perc edfheorem 1 and also analyzed In [11]’ [12]’ [15]’ [16]' [18]’

remains unchanged between any two consecutive sampling time instants. (max(, 7) IS @ monotonic increasing function of bothand
6The unigqueness of the multicast tree bottleneck path, which can be perceivgdand thus can be controlled by adjustindor givenr. The

by the traffic source, can be always achieved either by leftirgz,) < A, 0or  theorem given below derives an explicit relationship amang
otherwise (if(t — to) > A) by letting(¢ — ¢, ) be small enough such that mul-

ticast tree bottleneck path that the traffic source can perceive is unique durﬂﬂganth subject to the lossless transmission &ighx < oo
(t — to). constraints.
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3 T T T T T T

Theorem 2: Consider a multicast connection flow-controllec " , _
by the proposed scheme withy, > 0 andC,,.x < oo at the O
multicast-tree bottleneck. I£,,.. > 2Q;, then the following :
claims hold.

Claim1l. F # @ and3 K > 0 such that(a,7) €
FY(a,7) € {{a,7) |7/ £ K, (v, 7) € Q.

Claim 2. £ is lower-bounded by the functiok, = 7/«
whereK; = /Crax — v2Q, and(«, 7) € Q.

Proof: The proof is provided in Appendix C. [ |

Remarks on Theorem 1) Claim 1 shows tha®),,,.. is con-
trollable, and identifies a sufficient conditiqi,,.x > 2Q1.)
for the feasibility of lossless transmission. Moreover, Claim
describes the configuration of the lossless-transmission regi
defined in§2. (2) Claim 2 gives a lower bound of the lossy
transmission regiorC for given C,. and @;,, which is ex- .
pressed by a continuous function defined oéerSince(? is % 5 10 15 20 25 30 35 40
partitioned intoF and £, the lower bound of can be used as Rate-gain parameter :  (colins’)
an approximate upper bound f@f when the lower bound for ig 5 | ossy and lossless transmission regions divided by the lower bound of
L is tight. Thus, for any gived,,,.,. and(;,, the lower-bound lossy-transmission region.
function 7v/a = /Cuax — v2Q;, provides the network de-
signer with a simple formula to estimatewithout seeking its flow control is based on the Additive Increase and Multiplica-
close-form expression as a functionradindC,,.., which isim-  tive Decrease (AIMD) rate control [8]. The AIMD adap®&)
possible to obtain [due to the nonlinearity of (16)]. Furthermor#y 1+ based on the feedback Cl-bit. Since the AIMD applies
since the lower-bound function,/a = v/Ciax — v2Q1, di-  direct control over the rat&(t) to match the target, we can
viding F and L, is obtained by the constrain®,..., < Cmax, Ccall AIMD the speed feedback contr{itom a control-theoretic
setting Qumax = Cumax in the lower bound yields a formula: viewpoint). The speed feedback control system is traditionally
Qumax = (T/a++/2Q;,)?, which can be used to estimafg, .,  called the first-order feedback control system (having one
when the lower-bound of is tight. (3) Another interesting fact pole, or being represented in a one-dimensional state-space).
revealed by Theorem 2 is thé,,. is virtually independent of The «-control is an acceleration feedback-control system
the multicast-tree bottleneck target bandwigtlsince neither (having two poles, or being represented in a two-dimensional
the lossless transmission condition/region nor the lower bousite-space), which is one-order higher than the AIMD, since
of £ containsy. This is not surprising since it is the rate misit exerts direct control overr = dR(t)/dt. Thus, we call the
match betweet(¢) andy, instead of the absolute value pf «-control thesecond-order rate contrplwhich provides one
that determine$),,,.«. more dimension in state-space control over the dynamics of the

To illustrate the tightness of the derived lower bound othe proposed flow-control system.
exact border which partitiong, the lower-bound function of
given byK = 7/ = v/Crax —/2Q1, and the configurations C. Thea-Control
of the lossless transmission regidi(the shaded area separated The a-control is a discrete-time control since it is only ex-
by 7v/& = v/Cmax — v/2Q1) and lossy transmission regidh ercised when the source rate control is in a “decrease-to-in-
are plotted in Fig. 2, with,,,.x = 400 cells and);, = 50 cells, crease” transition based on the buffer congestion feedback BCI.
which givesK = 10, andy = 367 cell/ms (about 155 Mb/s). BCI(n) := 0 (or 1) if Q. < Qgoal (or Q. > Qgoal), Where
The exact border betweefiand £ is obtained numerically [bY Quon1 (2Q), < Quoal < Cmax) IS the target buffer occupancy
solving (16) which needg]. The lower-bound function of  (i.e.,setpoin} in the equilibrium state. If the multicast-tree bot-
(given by K = /Chax — v/2Q1. = 7+/a) plotted in Fig. 2 tleneck shifts from a shorter path to a longer one, themill
is found to be very close to the exact border betwgeand increase, making)..... larger. WhenQ,...,. eventually grows
F. In addition, the smallew, the tighter the bound is, which is beyondQ..1, the buffer tends to overflow, implying that the
consistent with the approximatideg x ~ =z —1whenx is close currentq is too large for the increased The source must re-

Multicast-tree RM-cell RTT: t (ms)

to 1 [see (44)]. ducea to prevent cell losses. On the other hand; decreases
from its current value due to the shift of the multicast-tree bot-
B. The Second-Order Rate Control tleneck from a longer to a shorter path, thigp..,. will decrease.

WhenQuax < Qgoa1, Only a small portion of buffer is used, im-

As suggested by Theorem @,can be controlled to confine plying that the current is too small for the decreased The
Qumax 10 Cax, and as long a€’,.x > 2Q4, lossless trans- source should increaseto avoid buffer under-utilization and
mission can be guaranteed by adjustingn response to the improve responsiveness in grabbing available bandwidth. So,
variation ofr. The control overy = dR(t)/dt —which we call feedback BCI contains the information on RM-cell RTT vari-
a-control— is the second-order control process which will bations. Keepin®2@;, < Qgeal < Cmax has two benefits: (1)
elaborated on below from a control-theoretic viewpoint. Thilne source can quickly grab available bandwidth, and (2) it can
original ATM recommendation for unicast (Cl-based) ABRachieve high throughput and network resource utilization.
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The main purpose ofi-control is to handle the buffer con-arbitrary initial value at time» = 0, (2) 0 < ¢ < 1, and (3)
gestion resulting from the variation of We set three goals for p < ((1 — g)/q)( \/@ v/2Q1.)/7)?, then the following
a-control: (1) ensure th&@maX quickly converges to, and staysclalms hold:
within, the neighborhood af,..1, Which is upper-bounded by ~ Claim 1. Durlng the transient state, the a-control law
Chax, from an arbitrary initial value by driving their corre- gu:’:\ranteestX to monotonically converge to ngals
sponding rate-gain parameters to the neighborhood af zoa1 ne|ghborhoongoal,ngal} {Qmax( goal) Qumax( goal)}
for given 7; (2) maintain statistical fairness on the buffer ocwhich are determined by
cupancy among multiple multicast connections which share a 0 (qn*a )
common multicast-tree bottleneck; and (3) minimize the extra ~ QLoa = { e 0/
costincurred by the-control algorithm. To achieve these goals, (" —1) i
we propose a “converge-and-lock*control law in which the Qhoal - { Qmax (q* aO) » Ihag > Qgoal
new valuew,, ;1 is determined byy,,, and the feedback BCI bit s Qmax(n"p + o), i a0 < agoal
on Q.S current and one-step-old valu«,%mX andeﬁa;l). wheren* is defined in Definition 4.

Thea-control law can be expressed by the following equations: Claim 2. Durlng theequilibrium state, the fluctuation am-
plitudes OmeaX aroundQ ... are upper-bounded by

|f Qo > Xgoal (8)
Qmax(q(n*p + Oé())), if &%) S M goal

9)

an +p, ifBCI(n—1,n)=(0,0) L 9 1 1
Qng1 = g, if BCI(TL) =1 (5) goal_ngal <7 M goal E — 1)+ \ 804goa1Qh % -1
an/q, iFBCI(n—1,n)=(1,0) (10)
whereq is thea-decrease factor such thiat< ¢ < 1 andpis  Qgoal— Qponl < T goat(1 — @) + 7v/Bgon1Qn (1 — /)
the a-increase step-size, whose values will be discussed next. (12)
D. The Convergence Properties of theControl and the diameter of neighborhood for the target buffer occu-
To characterize ther-control’'s convergence properties, Weoancngoal 's upper-bounded as follows:
first introduce the following two definitions. ROl <2, 1 _
Definition 3: Theneighborhoodof target buffer occupancy 2! oal = 7 Cgoal q 4
Q oal is SpeCIerd bY{Q oal? Q oal} with 1
s g & + 74/ 804g031Qh <% - ﬁ) (12)

l Ay { (n)
= max Q
goal nC(0,1.2,...} max

QI(;La)X = ngal} (6)

wherea,,. is the rate-gain parameter correspondingiQ.

oA ‘ (n) } for given .
goal = (0o, {Qma" Quids Z Quoat % Proof: The proof is detailed in Appendix D. [
n) Remarks on Theorem 3The «-control law is similar to, but
whereQmax is gover(ned by tZe proposedcontrol law. B gige s from, the AIMD algorithm [9] in the following senses. In
Definition 4: {Quiax} = {Qumax(an)} is said 10 the transient state, thecontrol behaves like AIMD, accommo-
monotonically converge tOngalS neighborhood at time gating statistical convergence to fairness of buffer usage among
n = n* from |ts initial value Qma.x = Qmax(ao) if  the multicast connections sharing a multicast-tree bottleneck.

BCI(0,1,2,3,...,n* —1,n*,n* + 1,n* +2,n* +3,...) = On the other hand, in equilibrium state, thecontrol ensures
(0,0,0,0,...,0,1,0,1,0,. ), Vag < agea; @nd  buffer occupancy to be locked within its setpoint region at the
BCI(0,1,2,3,...,n" — 1, ﬂ* n* +1Ln* +2,n" +3,...) = firsttime whenQii reaches),..,'s neighborhood, regardiess
(1,1,1,1,...,1,0,1,0,1, .. ) Vg > Qgoal. B of the initial valueay. In contrast, AIMD does not guarantee
The o control is applied either irtransient state, during this monotonic convergence sinaecontrol is a discrete-time
which Q{2 has not yet feaChe@goafS neighborhood, or in control and its convergence is dependentcgn The mono-
equilibrium state, in WhlchQmaX fluctuates withinQ5.a1'S  tonic convergence ensures tkigaﬁffﬁx quickly converges to, and
neighborhood periodically. The-control aims at making)ﬁ?gx stays within, the neighborhood @fs..1. The extra cost paid for
converge rapidly in transient state and staying steadily withiichieving these benefits is minimized since only a single binary
its neighborhood in equilibrium state. The following theorerhit, BCI, is conveyed from the network and two bits are used
summarizes thex-control's convergence properties, optimato store the current and one-step-old feeddaCH(n — 1) and
control conditions, and the method of computing theontrol BCI(n) bits at the source. The-increase step-sizespecified
parameters in both the transient and equilibrium states. Ndwgcondition (3) in Theorem 3 is a function atdecrease factor
that Q! woal and Q" goal Ar€ the closest attainable points aroung. A largeq (small decrease step-size) requests a spfall the
Qgoals bthgoal may not necessarily be the midpoint betweemonotonic convergence. By the condition (3) of Theorem 3, if
Q’gml andQ goal- The actual location ofca1 betvveeanOal g — 1, thenp — 0, which is expected since for a stable conver-
and depends on all rate-control parameters and the initi@ént system, a zero decrease corresponds to a zero increase in
valueao system state. Based on (10), (11) and (12), when 1, both
Theorem 3: Consider the proposeg-control law (5) which ngal and ngal — Qgoal, 1-€., Qs fluctuation amplitude
is applied to a multicast connection with its multicast-tree bogpproaches zero, which also makes sense gineel implies

tleneck characterized b,0.1, @7, and7. If (1) « = ag, an p — 0, and thusQfﬁa)x approaches a constant for all



74 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 10, NO. 1, FEBRUARY 2002

The dynamics of the second fluctuation cycle is similar
to the first cycle except for the reducee, and increased
32, leading to a longer cycle length. When the transition
from rate-decrease to rate-increase is detected again for the
second fluctuation cycle, the source sets= «»/q because
Qi < Qgeary i€, BOL(2) = 0, henceBCI(1,2) = (1,0).
But a3 = az/q = (gqu1)/q = «; Sinceq,, has already
converged to{al_, goal} in equilibrium state. Thus, the
third fluctuation cycle is exactly the same as the first cycle.
Likewise, the fourth cycle is the same as the second one, and
so on. So, we can only focus on the first fluctuation cycle
T = 2T + 1)+ T + T8 + 1 + 7 and the second
Fig. 3. Dynamic behavior aR(#) and()(t) for a single multicast connection. fluctuation cyclel> = 2Ty +13) +T(1(2) +T52) +T1(2) +T7§2)-
We define thecontrol periodto beT T+ 1s.

To balanceR(+)'s increase and decrease rates, and to ensurdn thezth fluctuation cycle(i = 1,2), let Riihx andR), be
the average of the offered traffic load not to exceed the bottiéS maximum and minimum rates, respectively. Then we have
neck bandwidth, each time whey, is updated by ther-con- @) @)
trol law specified by (5), the proposed algorithm also updates Ryfaxe = 10+ (Tq + 1o+ T ) (13)
the rate-decrease factor By = 1 — («,,/11)A accordingly.

T & T T
Iy TN ™ T “rbe T T T T t

D‘Tbe Ta

whereTq(i) = /2Q)./«; is the time forQ(¢) to grow from O to

_ h N | _ 1 ¢
V. SINGLE-CONNECTION BOTTLENECK DYNAMICS Qn, 1 = Qoq) = Ogoa)/q @NAag = gay = oy, We define

A. Equilibrium-State Analysis Tngix 2q 4 Tq(i) T =T+ 120y, L1y (14)
The system is said to be in the equilibrium stat&{f) and &G

Q)(t) have converged to the certain regime, oscillating with
fixed frequency and average amplitude. In this st&lg, fluc-
tuates aroungd, andeﬁﬁX aroundlg..1. The fluctuation ampli-
tudes and periods are determined by the rate-control parameters T, T

/ ot dt + /

0 0

guring whichR(t) increases from: to RY). under linear rate-
increase control. Then, the maximum queue length is given by

(B 0=2% — ) a
(15)

a, /3; bandwidthy; target buffer occupana@go.; a-control pa-  QUh, =

rameterg, ¢; queue threshold®,,, @;; and delays/;, T’;. The

equilibrium-state analysis is mainly used to characterize the dy-

namics of themulticast-tree bottleneckfter it has converged to whereT(Z) —(AJ(1 = B)log(p/R%.). Thus, we obtain

a particular path and become relatively steady. For simplicity,

we assume that-control parameters-q, ngal,p, andg—are Q _ |:T(z) } + [a 7O 4 plog } )

properly chosen based on the conditions given in Theorem 3, ~ 2 7™ T RO,

such thanaX converges to the midpoint of the neighborhood: (16)

Qgont = (1/2)(QL ooy + Qo) @ndQE ) < Cryayc. ; _
gF|g 3(|IIL/Jsir(ates 1the f|%stlzwo cycles1 of rate fluctuation an&ett'ngT(  be the time for(#) to drop fromQ{ to @ yields

the associated queue-length function at the bottleneck link in 7

equilibrium state witho; = ch .- At time ¢, R(t) reaches QY —Q = / " (1 _ e—(l—,&)%) dt. (17)
p(BW) and Q(¢) starts to build up after a dela;. At time 0

to+ 1y + Tq(l), Q(t) reacheg?,, and bandwidth congestion is

detected. After a dela¥;, the source receiveSI = 1 feed-

back andR(¢) begins to decrease exponentiallj(t) reaches Tl<7'> /3

the peak ag(t) drops back te.. WhenZR(t) falls belowp, Q(¢) (1=F:)

starts to decrease. After a peri@elapsed()(¢) reaches?,,

then the noncongestion stat(Sl = 0) is detected and fed- Then, the minimum rate is given by

back to the source. After a deldy,, the (CI = 0) feedback

arrives at the source, then the “rate-decrease to rate-increase” R

transition conditior(local_CI = 1 A CI = 0) is detected at the i

source. Subsequently, the source adjusts the next rate-gainTpge control period is determined by

rametera, to a smaller valueya; (- is also adjusted bygs =

1 — (aa/p)A) sinceBCI(1) = 1 (due tonﬁiK > Qgoal) IS

received in the feedback RM cell. TheRi(¢) increases linearly

with the newly updated rate-gain parametgr= go; = algoal

WhenR(t) reaches: after a periodZ ", the system starts thewhereT” = (n — Rfmn)/a7+1 is the time forR(t) to grow
second fluctuation cycle. from R to pwith a1 (a3 = aq).

min

So,Tl(i) is the nonnegative real root of nonlinear equation

70 _ Qi — Ql] —-1=0. (18)
I

>+7"b+7"f

ue_(l 8- . (29)

2
r=31=3 (1010 + 10 12+ 10] (20)

=1 i=1
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Fig. 4. Equilibrium and transient state performance evaluatiom? (@rsusy. (b) Qmax Versusy. (€) N Versus Tmax — Tmin)- (0) @poak VEISUS Timax — Timin)-

The average equilibrium throughpu, can be calculated by R monotonically increases asgrows. This is expected since
) 0, o a smallerq leads to a larger fluctuation &, and Qfﬁa)x,
Z / (1 + at) dt +/ Rl(jl)axef(lf,ai)%dt degradllngR in the equmbgum stat(en. When gets larger, the
= 0 fluctuation amplitudes o@max and R\, get smaller, as shown
7 in Theorem 3. In the extreme case wher- 1 (¢ # 1 since
+ / (Rgn + ai+1t) dt] (21) ¢ = 1 means thatv-control is shut down)Rma)X approaches a
0 constant. Fig. 4(a) also indicates that for the sate smaller
@) i) @) ) ) . Quoal = kCmax, 0 < k < 1, gives a large® in equilibrium,
where7" = 7;” +T;" + 7 is the time spent on exponential-g|so confirming our observations in [15], as a smaliB.
decrease rate control within thil cycle. Equation (20) reduceslmmIes a smallery,,. Moreover, Fig. 4(a) shows: &} drops
to more quickly ifg < 0.4 and 2)R gains slowly ifg > 0.6, pro-
viding network designers with the optimal rangecetontrol
R= T Z {NTISQX + — [TISQX] parameterg. Fig. 4(a) also shows that the analytical results
i=1 based on the fluid modeling match the simulated results well.
+ RO < A ) <1 3 T{”) The slight discrepancy is due to the RM-cell processing and
max \ 1 —f; queueing delays, and fluid analysis approximations
4 12 While Q401 can be anywhere betwe€] ., andQ”
+ TORY, + 2t [Tﬁz)} } (22)  pending oiao, to analyze howy aﬁect?(%mix in the vlvorst
case, Eig. 4(b) plot€),,... versusg in the worst case where

Qgoal > ngoay Qmax 1S Observed to increase adecreases,

which makes sense since a smaljamplies a larger fluctua-
Let the bottleneck link bandwidthh = 155 Mb/s (367 tion amplitude OlenaX Fig. 4(b) also shows th&@},,,.. Shoots

cells/ms) and’y,ax = 750 cells. Assumd, =1y = 1 ms and up quickly wheng is below the range of 0.4-0.6 Whil@,,,,x

7 =T, +T; = 2ms. Also, setA = 0.57 = 1 ms,Q;, = 50, drops slowly wheny is above the range of 0.4-0.6, giving the

Qi = 25 cells, and the initial source ratB, = p for the same optimal range gfas observed in Fig. 4(a). Again, the an-

equilibrium state. alytical results are verified by the simulated results as shown in
Fig. 4(a) plots R versusq for different Qg..1's obtained Fig. 4(b).

from the analysis and the simulatidndor the ideal case

where Qgoar = (1/2)(QF,.1 + QLoa1)- Fig. 4(a) shows that C. Transient-State Analysis

We used the NetSim package [19] for the simulations, and set the S|mulat|onThe system can enter the transient state due tO the variation of
parameters exactly the same as those used the analysis for comparison purposafid bandwidth in two different cases:d) > of the rate

B. Equilibrium-State Performance Evaluation

goal !
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convergence is underdamped, andw)< «'__,, the rate con-

goal’

vergence is overdamped, wheirg)a1 andozfgoa1 are functions of
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If Ry = p, (29) reduces to (16), which is consistent with the
fact thatQ{i\ is the special case (@f)?ak with 12y = .

Qgoal, P, ¢, 7, andui. The transient-state analysis aims at charac- To compute the first transient-state cycle, we need tofifid

teriZing the SyStem dynamiCS while the multicast-tree bOttleneﬁ}ﬁich is the nonnegative real root of nonlinear equation
path is still in progress converging from one to another equilib-

rium state. Denote the transient-state initial rate-gaindyand
the new bottleneck’s target rate-gain dy;.i corresponding to
the new bottleneck path’s RT# and target bandwidtp. The

following theorem calculates the number of transient cycles.
Theorem 4: Consider a multicast-tree bottleneck character-

ized by Qgoa1, @1, p, andg. If the initial rate gaine = «, the
new RM-cell RTTr = 7, and new target bandwidth = 1,
then the number of transient cycle¥, is determined by

goa . .
{10g<§—01>/10g qJ , 1f g > agoal (23)

[(goa1 — o) /P, if 2o < Aot

N =

whereag,,1 is the nonnegative real root of nonlinear equation

~9 ~

+ﬁﬁ+ /N\/ 10* " ~_nga1:0

e
Xgoal P N
I — g = —
agoal 2 + agoalp

2

(24)

wherep = 7 + 1/2Q4 /goa1, @aNdargaa1 CaN be approximated

by
2
oal — 2 1
(gonl A <—Vle~ VQ’) (25)
T
if Qgoal IS small.
Proof. The proof is presented in Appendix F. [ |

Let R(i)ak and fogak be the peak source rate ang

pe

gueue length, respectively, in théth transient cycle,
¢t = 1,...,N (>1) (assumingey > (1/g)cgom OF
ap < Ggoal — p). Let us start from the firsti = 1) tran-
sient cycle. Sincek(t) = Ry + «ot, we have

R

(e = Bo+ao (T +7) (26)

whereT " = (1/a0)[—(Ro — i) + v/(Ro — )% + 200 Q1] is
obtained by solving following equation:

T
= [ re = (27)

a

DeﬁneTéiﬁik 2 75V 4+ 7 as the time fork(t) to increase from
Ry to

RY  the peak queue length can be obtained by

peak?
(1>k
Q= [ o+ ot~
0
+ / (Bt E — ) dt (28)
0
whereZ (" = —(A/(1—f)) log(ji/ Riny,) is the time forf(#)
to drop from£,.ar back toz:. Reducing (28) gives

O (g mr® L 0w A
Qpeak_(RO I’L)ereak—'_ 2 |:ereak:| + 1_[30
: angi;ﬁ(Ro—ﬁ)wlogR%)]. (29)
peak

(1)

~(1—p) - 1 —AﬁoTlu)

. foelk—Qz< )+1
i

This transient-state cycle Y = T3V + TV 4+ 71 4 27 4

7 wherel Y = (fi/ay )(1—e~ 1= T T +7)/AY s the time

for R(t) to reachy from its lowest value in the first transient
cycle. The average throughput in the first transient-state cycle is
given by

1- A

=0.
A

(30)

! Q) |, @ [1) 12 (1)
R - W Roirpeak + ? |:CT11eak:| + Rpeak
. A 1-— 67(17’80)—%1&2}1&:
1=/

)
A

+ T7§1) <ﬁe(l,80) +T> + a2y |:T7§1):|2 .
2

Now, for the cases &f < ¢ < N (V is given by (23) of Theorem

4), since the performance metrics are derived similarly to the

case fori = 1, we only give the final results for the average

throughput, peak queue length, and the length oftthizansient

ycle:

70 _ L
r= T

g

. 2 .
ﬁfrl(Z)ak + :| + Rf)?ak

e

g1 (2)
T |:ereak

[COIC I
T +T +7
) (1 —e_(l_'afl)%>

A
1-8i1

) T ) A2
o () 2 ]
@) _ =1 ) A (i)
Qpeak 2 [j})eak:| + Qi1 (1 _ ﬁi—l) peak
~ A i
+ log — 32
N(l By 2 ngak (32)
; 2, i i ; ~
T =] —aQ’ + 10 + 1 + 1D 27 (33)
i—1
where
i ~ 20,
T, =74 [ 29 (34)
Q1
Rl()ie?ak = ﬁ + Oéifljvlgi)ak (35)
) A i
T = - log —*
L O 36)
peak
i ’T'(i>+:
T = £ [1 e S ] (37)
o7
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andZ"” is the nonnegative real root of the nonlinear equatior;: Persistent ABR source & &
2 : On-off ABR source
(z) S3: On-off ABR source L L
n1-p Qpear — @ ; : :
—(1—8. l — [Ji—1 ; k l 1 msec 1 msec 1 msec
€ (=) =5 + AZ TI(Z) - peaﬁ -1=0 SW; 155.52Mbps SWa 300Mbps SW3 155.52Mbps
(38) , \_ "\ e

where2 < : < N. The entire transient-state period is then S _ _
Tion = Ei\:l T(z)7 and its average throughput is expressed H:yg 5. Simulation model for multiple multicast VCs.
N
Rivan = ! Frkal (39) Thea-controlis apE)Ii)ed in the same way as in 'Fhe single multi-
tran ;7 cast VC case, buiy s, is contributed, and),..1 is shared, by

all M VCs. The analytical results for multiple concurrent mul-
1 i ) 3 ticast VCs are omitted for lack of space. Instead, we present the
Qpeak @Ndy; is determined by the-control given by (5). simulation results below to (1) verify the analytical results and
(2) analyze the performance of the proposed scheme for more

_ general cases where locations, number, and bandwidth of mul-
For the transient-state performance analysis, the same flawast-tree bottlenecks vary with time.

control parameters are used as in the equilibrium-state analysis,
except thaCmax =700 Cells:ngal = (1/2)Cma.x = 350 cells, B. Simulation Results
and g is set byuy = 367 cells/ms andy = 2 ms. To study

AN . ~
the worst case, sety = Twin = min;c(y . ,3{7} and7s =

The peak queue length for the casengf > agoal IS Qpeak =

D. Transient-State Performance Evaluation

Using the NetSim simulator [19], we conducted extensive
x simulations for concurrent multiple multicast VCs with multiple
Tmax = MaX;c(1,...»3{7:} Of @ multicast VC (Virtual Circuit) bottlenecks to study the performance of the proposed scheme
with » paths, and assume= 267 cells/ms. Fig. 4(c) plotsV, with a-control, and compare it with schemes withautontrol.
obtained numerically by (23) and simulations by NetSim [19By removing the assumptions made for the modeling analysis,
versus mmax — Tmin ) fOr differentg. NV is found to increase step-the simulation experiments accurately capture the dynamics of
wise monotonically with( rmax — Tmin). This iS expected since real networks, such as the noise-effect of RM-cell RTT due
a large variation in RM-cell RTT requires more transient cyto the randomness of network environments, and RM-cell pro-
cles to converge to the new optimal equilibrium state. A smalleessing and queueing delays, instantaneous variations of bottle-
g results in a fewer number of transient cycles. Thusiea- neck bandwidths, which are very difficult to deal with analyti-
sures the speed of convergence. These observations have loatn
exactly duplicated by simulations, thus verifying Theorem 4. The simulated network is shown in Fig. 5, which con-
Fig. 4(d) shows the numerical and simulation resultsigr.;. ~ sists of three multicast VCs running through four switches
VErsus(Tmax — Tmin) With Qgoa1 Varying, where we sekg = SWy,...,SW, connected by three linkd., Ly, L. S; is
367 cells/ms,ii = 347 cells/ms,7min = 70 = 2 ms, and the source ofVC;,i = 1,2,3, and R;; is S;’s jth receiver.
Cmax = 700 cells. Qpeax is 0bserved to shoot up quickly with So, VC, and VC; shareL; and L3, respectively, withVC;.

(Tmax — Tmin), fUrther justifying the necessity ef-control, and S, is a persistent ABR source which generates the main
a larger target)q..1 is found to result in a faster increase otlata traffic flow. S, and S; are two periodic on-off ABR
Qpeax. The simulation results closely match the analytical r&ources with on-period= 360 ms and off-period= 1011 ms,

.....

sults as shown in Fig. 4(d). respectively, which mimic cross-traffic noises, causing the
bandwidth to vary dynamically at the bottlenecks. We g
VI. MULTIPLE MULTICAST CONNECTIONS bandwidth capacity:; to (1) 41 = ps = 155.52 Mb/s and (2)

w2 = 300 Mb/s, forcing the potential bottlenecks, and L3

) to show up. Letting all links’ delays be 1 m§;’s RM-cell
M (>1) concurrent flow controlled VCs with a common mul-g7Tg viaRig, Ri7, Ris equal 4 ms which is 2 times of;’s

ticast-tree bottleneck are modeled by a single buffer and a sengfi_cell RTTs viaRi1, Ri», R13. The flow-control parameters
shared by source rates; (¢). At time ¢ the aggregate arrival ;seq in the simulation remain the same as those used in the
rate at the multicast-tree bottleneck”, R;(t — T{"). So, analytical solutions for comparison purposes. Specifically,
the bottleneck’s buffer queue length function at titrie Qn = 50 cells, Quoa = 400 cells, A = 0.4 ms,q = 0.6,
(M ‘ p = 16.67 cells/mg, and Ry = 30 cells/msVCi's ag = 57.8
Q) = / {Z R; (v — T}”) — u} dv+Q(ty) (40) cellsimg, VCy; and VCs's ap = 22.9 cells/mg. We let S;
to ;=1 start att = 0, S, att = 160 ms, andS; at¢ = 822 ms such that
S, and S3 generate the cross-traffic noises against the main
data traffic flow at the potential bottlenecks and s with the

A. Analytical Analysis

whereTjﬁi> is forward delay for théth VC. Applying the same

rate-control proposed in Section Il, foe= 1, ..., M, we have ) i . .
‘ respective on-periods appearing alternately without any overlap
Ri(to) + o’ (t —to), ifQ (t — Tb@) <@ in time. Consequently, as shown in Fig. 6(a)—(f), the first two
Ri(t) = (19 on-periods oVC, andVC;5 divide the first 1178 ms simulation

PTON =Ty S @) 00 _ \ )
Ri(to)e™ ST iQ (t =1, ) 2 Qn- time axis into the following 4 time periods (mg); = [0, 160]
(41) where onlyVCj is active;T> = [160, 520] where bothVC;
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Fig.6. Dynamics performance comparison between schemeswitintrol and withouty-control. (a)R2(¢)’s converge to bottleneck bandwidth withcontrol.
(b) SW,: Total Qax CONvVerges t@,,.1 With a-control. (c)SWj: Total Q... converges t@) .1 With a-control. (d)R(t)’s converge to bottleneck bandwidth
without c-control. (€)SW: Total Q... does not converge Q.1 withouta-control. (f) SWs: Total ().,.x does not converge @ ,...; without a-control.

andVC, are active;l5 = [520, 822] where onlyVC; is active; hood [350, 446] bya-control. So,«-control not only drives
T, = [822, 1178] where bothVC; and VCj are active. The R;(¢) to its target bandwidth, but also confines the maximum
simulation results for the two different schemes are summarizgdeue lengths at the bottlenecks@..:'s neighborhood. In

in Figs. 6(a)—(f) and 7(a)—(d), where all results witkcontrol contrast, for the schemes withawtcontrol, Fig. 6(d)—(f) show
are plotted in Figs. 6(a)—(c) and 7(a)—(b) on the left, while thosieat 2, (£) converges tqi; = 3 = 367, butQizhy = Qi =
without a-control are shown in Figs. 6(d)—(f) and 7(c)—(d) o560 and never went down Q.. = 400.

the right. Each individual performance measure witbontrol 2) During T». VC, starts transmission, competing for band-
is compared with its counterpart withowtcontrol listed in the width and buffer space witWC;. The bottleneck af 3 is ex-
same row. pected to disappear sind& (¢t)'s new target bandwidth along

1) During 17. For thex-controlled scheme, Fig. 6(a) showspath viaL, is only a half of that vidl;. So,L is the only bottle-
that VC,'s rate R, (t) converges td.; andLs’s capacity 367 neck withRTT = 2 ms, target bandwidtk= (1/2)., for each
cells/ms (155.52 Mb/s) sinCéC; is the only active VC and it of VC; andVC,. For thea-controlled scheme, Fig. 6(a) shows
grabs all the bandwidth available. Thus, durifig there exist that the source rateB; () and R»(¢) experience two transient
2 bottlenecks located dt; and Lz with RTT equal to 2 ms and cycles during which?, (¢) gives up(1/2)p41 to Ry (¢) until they
4 ms, respectively. Denote these two bottlenecks’ total quergaach a new equilibrium. Fig. 6(b) shows that a large queue
lengths atSW, andSW3 by Q2(¢) andQs(t) and their max- build-up Q{2 = 704 as a result of the superposed rate-gain
imum bnyﬁ&X andef;X, respectively. Fig. 6 a;—(c)shows thaiparameter fromR; (¢) and Rg( ) and the reduced bottleneck
after experiencing one transient cycle dugxd. = Q% = bandwidth. Witha-control, Qi is driven down t0Qg0al'S
560 > Qgoal, Qmax and Qmax converge toQ...1'S neighbor- neighborhood of [385, 468]. Fig. 6(c) showg(t) = 0, ver-
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Fig. 7. Buffer occupancy fairness comparison between schemes with and witloouitrol. (2)SW2: Q21(%), Q22(?) converge to fairness with-control. (b)

SWi: Qs1(t), Qss(t) converge to fairness with-control. (c)SW2: Q21(t), Q22(t) do not converge to fairness withawtcontrol. (d)SWs: Qs1(t), Qs5(t)
do not converge to fairness withowtcontrol.

ifying that the bottleneck ak 3 vanished. Fig. 7(a) is a zoom-in  4) During 74. The rate and queue dynamics are similar
picture of Q2 () = Q21 (t) + Q22(¢) of Fig. 6(b), wheral; (#) to 73’s, except that the bottleneck is now A% with a new
is the per-VC queue o¥C; and Q2:(t) is the per-VC queue target bandwidth= (1/2)u3 and a longeRTT = 4 ms. For
of VO, atSW, respectively. Fig. 7$a) indicates that in the firsthe «-controlled scheme, Fig. 6(b) showk(¢) = 0, i.e., the
transient cycle()o; (¢ )smaximqumaX = 528, whichis more bottleneck atl, disappeared and.; is the only bottleneck.
than 3 times of)2,(t)'s maX|mqumaX = 175. Undera-con- Fig. 6(c) shows thanaX shoots up to 928, as a result of the
trol, Q21 () and(22(¢) converge to each other quickly and bedoubled RTT (4 ms) via.;. Within 3 transient cyclesQmaX
come identical front = 391 ms. This verifies that the-con- converges t@4..1’S neighborhood of [367, 445] in equilibrium
trol law can ensure the fairness in buffer occupancy between #tate. Fig. 7(b), a zoom-in picture of Fig. 6(c), shows the
competing VCs. By contrast, for the scheme withettontrol, buffer-occupancy fairness ensured d»control. These obser-
Fig. 6(e) illustrates tha@fﬁgx jumps up to as high as 900 andvations verify thate-control can efficiently adapt to RM-cell
stays at 900 even after the transient state. Fig. 7(c), the zoonRIhT variations in terms of buffer requirement and fairness. By
picture of Fig. 6(e), shows thé»; (¢) never converges 9-»(¢)  contrast, for the scheme withowtcontrol, Fig. 6(e)—(f) shows
even after the transient state, and thus the buffer space is Adwottlenecks: 1) a bandwidth-congestion bottleneck;aand
fairly occupied. 2) a buffer-congestion bottleneck at. Fig. 6(f) shows that

3) During T3. After VC, enters an off-periodR; (¢) grabs Qmax = 1740, almost 2 tlmes of that under the-controlled
all 11 again. AfterR, (t) reaches.;, the bottleneck af.; also scheme. More mportantl@maX stays around 1740 even after
shows up due t@; = p3, and then the total number of bottle-the transient state. Moreover, Fig. 7(d), a zoom-in picture of
necks becomes 2 again. For the scheme wittontrol, because Fig. 6(f), demonstrates that buffer occupancy is not fair because
(222(t) suddenly drops to zero a8C, enters an off-period, Qma}l = 1000 but in’;o’l = T40.
makingQ{3hx < Qgoa1, Which generates 3 consecutBET = The three VCs average throughpuis, R», Rz (cells/ms)
0, the a-control’s additive-increase operatior, = «,,_1 +p (for on-off sources averaging over the on-period only) obtained
is executed twice during the transient cycles u@fl. con- by the simulation are compared for the two types of schemes
verges t0Qg0a1'S Neighborhood [367, 483] within 3 transientin Table 1. In all the three VC cases, the proposed scheme with
cycles. Note thanﬁX monotonicallyconverges to [367, 483] a-control is observed to outperform the scheme withewbn-
as shown in Fig. 6(b). This is expected since= 16.67 < trolin terms of average throughput.

(1= @)/ )((/Qeoal — V2Q1)/7)?, satisfying the condition
(3) in Theorem 3. This observatlon further verifies the correct- VII. SUMMARY AND REMARKS
ness of the optimal monotonic convergence condition derived in
Theorem 3. In Fig. 6(d)—(e) for schemes withautontrol, the
queue and rate dynamics simply repeat their dynamicg jn  We proposed and analyzed a flow-control scheme for mul-
suffering from a large buffer requirement. ticast ATM ABR services, which scales well and is efficient in

. Summary
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TABLE |

AVERAGE THROUGHPUTSCOMPARISON OF THETWO TYPES OFSCHEMES (1)
— — — 2

scheme type Ry of VC;|Ry of VC3{R3 of VCs 3
with a-control 234.448 150.671 147.709 g
without a-control || 209.367 143.672 137.655 6
7

8

. On receipt of a feedback RM cell:
L ILCI=1ACI=0){ !

Buffer congestion triggering conditions;

if (BCI = 1) {AIR := g x AIR} ! AIR multiplitcatively decrease;
elseif (BCI = 0 A LBCI = 0) {AIR := p + AIR} ! Linear increase;
elseif (BCI = 0 ALBCI =1){AIR:= AIR/q}; ! BCI toggles;
MDF := exp(—AIR/BW_EST); ! Update MDF;

LNMQ :=1; LBCI := BCIL}; ! Start the new measurementcycle;

it (CI = 0) {ACR := ACR + AIR} ! ACR additively increasing;
. else {ACR := ACR x MDF}; ! ACR multiplicatively decreasing;
9. LCI:=CI; ! Saved in local register for a-control in the next cycle.

dealing with the variations in the multicast-tree structure. We d=
veloped thex-control, the second-order rate control, to hand|
the variation of RM-cell RTT. Under the-control, the proposed

Eg.

8. Pseudocode for source end system.

scheme not only adapts the source rate to the available ba=<

width of the multicast tree’s most congested path, but also brin 00. On receipt of a DATA cell:

01.
the buffer occupancy to a small neighborhood of the target s o," ¢ (dataqu > @) {CI := 1}; ! (1) Bandwidth congestion detection;

point bounded by buffer size. Although the second-order rz03.

control was proposed for multicast flow control in [17], itis alsc g‘;-
applicable to unicast flow control as shown in [11], [15]. 06.

Applying the fluid analysis, we modeled the proposed mu 8;-
ticast flow-control scheme and derived expressions for que o’
length, average throughput, and other performance meast 10.

in both transient and equilibrium states. We also derived i;

analytical relationship between the rate-gain parameter & 13.
14.
dealing with RM-cell RTT variations. We developed an optimz !5
control condition, under which the-control guarantees the }7:
monotonic convergence of system states to the optimal regi 18.

RM-cell RTT, ensuring the feasibility of thev-control in

from any initial values. The simulation results verified th ;9

analytical results in both transient and equilibrium states. 1.
22.
23.
B. Remarks 24.
25.

Although a synchronous model is employed to control t+ 26

RM-cell interval in the analysis, we also simulated our schen

under the asynchronous model where an RM cell is sent or 29'

every V., = 32 [1] data cells. The asynchronous model turn 30.
31.
32. On receipt of a join request from 3-th branch:
33.

out to have little effect on performanceM,,, is not too large.
The throughput may degrade due to RM-cell starvatioN,if,

[ S
%

multicast DATA cell based on conn_patt_vec; ! Multicast data cell;

if (data.gu > Qmaz) {Qmac := data_qu}; ! (2) Update Qmacz;
if (Qmaz 2> ngal) {BCI := 1} ! (3) Buffer congestion detection;
else {BCT := 0}; ! (1), (2), and (3) applied to all connected branches;

On receipt of a feedback RM cell from z-th branch:

if (conn_pattvec(i) # 1) { ! Only process connected branches;

resp_branch_vec() := 1; ! Mark connected and responsive branch;
MCI := MCIv CI; ! Bandwidth-congestion indicator process;
MBCI := MBCIv BCI; ! Buffer-congestion indicator process;
MER := min{MER, ER}; ! ER information processing;

if (conn_patt.vec@resp.branch_vec=1) { ! Soft synchronization;

send RM cell (dér := back, ER := minpesp_branches MER,
CI:= McCI, BCI :=
resp branches

Ur“p_bmnc hes MBCI); ! Send fully-consolidated RM cell;

no_resp_timer := Npny¢; ! Reset the non-responswe timer;
resp.branch_vec := 0; ! Reset the responsive branch vector;
MCI := 0; }}; ! Reset RM-cell control variable;
On receipt of a forward RM cell:
multicast RM cell based on conn_patt_vec; ! Multicast RM cell;
if (NMQ=1) {MBCI := 0; Qmac := 0;}; ! Start new measure cyc
no.resp_timer:= no_reap-timer ~1; ! No-responsive branch check
if (no_resp_timer = 0) { ! There is some non-responsive branch
conn_patt_vec:=resp-branch.vec @ 1; ! Update connect pttn vec
if (resp_branch_vec # 0) { ! There is at least one responsive branch
send RM cell (dir := back, ER := minpesp tranches MER,
CI := U McCI, BCI:=
resp_branches

U MBCI); ! Send partially-consolidated RM cell
resp_branches

no.resp.timer := Nyn,¢; ! Reset non-responsive timer
resp_branch_vec := 0; ! Reset responsive branch vector
MCI := 0, MER := ER;}};!Reset RM-cell control variables

conn_patt.vec(j) := 0; ! Add branch in existing multicast connection.

is too large when RTT is large while keeping MCR low. On the

other hand, too small ai,,, will cost too much bandwidth in Fig.

signaling, and may also result in a high rate oscillation. More-

over, the asynchronous model is also applicable to the connec-

tions with different RTTs. The simulated results in Figs. 6 and
7 show that thev-control still converges to both bandwidth and
buffer’'s efficiency and fairness even for connections with dif-
ferent RTTs.

While the infinite source, an assumption used in our fluid
modeling, represents many typical network applications (e.g.,

file or image transmissions), there are also some finite sources,

such as the on-off ABR sources. It is possible that a large

9. Pseudocode for intermediate switch system.

APPENDIX A
THE PSEUDOCODES FORSOURCEEND AND
INTERMEDIATE NODES

Figs. 8 and 9 give source and switch algorithms, respectively.

APPENDIX B
PROOF OFTHEOREM 1

number of on-off ABR sources sharing the same bottleneck Proof: Using the fluid-modeling results on the multi-
enter an on-state from an off-state simultaneously, causingast-tree bottleneck described in Section V, ferr) € Q we
severe congestion during the transient state. The simulativave [see the derivations of (15) and (15)]

results in Figs. 6 and 7 show a large queue size when on-off

ABR sources enter an on-state from an off-state. However, Qumax(@, 7)

the congestion due to the on-off ABR source lasts only for /T" b df + /T‘i (R =A% _ u) gt
a very limited time period during the transient state, and is o o e

quickly overcome under the-control as the system enters the

equilibrium state. ) (42)

2
5 ij ax T

T3 <ochax + plog

max
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which is the typical operating regime for the proposed scheme
Rpax SW A0y - mmmmmmmmmm o2 sincec« is small under ther-control for the given finite buffer
R e capacityC,,.). Equation (45) yields the upper bound derived
3 in (4), completing the proof. [ |

APPENDIX C
PROOF OFTHEOREM 2

Proof: Claim1: LetK 2 7/, a positive real-valued
! number for(a, 7) € Q. Define a real-valued functiot{ K) =
C(rv/c) 2 (K +/2Q},)?, which is the upper-bound function
Fig. 10. Quax (shaded area) is upper-bounded by the area éfBC'. of Qpax (v, 7) Obtained from (45). Thus, by Theorem 1 we have
CK) > Quax(a, 7) for (o, 7) € £, and further
wherey is the multicast-tree bottleneck target bandwidth, and Q{0 7) < C(K)

Tmax

0

T =7+ 2Qh = [K2 +2 V ZQhK + (ZQh - Cmax)] + Cmax-
@ (46)
Ruox = i+« <T +4/ @> SinceChax > 2@ and((K) is a continuous and monotoni-
@ cally increasing function ok, 3K > 0 such that
Td — % 10g 1 + g <7— + 2Qh>] . K2 + 2 V 2QhK < (Cmax - 2Qh) (47)
( - /) H @ — [K2 + 2\/ 2QhK + (2Qh - Oma.x)] < 07 (48)

On the other handr.x is also equal to the area betweB(Y) and {(«,7)|7v/a < K, (a,7) € Q} # 0. Thus,¥(a,7) €

andy over the time interval of 1.ax + 74, and is upper-bounded { (o 7) | 7/a < K, (a,7) € Q} whereK is specified by (48),
by the area of its circumscribed triangleABC as shown in py (46) and (48), we obtain

Fig. 10. Thus, we have
Qma.x(avT) S [K2 + 2 V 2QhK + (2Qh - Cma.x)] + Omax

Qmax(lav 7_) < Cmax (49)
< 5 (0T a) (Linax + Ta) which implies(c, 7) € F, thusF # 0.
2 Claim 2: To obtain a tight lower bound forl, we set
_ 1 {a <T+ /&) + <T + /&) Qmax(a, 7)'s upper-bound functiod(K') equal toCyax, i.€.,
2 v v 5
Qmax(av T) < C(K) =K+ 2\/ 2QhK + 2Qh = Cmax

al a 12Qy, (50)

. log [1+—[7+4/—
1-p H e which reduces to a quadratic equati®f’+2+/2Q;, K +(2Q;,—
2 Cmax) = 0. Solving this quadratic equation fdf and taking
_1). n [2Qn I [2Qn the positive root, we obtait; = Cuax — v2Qn > 0
) 4 a 4 a sinceCp., > 2@y, By (50), we havd e, 7) € F,V(a,7) €
{{a,T)|7V/a < K¢ (a,7) € QF, implying that all points

« 2Q), located below or on the curve of functidii, = 7/a ¢ L.
|1+ a7 Vo (43)  Thus, £ is lower bounded by the function gf K) = Cyax OF
Ky = 7v/a = +v/Chax — v20Q;. This completes the proof.m

2
Sl{a<7+1/@> +<7’+1/%> APPENDIX D
2 « «

PROOF OFTHEOREM 3

(44)  following two cases, depending upon the range.@f

Case 1) op < goal! Quax(®) IS a monotonically-in-
= (rva +/2Q1)%. (45) creasing function ofe and cg < Qgoal = QI(S;X =
: : Qmax(@0) < Qgoal = Qmax(goal). APPlYing a-control with
Sincea > 0 due to(a,7) € €, equation (43) above holdsan increase-step size Qfgﬁx monotonically approacheon

because of the given constraint condition= 1 — («/p)A (0) ()
(see the end of Section IV for the details). Equation (44) foirom belciw.atQmaX. Wben the first tiMemasx > Qgoar holds
atn = n", i.e.,a0 + n"p = an+ > (a1, the source detects

lows due to the fact thdbgx < z — 1 (Note:logz ~ z — 1 . N i
for = close to 1. So, the bound gets tighteflif+ (/) (7 + BCI(n® —1,n%) = (0,1), and then reduces, exponentially

\/m)] — (1/11) Rune 1S CIOSE 10 1, 1841 < Runne — 1+ by settinge,«+1 = gan-. We want to prove the following:
Oé(’/' + 2Qh/a) < 2N| or eqUivalently]- < (1/I’L)Rlllax < 21 Qmax(an* —|—1) = Qmax(qan*) S ngal- (51)

) } Proof: Claim 1: We prove this claim by considering the
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Since (T\/agoal + vV 2Qh) 2 Qmax(agoal) - ngal by

Theorem 1, we havé( \/ngal V201)/7)? £ Qgoal
But, sincep < ((1 — ¢)/q)((/Qgoa1 — v2Q1)/7)?, We get

p<((1- q)/q)agoal, which reduces t@{agoa1 + p) S Ctgoal

On the other hand, due to,-—1 < g1, We have
Q(an*fl + p) < q(agoal + p) Becausev,. = ap1 + b,

q(an*—l + p) S Q(agoal + p)a andQ(agoal + p) S Mgoals we
obtain

Qpryg] = qQpx = q(an*fl +p) < q(agoal +p) < Xgoal-

(52)
Thusmeax(an*-l—l) = Qmax(qan*) S Qma.x(agoal) = ngaly
which is (51). By (51) BCI(n*,n* + 1) = (1,0). Applying

a-control, we getw,« o2 = aprq1/q. But ap-q1 = gqo,s,
giViNg (42 = QO+ /q = G+ > Oigoar; thus, BCI(n" +
1,n* 4+ 2) = BCI(0,1). Applying a-control againe,,- +3
QQp42 = QO+ = Qp-41. BUt by (52),a- 43 = qoue-
Cgoal, aNd thusBCI(n* + 2,n* 4+ 3) = (1,
above procedure, we geét € {0,1,2,...,}

<
h

{an*+(2k+l) = Qpr41 = Qp~* S Mgoal (53)

x4 o = Qpx > agoal

implying that BCI(0,1,2,3,...,n* — 1,n*,n* + 1,n* +

2,n*+3,...)=(0,0,0,0,...,0,1,0,1,0,...). By Definition

4, Qfﬁa)x monotonically converges t@),..1's neighborhood
{QL 1, @1} In addition, in the equilibrium state

Qmax(qon+ ) = Qmax(g(n*p + 040))
= MaX,¢c{0,1,2,...} {Qx(:s)m‘ . < ngal}
Qumax(n-) = Qumax(n"p + o) 4
= MiNye(o,1,2,..} {QI(I?a)X Q. > ngal} .

Thus by Definition 3,0}
goal = QmaX(” p+ 040)
Case 2) «g > goal: SinceQ{), = Qmax(0) > Qgoal =
Qmax(goa1), applying thea-control with a factorq 0<g<
1), ana)x monotonically decreases frorf@max toward ngal

Qmax(q(n*p + Oé())) and

goal

Whean{fa)X < Qgoal for the first time atn = n*, i.e.,¢" oy =
an- < agoal, the source detecBCI(n* — 1,7*) = (1,0).

Applying c-control, we gety,« 1 = - /q = Gpr —1 > Qigoal,
and thusBCI(n*,n* + 1) = (0, 1). By «-control, cv,- 42
g1 = (o /q) = e < Qgoal, and henceBCI(n* +
1,n*+2) = (1,0). Applying «-control again, we get,,- 13 =
Cne 42/ = Qnr41 > Qgaal, aNd thusBCI(n* +2,n* + 3) =
(0,1). Repeat the above deducing procedure, we hévec

{071727"'7}

{ [ 79% +(2k+1) = Qpr4] = Qp» /q > Xgoal (55)

Qx4 2k = Qpx < Xgoal

implying thatBCIL(0,1,2,3,...,n*

=1L n*n*+1,n" +2, 0"+
3,...)=(1,1,1,1,...,1, ,1,0,1,..

e Therefore, by Defini-

0). Repeating the
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tion 4, Qfﬁa)x monotonically converges Q4..1's neighborhood
{Q .1, Q1.1 }- In addition, in the equilibrium state

QmaX(aW“) = QmaX(q aO)
= MaXpc(0,1,2,.. {Qmax o < ngal}
Qmax(0n/q) = QmaX ( (" —1)a0)
= min,eq0,1,2,..} {Ql(ga),x QS > ngal} .
(56)
Thus, by Definition 3,Q% ) = Qmax(¢" @) and Q. =
QmaX(q( l)ao)'
Claim 2: Sincep < ((1— q)/q)((\/Qgoal — V2Q1)/7)?

and0 < ¢ < 1, by CIa|m 1 of Theorem Z%Qma)m is guaranteed

to converge ta4.a1'S Neighborhood in the equilibrium state.
Define maximum-queue-length upper-bound error function for
(o, 7) € F by

’7(@7 ) 2 (T\/_) Qma.x(a T)
7'\/_+ \Y4 2Qh Qmax Y 7_) (a7T) €r
(67)

which is a nonnegative real-valued function sifhg. (c, 7) <
¢(r+y/@). According to Lemma 1, see Appendix E, which is
also verified in Fig. 2, and becausg,,; > cg..1, We have

oal

7( goal7 ) ’Y(agoalv ) >0, Ieadmg to
goal ngal
S [ goal ngal] [ (agoalﬁ T) — ’V(ngala T)]

2
= ngoal - ngal + |:(7_ agoal + 2Qh)
- nga1:| - [(7_\/ Qgoal + 2Qh)2 - ngal]
7% (goar — goat) +7v/8Q, ( el \/O‘goal>

1
T2 <_ag0al - agoal) +7 V 8Qh

<
(58)

= TQCYgoa] <6 - 1) + T/ 8agoa1Qh <% - 1) (59)

where (58) is due to the mequahtgyegoa1 < (1/9)ogoal
that resulted from thea-control law. This proves (10).

Likewise, becausecgear > algoal' which results in
Y(otgoat, ) — (ko 7) > 0 due to Lemma 1 (see Ap-
pendix E), we obtain
ngal ngal
[ngal ngal] + [’V(O‘goalv 7_) -7 (algoah T)]
= ngal - goal + [(7_\/ Xgoal + 2Qh)2
2
- ngal] - |:(T algoa] + 2Qh) - Qfgoal:|
=72 (agoal — afgoal) + 74/8Q,

S 72 (agoal - qagoal) +7 \ 8Qh
. (\/ Mgoal — 1/ qagoal) (60)
= TQOégoal(l — (]) + 74/ 8Oég0a1Qh(1 — \/6) (61)
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where (60) is due to the fact thagoa1 > gagoar resulting from  Taking the partial derivative on over both sides of (66), we
the a-control law. This proves (11). Adding both sides of (59pbtain

and those of (61), (12) follows. [ | dolasr) 1 [Q,% \/E
= . b
APPENDIX E Oa (h+V2Qra+7a)” | # V2
MAXIMUM QUEUE-LENGTH UPPERBOUND ERRORFUNCTION 47Qy, 5 2 Qn
MONOTONICITY LEMMA + Toé + o 2Q, + -V
Lemma 1:The maximum queue length upper-bound 3 )
error function v(c,7) = {(7v/a) — Quax(a,7) = + 37Qj + /@
(Tva + V2Qr)? — Quax(e,7) defined in (57), is a V2pr o 2p V2
strictly monotonic-increasing function of « for Yo > 0 and , (27 572Q, 5
(a,7) € F. + — ug taz
Proof: Sincev(«, 7) is defined for(«, 7) € F, we only
need to considefw, 7) € F C 2, wherevy(«,7) is differen- ZT 20m + Qn I —a3 >0
tiable, and thus we can take the partial derivativer@s follows 2 2 2
67
(e, 7) (o, 7)  OQumax(c,T) ©7)
9 da B (62) Thatis, (67) proves the following:
where % >0, Ya>0, (a71)€eF (68)
(8%
(e, ) 2Qh 63 which implies thatp(«, 7) is a strictly monotonic-increasing
aa =77 (63)  function with respect tev, Vo > 0 and(«,7) € F. Notice
angX(O‘ ) _ ’r +r /2Qh gh L /Qha 3 (o, 7) |a=o0= 0. (69)
@ @ Combining (68) and (69), it follows thai(e, ) > 0, Ya > 0
+ _1Og 1+ 2 <T+ QQ’LN and(«,7) € F, and that is foVo > 0 and(«a, 7) € F,
a2> Ov(a, 7)
ola, 7)== ) ———~=>0. (70)
w2 <T+\/2—(Z> (e 7) <N2 dax
. (64) Reducing (70), we obtain
o+ a2 <'r + %)
% >0, Ya>0 and (a,7)eF  (71)
(8%
Note that again, we use the fact that= (A«)/(1 — 3) in  which completes the proof. u
derivations 0f0Q . (c, 7) /0« in (64). Thus, we obtain
APPENDIX F
87(@ T) 'r_ Qh Qh i PROOF OFTHEOREM 4
 da 2 Proof. We also need to prove this theorem by considering
. _10 1+ _— [2Qn the following two cases, which correspond to the first and
e @ second parts of (23), respectively
<T+ \/—]> Ease 1) o > Qgont: L€t ) ) ccl)rresponi]l to the 'new
N . (65) '[Ogoal = Qmax( goal) By (9), we havey, ., = ¢" o, leading
pox + o <T+\/2Q"> log —& —
Og dflv\/l log &({E/l 10% %
. i . n' = =2 = . (72)
Using (65), we define a new real-valued functigtry, 7) log - log logq
oa,) 2 <a_§> Iv(a,T) where the inequality in (72) is due tac. > cho/l But since
# qGgon < @l ., thatis

2 goal?
1 3 1 QO o
—_ = To + T Qr ag = Q} log =%% log -0
2\ u2 2 ° o 0g —
gloal _ Oégfal < 1 (73)
_1Ogu+'ra+\/2Qha ey @ logg logg
14 2a we have

o —  ag —

(66) log Qseal log — | Qgoal

: . a log
[2Qu N <pt= gl 14— 74
“+Q<T+ ]> log ¢q =" log & SET logq (74)
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which impliesn* = [log(cgoal/c0)/ log¢], becauser* must [4] X. Zhang and K. G. Shin, “Statistical analysis of feedback synchro-

be an integer. By Definition 4V = n* — 1 for o > dé&l, and nization signaling delay for multicast flow control,” Proc. IEEE IN-
h FOCOM, Apr. 2001, pp. 1152-1161.
thus [5] Y.-Z.Cho, S.-M. Lee, and M.-Y. Lee, “An efficient rate-based algorithm

for point-to-multipoint ABR service,” ifProc. IEEE GLOBECONNOov.

P Y a7 ] 1997, pp. 790-795.
N=n'—1= {log < a logq| . (75) [6] W. Ren, K.-Y. Siu, and H. Suzuki, “On the performance of congestion
0 control algorithms for multicast ABR service in ATM,” iRroc. IEEE

2]

o ATM WorkshopAug. 1996.

Case 2) an < a1 Let dh } correspond to the new [71 S.Fahmy, R. Jain, R. Goyal, B. Vandalor, and S. Kalyanaraman, “Feed-
- ) 0 = Hgeal goal K/p backback consolidation algorithms for ABR point-to-multipoint con-

goal = Qmax(agoad)- By (9), we getagOaLl = n*p 4+ oo, nections in ATM networks,” irProc. IEEE INFOCOM Apr. 1998, pp.
leading to 1004-1013.

[8] X.Zhang and K. G. Shin, “Performance analysis of feedback synchro-
nization for multicast ABR flow control,” irProc. IEEE GLOBECOM
@ — ap AT o Dec. 1999, pp. 1269-1274.
n* = goal ~ goal 0 (76) [9] D. Chiu and R. Jain, “Analysis of the increase and decrease algorithms
D D for congestion avoidance in computer networkSgmputer Networks
ISDN Syst.pp. 1-14, 1989.
- [10] S. Sathaye, “ATM Forum Traffic Management Specifications Version

where the inequality in (76) is due Wy < o . Since 4.0,” ATM Forum, Contribution 95-0013R7.1, Aug. 1995.

e — . e - [11] X. Zhang and K. G. Shin, “Second-order rate-control based transport
Qgoal — Cgoal < P, 1€, (agoal — a0)/p — (ogoal — 0)/p < 1, protocols,” inProc. IEEE Int. Conf. Network Protocqlslov. 2001, pp.

we have 342-350.

[12] N.Yin and M. G. Hluchyj, “On closed-loop rate control for ATM cell
relay networks,” irProc. IEEE INFOCOM June 1994, pp. 99-109.

3

Ogoal — A0 nt— PXgoal — QO <14 (goal — (o (77) [13] H. Ohsaki, M. Murata, H. Suzuki, C. Ikeda, and H. Miyahara, “Anal-
P - - P P ysis of rate-based congestion control for ATM networks,” AGCM
SIGCOMM Computer Communication Revjewl. 25, Apr. 1995, pp.
: L A/ . , 60-72.
implying n* = [(cgoal — 0)/p], becausen” must be an in- [14] F. Bonomi, D. Mitra, and J. Seery, “Adaptive algorithms for feedback-
teger. By Definition 4 N = n* for a < a;;l, and thus based flow control in high-speed, wide-area ATM networkEEE J.
Select. Areas Commuyvol. 13, pp. 1267-1283, Sept. 1995.
N — [15] X.Zhang, K. G. Shin, and Q. Zheng, “Integrated rate and credit feedback
N=n"= |—(04goal — ao)/pl- (78) control for ABR services in ATM networks,” iRroc. IEEE INFOCOM
Apr. 1997, pp. 1297-1305.
; o o 16] J.Bolotand A. Shankar, “Dynamical behavior of rate-based flow control
Since agoa) corresfp\qnds t@g.oal = Quax(agoa), We el mechanism,” inACM SIGC{)MM Computer Communication Review
can solve (42) foragea by leting Quax = Qgoa and vol. 20, Apr. 1990, pp. 35-49.
a(A/(l — /3)) = pu, which yields (24). Sin(;ngOal is [17] X.Zhang, K. G. Shin, D. Saha, and D. Kandlur, “Scalable flow control

Sma”, Implylng OZ;Q is Sma”, the lower-bound function gogrﬂgzz:astABRserwces, ifProc. IEEE INFOCOMMar. 1999, pp.

Ty = /Crax — +/2Q}, given in Theorem 2 is tight, we can [1g] w. Ritter, “Network buffer requirements of the rate-based control mech-

use anism for ABR services,” irProc. IEEE INFOCOM Mar. 1996, pp.
1190-1197.
[19] A. Heybey, “The Network Simulator,” Laboratory for Computer Sci-
2 .
max\Q, T ) =~ h ence, Massachusetts Inst. of Technology, Cambridge, MA, Sept. .
Quax(a, 7) = (Tva + /2Q4) (79) Massach Inst. of Technology, Cambridge, MA, Sept. 1990

to estimate),,,.. as discussed i2) (about Claim 2) ofRe-
marks on Theorem 2 Substitutinge, 7, and Qax (v, 7) by
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