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Abstract— Fair allocation of bandwidth and maximization of signing a contention-based wireless MAC protocol. Unfortu-
channel utilization are two important issues when designing a nately, these two design goals create inherent conflicts between
contention-based wireless medium access control (MAC) protocol. hem For example, in an IEEE 802.11 WLAN under the DCF,
However, achieving both design goals at the same time is very dif- . e . . -
ficult, and has not yet been addressed elsewhere. In this paper, Wemammum channel _ut_|||zat|0n_may be a§h|eved if there is only
Study this Cha”enging pr0b|en‘|7 particu|ar|y for data communica- one station tl’ansmlttlng Cont|nuously with zero baCkoff, while
tions in IEEE 802.11 wireless local-area networks (WLANS). all the other stations are starved. Clearly, this is unfair. In gen-
M,ng DFOtDOSll?ba pri%(ift),y-bafsd S@i; _?etdigfg an_eSSt_ conFtroI (P- eral, it is very difficult to maximize the channel utilization sub-

protocol by modifying the Distributed Coordination Func- ; v ; :
tion (DCF) of the IEEE 802.11 MAC. The key idea is that the con- Jle?hFO the ConStrat'né OIh"’.‘Ch'ﬁVI'I”g f"?"messb?mong t;?‘ﬁ'lc f:o‘;"s'
tention window size for each wireless station is properly selected nthis paper, We S_ H y_ IS challenging problem, particularly _Or
to (1) reflect the relative weights among data traffic flows, so as to data communications in an IEEE 802.11 WLAN, as a starting
achieve the weighted fairness; and (2) reflect the number of sta- point.
tions contending for the wireless medium, so as to maximize the  The ideal weighted fairness is defined as follows. Assume

aggregate throudiput. In P-MAC, our approximations to the op- 4+ there are (> 1) different traffic classes each characterized
timal contention window sizes, which are based on a theoretical

analysis, are evaluated numerically and shown to work well under by a POSiti\_’e Weight' Led; deno.te the weight aSSOCia_ted With
different network configurations and traffic scenarios. Moreover, classt traffic (1 < i < n), and without loss of generality, let's
simulation results show that, with few changes to the original DCF, assumethat = ¢ > ¢ > -+ > ¢, > 0. Further, assume that
P-MAC performs 3|gn|flcant|y better in terms of both fairness and each wireless station carries On'y one traffic fFO‘AEt ft denote
throughput. the set of stations carrying classraffic, and letw? (t,,t.) be
the amount of classtraffic transmitted by statiomn € f; during
the time interval {;,t.]. To be fair to all the traffic flows, it
requires, regardless of where and how small the intetyat ]
is,

There are two basic types of wireless medium access con-
trol (MAC) protocols:polling-basedandcontention-basedna , wé (ty, te) w?' (to,te)
polling-based MAC protocol, a coordinator station is resporf:J € {1,---n}, Vs € fi, Vs' € fj, = P :
sible for all the frame transmissions on the shared wireless (1)
mefji_um. A wireless statior_1 that wants to transr_nit must }Néﬂowever, the ideal weighted fairness cannot be accurately
until itis polled by the coordinator station. The Point Coordinaschieved in practice, since data transmitted on a real network is
tion Function (PCF) of the IEEE 802.11 MAC [1] is an exampl@acketized. Instead, we define a new fairness objective function
of the polling-based approach. It uses a poll-and-response pis-data communications in a WLAR.
tocol to eliminate contentions among wireless stations. In con-as specified in the IEEE 802.11 standard [1], each data packet
trast, a coor_dmator station Is not required to perform the cegenerated by the higher layer is fragmented further into smaller
tralized medium access control in a contention-based MAC pigaC frames for transmission. Therefore, it is reasonable to
tocol. Any wireless station that wishes to transmit does sodksume thatach data traffic flow has the same MAC frame.size
the wireless medium is sensed free. The wireless stations aig; St/, be the probability that a MAC frame transmission is
in fact, contending for the shared medium, and thus, collisioggccessful and is from statien If Eq. (2) holds, all the traffic
are inevitable. The Distributed Coordination Function (DCF) gfows within a WLAN would share the wireless medium fairly
the IEEE 802.11 MAC is an example of the contention-basegla probabilistic sense, and we claim that the weighted fairness
approach.

Fair allocation of bandwidth and maximization of channel uti- 1if a wireless station carries multiple traffic flows, the faimess among those
lization have been identified as two important goals when desffic flows can be guaranteed by some in-station packet scheduling algorithms,
e.g., weighted round-robin.

The work reported in this paper was supported in part by AFOSR under GrantIn this work, we focus on the fair allocation of bandwidth among multiple
No. F49620-00-1-0327. data traffic flows, but not their delay/jitter performances.

I. INTRODUCTION
A. Motivation and Problem Statement

b;




intended for data communications in a WLAN is achieved. Access with Collision Avoidance (CSMA/CA). Before a station
SU, SU. _star?s Fransmission, it gensgs_the wireless me_diL_Jm to determine
— = . (2) ifitisidle. If the medium is idle, the transmission may pro-

Pi ¢ ceed, else the station will wait until the end of the in-progress

The objective is to design a contention-based MAC protgfansmission. The CSMA/CA mechanism requires a minimum
col for data communications in a WLAN, which (1) achievespecified gap/space between contiguous frame transmissions. A
weighted fairness among data traffic flows while maximizingfation will ensure that the medium has been idle for the speci-
the aggregate throughput; and (2) maintains the compatibility d inter-frame interval before attempting to transmit.

close resemblance to the DCF of the IEEE 802.11 MAC, so as' hedistributed inter-frame spacIFS) is used by stations
to facilitate its deployment. operating under the DCF to transmit data and management

frames. A station using the DCF has to follow two medium ac-
cess rules: (1) the station will be allowed to transmit only if its

B. Related Work . . . .
_carrier-sense mechanism determines that the medium has been
Much research has been done to develop scheduling @ for at least DIFS time; and (2) in order to reduce the colli-

gorithms for wireless networks to achieve weighted faimesg,n propability among multiple stations accessing the medium,
among traffic flows that share the wireless medium [2][3][4][S}ne station will select a random backoff interval after deferral, or
These algorithms are centralized by design, and therefore, ¢apyr to attempting to transmit another frame after a successful
only be embedded into the polling-based MAC protocols. Thefg,nsmission.

has also been some work done on the contention-based MAGy e important characteristic of the IEEE 802.11 MAC is that
protocols. The protocols presented in [6] and [7] attempt tg, 5cknowledgment (ACK) frame will be sent by the receiver
provide equal shares of bandwidth to different stations, and g,y successful reception of a data frame. Only after receiving
traffic weights are implicitly assumed to be the same. In [8}, AcK frame correctly, the transmitter assumes successful de-
although priorities have been taken into consideration Whﬁ@ery of the corresponding data frame. Thleort inter-frame
controlling the medium access, this protocol does not p&fpace(SIFS), which is smaller than DIFS, is the time inter-
form fair allocation of bandwidth. There are three recent pgz| petween reception of a data frame and transmission of its
pers [9][10][11] that address the weighted faimess issues Ak frame. Using this small gap between transmissions within

multi-hop wireless networks. The authors of [9] presentedfe frame exchange sequence prevents other stations — which
fully-distributed algorithm for scheduling frame transmissiong, o required to wait for the medium to be idle for a longer gap

such that different traffic flows are allocated bandwidth in prqé_g_ at least DIFS time) — from attempting to use the medium
portion to their weights. The authors of [10] presented a novg);s giving priority to completion of the in-progress frame ex-
mechanism of translating any pre-specified fairness model iniQange sequence. Moreover, the DCF defines an optional mech-
a corresponding backoff-based contention resolution algorithghism which requires that the transmitter and receiver exchange

Howeve_r, the focus of both papers is to e_nsure fairness thrOLgm)rt Request-To-Send (RTS) and Clear-To-Send (CTS) control
appropriate MAC layer designs, and neither of them attempig nes prior to the actual data frame transmission.
to maximize the channel utilization. [11] is the only paper that

attempts to deal with both fairness and utilization maximization _
simultaneously. It focuses on maximizing the aggregate chédh- Backoff Behavior of IEEE 802.11 DCF

nel reuse in a multi-hop wireless network subject to a minimum The DCF adopts alotted binary exponential backeffecha-
fairness guarantee, which is quite different from the issues Wm to select the random backoff interval (in numbetiofe

Vi,j€{l,---n}, Vs € f;, Vs' € f,

address in this work. sloty. This random number is drawn from a uniform distri-
bution over the interval [GW-1], whereCW is the contention
C. Organization window size and its initial value iaCWmin In the case of an

The rest of this paper is organized as follows. Section Il intrénSuccessful transmissioG\W is doubled. Once&€W reaches

duces the DCF of the IEEE 802.11 MAC and details its backdicWmaxit will remain at this value until it is reset @CWmin
behavior, then states the assumptions to be used. The propd8eie case of a successful transmission, @W value is re-
priority-based fair medium access control (P-MAC) protocol iget toaCWminbefore the random backoff interval is selected.

presented in Section IIl. Section IV presents and discusses FReh station decrements its backoff counter as long as the wire-
simulation results, and Section V concludes the paper. less medium is sensed to be idle for at least DIFS time. If the

counter has not reached zero and the medium becomes busy

again, the station freezes its counter. When the counter finally

reaches zero, the station starts its transmission.

A. DCF of IEEE 802.11 MAC Fig. 1 illustrates such an operation of decrementing the back-
The DCF [1], as the basic access mechanism of the IEBE counter. After the successful transmission and acknowledg-

802.11 MAC, achieves automatic medium sharing betweerent of frame Al, station A waits for DIFS time and selects

compatible stations through the use of Carrier-Sense Multidebackoff interval equal to 6, before attempting to transmit the

Il. SYSTEM OVERVIEW



SIFS DIFS DIFS

(. TR [ ], [emwemm ] |, [Fewers throughputof the IEEE 802.11 DCF. From this paper, we have
l[ack] 6543 241 0 an interesting and important observatidginthe number of con-

Slot Time Slot Time tending stations within an IEEE 802.11 WLAN is known, then

DIFS DIFS by setting the probability that a station transmits in a randomly-

. 3‘ - l Frame B1 L»M’—‘s = BusyMedim.  chosen time slot to an optimal value — which is a function of the

SIFS number of contending stations, the aggregate throughput can be
maximizedIn other words, by simply changing the backoff rule,
the maximum aggregate throughput won’t be improved. The
critical factor of improving the maximum aggregate throughput
next frame A2. Assume that station B selects a smaller backisfhot how to design a new backoff rule, but how to adjust the pa-
interval equal to 3 after it has sensed the medium to be idle f@meters of a backoff scheme so that each station can be tuned to
DIFS time. Since the backoff counter of station B reaches zeman at itsoptimalpoint. For example, in the binary exponential
before that of station A, frame B1 is transmitted. As a resubtackoff scheme proposed in the IEEE 802.11 DCF, two param-
of the medium sensed busy, the backoff counter of station Adgters ACWminandaCWmaX need to be adjusted, while in the
frozen at 3, and decrements again after the medium is senaaform backoff scheme proposed in [14], only one parameter
idle for DIFS time. (CW_opt) needs to be adjusted. However, the author of [14] did
not consider the fairness issue. For simplicity, we assume a uni-
form backoff scheme in our protocol. A similar analysis can also

C. Ass_umpnons _ be applied to the binary exponential backoff scheme, although
In this paper, the fairness and throughput performances ofigy much more complicated.

IEEE 802.11 WLAN are analyzed under the assumption of idealcjeayyy 1o achieve the desired faimess among traffic flows,

channel conditions (i.e., no transmission errors and no hiddgp, gtations carrying higher-weight traffic flows should be as-
terminals). Besides, although the analysis and conclusions Rifmeq higher priorities for their accesses to the shared wireless

Fig. 1. An example of data frame transmissions and backoff decrements

work parameters, such as SIFS and DIFS. In the simulation, Wgey off intervals. The shorter backoff time a station waits, the
assume that each wireless station operates at the IEEE 802?41’3]ﬂer priority it will get. For this reason, our proposed MAC
PHY mode-8, and the related network parameters are summgs;, .o s callechriority-based fair medium access cont(@t-
rized in Table I. For more details of the IEEE 802.11a I:)H\ﬂ’/IAC), in which the contention window size for each station is

refer to [12] and [13]. properly selected to (1) reflect the relative weights among traffic
flows, so as to achieve the weighted fairness; and (2) reflect the
number of stations contending for the wireless medium, so as to
maximize the aggregate throughput.

TABLE |
IEEE 802.11 PHY MODE-8 PARAMETERS AND ADDITIONAL NETWORK
PARAMETERS USED IN THE SIMULATION

| Parameters | Value | Comments |
rTransmit 54 Mbps | data transmission rate A. Fairess and Throughput Analysis
BpS - 27 byt_es ber O'_:DM symbol Consider the scenario when there argreedy contending
tSIotTme 9 ps an 'dle, slot time stations — stations that always have packets to transmit— in the
tSIFSTime 16 pis SIFS time network. Assume that one of the contending statians, f;,
DIFSTime 34 ps DIFS = SIFS + 2x Slot uses a contention windo@®1V,, to access the wireless medidm,
tPropDelay 1ps propagation delay and initially, its backoff valué, (t) is uniformly selected from
aRTSLength | 20 octets | RTS frame length the range [Q0'W,-1]. As illustrated in Fig. 1p,(t) is decre-
aCTSLength | 14 octets | CTS frame length mented at the end of each time slot, which could be either an
aPayload 2304 octets| data frame payload length idle period of lengthtSlotTime or a busy period due to a colli-
aACKLength | 14 octets | ACK frame length sion, or a busy period due to a successful frame transmission.
aMACOverhead 28 octets | MAC layer overhead Note thatt is a discrete time point corresponding to the end of a
tPHYOverhead | 20 us PHY layer overhead time slot. Then, as indicated in [15], the stochastic prokgds
tSymbol 4 us OFDM symbol interval can be modeled by the following discrete-time Markov chain:

PRIORITY-BASED FAIR MEDIUM ACCESSCONTROL

P{b,(t+1) =k} =

3Since we assume a uniform backoff in our study, statiomill use this con-

. Our propo;ed MAC prc’tOCOl is motivated by [14], where #ntion windowC'W,, to select the backoff intervals for all of its frame trans-
simple analytical model is presented to compute the saturatieigsion attempts.



P{by(t) = k + 1} + ZLe=0} and

fork=0,+,CWa=2, o SU; =pi- (L=p)P - TI=pptil (1)
J#i
PAbu()=0} fork=CWwW, —1, Similarly, to achieve the desired fairness among the stations car-
rying different traffic classes, we must have
where the termP{b,(t) = k + 1} corresponds to decrement- SU.  SU
ing the backoff value at the end of each time slot. The term Vi,je{1,---n}, i _PYi
Mﬂt)jo} accounts for the fact that, after a frame transmis- Pi ;i
sion aftempt, the new backoff value is uniformly selected from v, & ¢ (1 ...y pil —pj) _ pi(l —pi)
the range [Q;'W,-1], regardless whether the frame transmis- ’ ’ ’ oy b;
sion was successful or not. The steady state probabilities of this . . o P
Markov chain are: = Vie{2--n}, Pi= 1;?1 +m (12)
_ 2- (CW, — k) _ CW, —1
lim P{b,(t) =k} = : 4 ,-nl, T
Jm P{b,(t) = k} W (CWa T 1) 4) = Vje{2,--n} CW; 5+l (13)

For more details of this Markov chain, see [f5Recall that, As expected, if a wireless station carries a low-priority traffic
when the backoff counter finally reaches zero, the station stat@V, it should use a larger contention window to access the
its transmission. Therefore, the probability that stationans- Wireless medium, thus favoring the higher-weight traffic flows.

mits in a randomly-chosen time slot is Based on the above analysis, we draw the following conclusion:
if the contention window sizes of all the stations are carefully se-
pu = lim P{b,(t) =0} = 2 ) (5) Iegted to satisfy both Eg. (9) and Eq. (1_3), the desired weighted

t—00 CWy +1 fairness among traffic flows can be achieved.

The probability that at least one station attempts to transmit inSNce the probability that a transmission is successful is given

a slot, or equivalently, the probability that a slot is not idle, i y

given by n
P, =1-T[1-p), ©  SU=Y_|fil-pi-—p)VIt JJa—pp), (19)
v i=1 e
and the probability that a transmission is successful and is frqnd(l — Py, is the probability of an idle slot, the aggregate
stationu can be calculated as throughput can be calculated as
SU, = pu - H (1—py). 7) T SU - aPayload
v£u SU - Zsucc + (Pt»,- — SU) . gcoll + (1 — Ptr) . tSlothme’
15
To achieve the desired fairness among the stations carrying \W}?ereaPayloadis the data frame payload lengthy,c. is( thzz
same traffic class, say, clagsve must have length of a successful frame transmissiény; is the collision
su, SU, length, and_SIotTimeis the length of an idle time slot. Eq. (15)
Vu,v € f;, 5 - o can be rewritten as
<~ \V/’U,,’U € fia pu(l _pv) = pv(l _pu) T — aPayload _ X (16)
<~ VYu,v € f; Pu = Pv (8) Louce — Leotr + Pir.ZCOZI+(1_SI;}T).tSl0tTlme
= Vuvefi, CW,=CW,. (9)  SinceaPayload e, Leon, andtSlotTimeare constant for all

The interpretation of Eq. (9) is trivial: in order to be fair to thé[he statlons,_mgwauzanon of the aggregate throughputis equiv-
. - . alent to maximization of

traffic flows of the same priority, the source stations should use

the same contention window size. Now, we psand SU; to T — SU . (17)

denote the probability that a station carrying classfic trans- Py - Leou + (1 — Pyy) - tSlotTime

mits in a time slot, and the probability that a transmission is su,

cessful and is from a station carrying cladsaffic, respectively.

We can rewrite Egs. (6) and (7) as

ote that the collision lengths — refer to [13] for calculation
details — in the cases with and without RTS/CTS support are

given by
n
P,=1- H(l _ pi)lfil, (10) gcoll(basic) =tPHY Overhead
i=1 aM AC Overhead + aPayload + 2.75
+ BoS - tSymbol
p

4The following fairness analysis is new, although it is based on the discrete-
time Markov chain model described in [15]. + tPropDelay + tDIFSTime, (18)



and We call Eq. (26) theapproximation function .l Recall that
this approximate solution is obtained under the assumption of
14 =tPHY head . .
coll(rts/cts) Overhea “CWy > |fj|¢;”. Suppose that we definest” as “ten times

N [aRTSLength + 2.75" - tSymbol greaFer than”, then fo@Wl*(I to be a good approximation, we
BpS require
+ tPropDelay + tDIFSTime, (29) C 1([ > | fil, 27)

respectively. It is clear from Egs. (17), (10) and (5) thdt or equivalently,
depends orCW; (j = 1,---,n) via p;. Since for eacly €

{2,---,n}, p; is a function ofp;, we can first solve the fol- 16 tSlothme
lowing equation to get the optimal value pf to maximize the Z |filo; > | fal. (28)
aggregate throughput:

d7" 0 (20) In other words, whenf;| or ¢; is small, the approximation

dp function | is expected tmot perform well. Besides, by care-

and then apply Egs. (12) and (5) to obtain the optimal valuesofly exainmmg the above approximation process, we can see

p;'s and the corresponding contention window sizes. Howev; atCWy;, is actually obtained by replacing the contending

it is difficult to solve Eq. (20) directly to get a closed-form exstations with two virtual stations with probabilitié [ and

pression for the optima; whenn > 3. Therefore, we will 2 ;- |fj|pj, respectively, to attempt a frame transmission in

instead give an approximate solution. a randomly-chosen time slot. As a result, this approximation
Let’s first look at the simplest case where there are only twasocess always tends to select smaller contention window sizes

stations in the wireless network and each station carries a traffign the actual optimal values. Therefore, any other approxi-

flow with a different weight. Eq. (17) is simplified to mate value that is less tha@iiV’y ;) is even farther away from

the actual optimal value, and hence not acceptable.

4 _
(simple) — (21) On the other hand, whelf;| = 0 for eachj € {2,---,n},
p1-(L—=p2)+p2-(1—p1) a close approximation to the optimal value @V, is given
Zcoll [1 — (1 — pl)(l _pQ)] + tSlotTime(l — pl)(l —pg)’ in [15] as:
and the optimap, can be derived as CW oo A ] 2 Leon 29
1 i ~ il tSlotTime’ (29)
Pi(simple) = o : (22)  andwe callit th@pproximation function lITherefore, when the
Lt/ tst0time * 92 traffic on the wireless medium is dominated by class-1 traffic,

In particular, if¢, = 0, then we have? = 1 andCW; = 1, We may use this approximation instead, but we require
which means that the only active station in the network trans-

mits continuously without any backoff, thus maximizing the CWl*(II) > CWl*(I)’ (30)
bandwidth utilization. Now, consider the general case. Nore uivalentl
tice that, under the assumption afTW; > |f;|¢,; for each g Y.
> ” — Q‘fj‘ ~ 2|f1‘¢1
JEAL2, - n} |filp; = owir N o K 1, we can n 1 tSlotTime 2 tSlotTime
make the following approximations: > Il < e T | fal-
]-:2 CcO CcO
S0 filps - (L= fulp)  alpr (1 -, Ifjlpj) _ _ @
w17 ~ P ) Finally, based on the above analysis, we combine the two ap-
EJ 2 \f1|¢f ! proximation functions and propose the following approximation

(23) tothe optimal value oW, which depends on the traffic sce-
and Eq. (24) (on next page). Comparing Eq. (24) with Eq. (2¥)grio on the wireless medium:
we can get an approximate optimal valuepof

pi & - . @) 2 1]+ 2 et - (S l5165) — 1
|f1|+\/t5lothme |f1| ’ (Z?:2|f3|¢)J) CWl ~ if Z] 2|f]|¢)J Z |fl
2 e
As a result, the optimal contention window size for the stations \fil -/ wsteetime otherwise,
carrying class-1 traffic can be approximated as: (32)
where
gcoll

CW/n ~2 2 | — - 1.

(1) |ful+ SlotTime “fal - Z | fil¢; "~ max Leolr 1

o 16 tSlotTime’ 1 | tSlotTime _ /2 tSlotTime
(26) 2 Leoll Leoll



[filpn- (1= S5y Filps ) + S5 1 fslps - (= |falpy)
Coo = [1 = (1= 1fulpr) (1= S5 1fslps )| + tStotTime - (1= | filpn) (1= £y 1filps)

T = (24)
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Fig. 2. Throughput performance under the 2-traffic-class scenario Fig. 3. Throughput performance under the 3-traffic-class scenario

(a)wl.wzzlvO.S
40 T T T

Our approximation scheme is evaluated numerically. Fig. 2
shows the throughput performance when there are only two traf- 30f0° SIEEEE 1
fic classes on the wireless medium without RTS/CTS support.
Assume that there are a total of 50 stations in an IEEE 802.11
WLAN, and each station carries a traffic flow belonging to ei- )
ther of the two traffic classes. Let the values along the X-axis T e et T(C:Ygeso %
represenifi|, the number of stations carrying traffic class-1. (M_L’:leo_l
The solid lines in the figure represent the maximum achievable “ A
throughputs. As expected, the approximation function | (dotted St 1
lines in the figure) is not well-behaved whgh| is large (hence
| f2| is small), because theZW; > | f1|” assumption does not | E—
hold in this case. Furthermore, by comparing the dotted lines in of o Tow ey i
the two sub-figures, we can see that the throughput performance ™ oo . . . =T
of the approximation function | is even worse with a smadigr il umberefiatons caming el cass
value. Fortunately, due to the capability of adaptively SWitChinfgg. 4. Throughput performance under the 2-traffic-class scenario with
from the approximation function I to the approximation functioRTS/CTS support
Il (dashed lines in the figure), our final approximation (circles in

the figure) works well in this range. However, when| is small

(e.g..< 5 in this figure), noticeable gaps can be observed paold under this new traffic scenario. Figs. 4 and 5 show the re-

tween our approximated maximum aggregate throughputs S for_both traffic scenarios, respectively, whgn the R_TS/C_TS
the actual values. The reason for this is that, wifghis small, mechanism is adopted. We have two observations. First, since

the “CW, > |f»|¢=" assumption does not hold. In generalthe introduction of the RTS/CTS mechanism significantly re-

if |£.] is small, then sinc€ W, is not significantly larger than duces the collision length, i.eso(rts/cts) < Leoti(pasic), the

S, |f;]6; (based on Eq. (32)), the W, > |£;]¢;” assump- deviation of our approximate contention window sizes won't
=2 . ’ . . .

tion must not hold for somg € {2,---,n}. Therefore, similar result in as big gaps as those without RTS/CTS support. We

gaps can be observed under all the traffic scenarios (see Fig?&! Se€ that even the approximation function | itself performs

for example). well for most network configuratiorts.Second, the maximum
Fig. 3 illustrates the throughput performance of our appro)gil_chlevable throughputs (solid lines in thg flgures) are smaller

mation scheme when there are three traffic classes on the wifi@n those without RTS/CTS support, which is due to the added

less medium without RTS/CTS support. Assume that there arﬂn Figs. 4 and 5, most parts of the dotted lines (approximation function I) and

an equ?—' number_Of stations carrying clas_s-2 and C|a$5'3 traffi.circles (final approximation function) are overlapped with each other and are
respectively. Notice that all the observations from Fig. 2 alsmse to the solid lines (maximum achievable throughputs).
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@aminTiioaer probability of a successful frame transmission from any station
that carries classiraffic, and it is given by

T (Mbps)
N
S

I ] Py = Ifil -pi- (1 — )l 'H(l —-pp)fil, (35)
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f.| : number of stations carrying traffic class 1
A rying

Fig. 5. Throughput performance under the 3-traffic-class scenario wilagsed on the measurements @fg_idle and avg_wait_i by
RTS/CTS support monitoring the medium activities, each station can estimate the
values of|f;|'s using Eq. (37) and then determine the optimal

overhead of the RTS/CTS frame exchanges. Actually, the &fntention window sizes using Egs. (32) and (13).

fectiveness of the RTS/CTS mechanism depends on the lengtfrig. 6 (on next page) shows the pseudo-coded algorithm exe-
of the data frame payload. The longer the payload length, téiéted by each station to adjust its contention window size. The
more effective the mechanism will be. Note, however, that ttigimber of traffic classesf and the associated weight for each

tradeoff between advantages and disadvantages of the RTS/CIBSS () are assumed to be availataepriori to each station.
mechanism is not the focus of this work. Each station maintains a set of random variables, “IDLE” and
“WAIT(4)" for eachi € {1,2,---,n}. The contention window
B. The Proposed P-MAC Protocol _size for the stations ca_lrrying class-1 traﬁim:(l_), is initial-
o ) i ized to cw_start, a design parameter. Let an idle-busy-cycle

Our proposed priority-based fair medium access control (Bg the time interval between the ends of two adjacent busy pe-
MAC) protocol is similar to the IEEE 802.11 DCF, except thafioqs on the wireless medium. The observation window size
the slotted binary exponentl_al backoff mechamsm is replacg&]bs, another design parameter, represents the number of idle-
by a new scheme to determine the optimal backoff values. l%sy-cycles within which the measurementsaofj_idle and
P-MAC, the contention window size for each wireless station iﬁ;g_waz’t_z’ are taken, and the count.,,,,; for monitored idle-

properly selected to (1) reflect the relative weights among dfﬁé‘sy-cycles is reset to 0. As shown in the pseudo-code, “IDLE”
traffic flows, so as to achieve the weighted fairness; and (2) 'i§'updated after each idle-busy-cycle, while “WAIY(is up-
flect the number of stations contending for the wireless mediugyeq only if the busy period corresponds to a successful ¢lass-
so as to maximize the aggregate throughput. The details oftRyme transmission. At the end of each observation window,
MAC are presented as follows. _ _the values of| f;|'s are estimated, and the contention window
P-MAC requires that each wireless station keeps sensing §igas are adjusted according to these estimates. Finally, based
channel and monitoring the activities on the wireless mediugp, the traffic class a station is carrying, it can determine which
when it is not transmitting. Therefore, each station knowsntention window size to use for its next frame transmission at-
whether at each time slot the wireless medium is busy or idigmnt Notice that,.,. andt,...(j) are the discrete time points
whether a busy period corresponds to a collision or not, apthasyred in time slots, amdand;3 are both smoothing factors.
which traffic class a successfully-transmitted frame belongs t0.p_\iac is intended to achieve efficient channel utilization and
Letavg-idle andavg-wait_i (i = 1,2,---,n) denote the aver- \ eighted fairess for data communications in a WLAN. It is
age number of consecutive idle slots on the wireless medium agic arly effective when the network is saturated and multi-
the average number of t|me'sI(.)ts between two consecutive SHf¢ data traffic flows (e.g., long-lived FTP sessions) with dif-
cessful class-frame transmissions, respectively, and they cggrent weights are contending for the shared wireless medium.

be calculated as 1 However, P-MAC may not be fair in terms of delayljitter, since
avg-idle = 5— —1, (33) the delayijitter requirements of traffic flows are not taken into
tr consideration in the protocol design.
and
avg_wait_i = -1 (34)
Pyriy IV. PERFORMANCEEVALUATION AND DISCUSSION

Here, P, is the probability that at least one station attempts In this section, we evaluate the effectiveness of the proposed
to transmit in a slot, and it is given by Eq. (10F,,(; is the P-MAC scheme by simulation. The network parameters used in



01. cw(l) := cw-start, weount := 0;

02. for (i =2 :n)

03.  cw(i):=[cw(l) —1]/¢; + 1;

04. while (the wireless network is alive)

05. if (anew idle-busy-cycle has been monitored on the wireless meditimen {
06. Weount := Weount + 1;

07. IDLE := a x IDLE + (1 — ) x newidle;

08. if (the busy period is due to a successful frame transmissitrgn {
09. j := the traffic class of the delivered frame;

10. WAIT(j) := a x WAIT(7) + (1 — @) X [teurr — tpreo(§) — 1];
11. tprev (.7) = teurrs

12. }

13. if (Weount =0 (mod weps)) then{

14. for i=1:n)

15. | filest = B % | filest + (1 = B) x {5t nr i)

16. ( calculatecw(1) using Eq. (32) based on the néyy|.,: values)
17. for (i =2:n)

18. cw(i) == [ew(l) = 1]/¢; + 1;

19. ( reset IDLE, WAIT(i), andtp,e, (7) )

20. }

21.

22.}

Fig. 6. The algorithm executed by each station to adjust the contention window size

the simulation are listed in Table |, and the RTS/CTS mecha-

nism is not used. P-MAC is compared against the DCF of the —— . .
IEEE 802.11 MAC, which uses the slotted binary exponential )
backoff mechanism witmCWmin= 16 andaCWmax= 1024, .

as specified in [12], in terms of fairness and throughput. In the
simulation runs of P-MAC, the observation windawobs is set

to 50, while the smoothing factorsandg are chosen to be 0.9
and 0.8, respectively. The duration of each simulation run is 6
minutes unless specified otherwise.

F : faimess index
1

e
2

First, P-MAC is compared with the IEEE 802.11 DCF under *er
the single-class traffic scenario. Let denote the number of =rwe
active stations in the network, and each station carries a class-1 B - )

m : number of stations

data traffic flow. Each flow is backlogged throughout the sim-
ulation duration. The throughputs for all the flows in the caged. 8. Comparison of P-MAC and the IEEE 802.11 DCF using fairness index
of m =5, 15, and 50 are shown (on next page) in Figs. 7(a),
(b), and (c), respectively. Clearly, P-MAC shows much better

faimess than the IEEE 802.11 DCF, regardless of the netwoikss index is a real value between 0 and 1, and the closer to 1
configuration. _ _the fairness index, the fairer. Now, the fairness and throughput
_ In order to evaluate the faimess of @ MAC scheme quantiigrp_\ac and the IEEE 802.11 DCF are compared for different

tively, we introduce a new measure called tagness indeXs ey ork sizes, and the results are plotted in Figs. 8 and 9, respec-
follows. Let7; denote the throughput of traffic floy, andé;  yely. The ideal faimess index and the maximum achievable
be the associated weight. The fairness indexis then defined b4 ghput are shown as the thick solid lines in the figures. We
as: (T3/é7) can see that P-MAC achieves excellent fairness, while the fair-
= NS TAZ , (38) ness of the IEEE 802.11 DCF is generally much poorer. This is

w(Ty/bs) +0(Tr/¢5) consistent with the previous observations in Fig. 7. On the other

wherey ando are, respectively, the mean and the standard deand, the IEEE 802.11 DCF achieves lower aggregate through-
viation of ¢ /¢, over all the active data traffic flows. When theout, and the throughput performance is even worse when the

perfect fairness is achieved, the rafip/ ¢ is the same for all network size increases. This is due to the increased frequency
flows, and the fairness index is equal to 1. In general, the fagf frame collisions as a result of more contending stations in the
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Fig. 9. Comparison of P-MAC and the IEEE 802.11 DCF using aggregate Fig. 10. P-MAC performance with 2 traffic classes:/¢>=1/0.5

throughput
network. In contrast, since P-MAC always tends to select the  ——
contention window size carefully to keep a very low frame col- ” |
lision probability, it can still maintain a high aggregate through- |
put close to the theoretical limit, even when the number of the ool rm ]
contending stations is large. 055 T RS
Second, the performance of P-MAC is evaluated under aggregal:’l‘mw
multiple-traffic-class scenarios. There are a total of 50 active —_— - -
stations in the network, and each station carries a data traffic i ]
flow.® Again, each flow is backlogged throughout the simulation gl ]
duration, and the results are plotted in Figs. 10 and 11. We can ]
see that P-MAC shows very good fairnegs ¢ 0.9) and high » S
aggregate throughput for both 2-traffic-class and 3-traffic-class S B Mberof Gatons capmg o ass 1 0 %

scenarios. Recall that the selection of the contention window _ ,
size in P-MAC is based on an approximation scheme that doe§'9- 11- P-MAC performance with 3 traffic classes:/¢-/¢3=1/0.8/0.2
not work well whenr| f;| is small. Therefore, we can observe rel-

atively larger gaps between the throughput simulation resultsa;gle number of active stations. The variation patterns of the ac-

P'MAC and the_ theore’qcal limits of the aggregate thrpug_hpL{“,ée stations carrying different traffic classes are represented by
which are consistent with the analysis results shown in I:'gs’[he thick stair case curves in Fig. 12. For example, in the simu-

and 3. ; . .
Third, in order to verify that P-MAC is well-behaved in pres—lalltlon gerlog beltween:jl and Sﬁmlfrllutes, there c?re ?5 cLass;]l, 13
ence of traffic fluctuations, we simulate a network with a var?— ass-s, an SC ass-3 data trg ICTIowsS conte_n Ing for the share
' wireless medium. As shown in figure, the estimatels'of | f2|,

6For the 3-traffic-class scenario, the numbers of stations carrying traffic cladf?d| f3| are recorded by the solid curve, the daSh?d curve, and
2 and class-3 are set to be equal. the dotted curve, respectively. Clearly, these estimates follow
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Fig. 12. Anexample of the on-line estimation in P-MA@; (¢2/¢3=1/0.8/0.2)

the variation of the actual numbers of active stations. Obsen}d
that the estimate dffs| is the most inaccurate among the three.
By referring to the pseudo-code of P-MAC (shown in Fig. 6)10]
this is because a small variation of WAIT(3) results in a large
variation of| f3|.s: due to the large value efuv(3). [11]

V. CONCLUSION AND FUTURE WORK [12]

In this paper, we propose a priority-based fair medium ac-
cess control (P-MAC) protocol, by modifying the IEEE 802.1113]
DCF, to maximize the wireless channel utilization subject to the
weighted fairness among multiple data traffic flows. The bas['@]
idea of P-MAC is that the contention window size for each wire-
less station is properly selected to (1) reflect the relative weighlt%
among traffic flows, so as to achieve the weighted fairness; an
(2) reflect the number of stations contending for the wireless
medium, so as to maximize the aggregate throughput. Simu-
lation results have shown that P-MAC outperforms the IEEE
802.11 DCF significantly in terms of both fairness and through-
put.

Note that our fairness/throughput analysis presented in this
paper is based on the assumption of no hidden stations, which
is not always true in practice. In the presence of hidden sta-
tions, the wireless network becomes much more complicated
and is very difficult to analyze. As part of future work, we
plan to extend our P-MAC protocol to deal with hidden sta-
tions by including certain heuristic policies. Besides, although
P-MAC achieves excellent fairness among data traffic flows in
terms of bandwidth allocation, it may not be fair in terms of
delayl/jitter. This is because the delayl/jitter requirements of traf-
fic flows are not taken into consideration in the protocol design.
We would like to address how to support real-time services in a
DCF WLAN in the future.
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