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Abstract—in order to stem the increasing packet loss rates the deployment of explicit congestion notification (ECN) [12],
caused by an exponential increase in network traffic, theeTr has  [30], [31] along with active queue management techniques
been considering the deployment of active queue managementg,ch as RD (Random Early Detection) [3], [14]. While ECN
techniques such as RD [14]. While active queue management can . N ! )
potentially reduce packet loss rates in the Internet, we show that is necessary for eliminating packet IOSS_ In the Intgrnet (91, yve
current techniques are ineffective in preventing high loss rates. Show that D, even when used in conjunction with ECN, is
The inherent problem with these queue management algorithms ineffective in preventing packet loss.
is that they use queue lengths as the indicator of the severity of  The basic idea behinde® queue management is to detect
congestion. In light of this observation, a fundamentally different i, qinient congestiorarlyand to convey congestion notification
active queue management algorithm, called BJE, is proposed, . . .
implemented, and evaluated. BUE uses packet loss and link to the end-hosts, aIIqwmg them to reduce their transmission
idle events to manage congestion. Using both simulation and rates before queues in the network overflow and packets are
controlled experiments, BUE is shown to perform significantly dropped. To do this, Bb maintains an exponentially weighted
better than ReD, both in terms of packet loss rates and buffer size moving average of the queue length which it uses to detect
requirements in the network. As an extension to BUE, a novel  .,4agtion. When the average queue length exceeds a minimum

technique based on Bloom filters [2] is described for enforcing .
fairness among a large number of flows. In particular, we propose threshold fuin,;,), packets are randomly dropped or marked

and evaluate Stochastic Fair BUE (SFB), a queue management With an ECN bit. When the average queue length exceeds a
algorithm which can identify and rate-limit nonresponsive flows maximum threshold, all packets are dropped or marked.

using a very small amount of state information. While ReD is certainly an improvement over traditional
Index Terms—Congestion control, fair queue, networks, queue drop-tail queues, it has several shortcomings. One of the funda-
management. mental problems with BD and other active queue management

techniques is that they rely on queue length as an estimator of
congestiort.While the presence of a persistent queue indicates
congestion, its length gives very little information as to the
T IS important to avoid high packet loss rates in thgeverity of congestion, that is, the number of competing
Internet. When a packet is dropped before it reaches #snnections sharing the link. In a busy period, a single source
destination, all of the resources it has consumed in transit argnsmitting at a rate greater than the bottleneck link capacity
wasted. In extreme cases, this situation can lead to congesiian cause a queue to build up just as easily as a large number
collapse [19]. Improving the congestion control and queusf sources can. From well-known results in queuing theory, it
management algorithms in the Internet has been one of iBeonly when packet interarrivals have a Poisson distribution
most active areas of research in the past few years. Whiteit queue lengths directly relate to the number of active
a number of proposed enhancements have made their wayrces and thus the true level of congestion. Unfortunately,
into actual implementations, connections still experience higlacket interarrival times across network links are decidedly
packet loss rates. Loss rates are especially high during tinmem-Poisson. Packet interarrivals from individual sources are
of heavy congestion, when a large number of connectiodgiven by TCP dynamics and source interarrivals themselves
compete for scarce network bandwidth. Recent measuremests heavy-tailed in nature [21], [29]. This makes placing queue
have shown that the growing demand for network bandwidléngth at the heart of an active queue management scheme
has driven loss rates up across various links in the Internet [28libious. Since the# algorithm relies on queue lengths, it has
In order to stem the increasing packet loss rates caused byaarinherent problem in determining the severity of congestion.
exponential increase in network traffic, theerF is considering As a result, RD requires a wide range of parameters to operate
correctly under different congestion scenarios. WhitRan
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Sending rate > L Mbs Queue inpreases some more Sending rate < L Mbs Queue increases some more
EWMA increases 1o trigger RED Sources detect loss/ECN  Queue overflows, max_th triggered
Sending rate > L Mbs Queue increases some more Sendi :
3 ending rate < L Mbs Queue clears but period of
Sinks generate DupAcks or ECN Sustained packet loss underutilization imminent due to
and ECN observed sustained packet loss and ECN

Fig. 1. ReD example.

is continually dropping packets due to buffer overflow,UB support. RD alleviates this problem by detecting incipient
increments the marking probability, thus increasing the ratengestionearly and delivering congestion notification to the
at which it sends back congestion notification. Conversely, énd-hosts, allowing them to reduce their transmission rates
the queue becomes empty or if the link is idlejJUB8 decreases before queue overflow occurs. In order to be effective @ R
its marking probability. Using both simulation and experiqueue must be configured with a sufficient amount of buffer
mentation, we demonstrate the superiority @B to RED in  space to accommodate an applied load greater than the link
reducing packet losses even when operating with a smaléapacity from the instant in time that congestion is detected
buffer. Using mechanisms based onug, a novel mechanism using the queue length trigger, to the instant in time that the
for effectively and scalably enforcing fairness among a largmplied load decreases at the bottleneck link in response to
number of flows is also proposed and evaluated. congestion notification. B> must also ensure that congestion
The rest of the paper is organized as follows. Section Il givestification is given at a rate which sufficiently suppresses the
a description of RD and shows why it is ineffective at managingransmitting sources without underutilizing the link. Unfor-
congestion. Section Il describes & and provides a detailed tunately, when a large number of TCP sources are active, the
analysis and evaluation of its performance based on simuémgregate traffic generated is extremely bursty [8], [9]. Bursty
tion as well as controlled experiments. Section IV describes amdffic often defeats the active queue management techniques
evaluates Stochastic FairLBe (SFB), an algorithm based onused by RD since queue lengths grow and shrink rapidly,
BLUE which scalably enforces fairness amongst a large numheell before RED can react. Fig. 1 shows a simplified pictorial
of connections. Section V compares SFB to other approactesmple of how RD functions under this congestion scenatrio.
which have been proposed to enforce fairness amongst connedhe congestion scenario presented in Fig. 1 occurs when
tions. Finally, Section VI concludes with a discussion of futura large number of TCP sources are active and when a small
work. amount of buffer space is used at the bottleneck link. As the
figure shows, at = 1, a sufficient change in aggregate TCP
load (due to TCP opening its congestion window) causes the
transmission rates of the TCP sources to exceed the capacity
One of the biggest problems with TCP’s congestion controf the bottleneck link. At = 2, the mismatch between load
algorithm over drop-tail queues is that sources reduce thaind capacity causes a queue to build up at the bottleneck.
transmission rates only after detecting packet loss due to quédet = 3, the average queue length exceedis;;, and the
overflow. Since a considerable amount of time may elapsengestion-control mechanisms are triggered. At this point,
between the packet drop at the router and its detection at ttngestion notification is sent back to the end hosts at a rate
source, a large number of packets may be dropped as tleendent on the queue length and marking probaility,,.
senders continue transmission at a rate that the network canfiiot = 4, the TCP receivers either detect packet loss or observe

Il. BACKGROUND
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Upon packet loss (or Qen, > L) event:
if ( (now - last_update) > freeze_time )

@ ° ° @ Pm i=Pm + 01

last_update := now

Sending rate = L Mbs -]]]:I]] Sinks generate DupAcks or ECN Upon link idle event:

if ( (now - last_update) > freeze_time )
Queue drops and/or ECN-marks exactly
the correct amount of packets to keep Pm = Pm - 62
sending rate of sources at L Mbs

last_update := now

Fig. 2. ldeal scenario. i .
Fig. 3. BLUE algorithm.

packets with their ECN bits set. In response, duplicate ackno%l; The Algorithm
edgment and/or TCP-based ECN signals are sent back to the
sources. At = 5, the duplicate acknowledgment and/or ECN The key idea behind BJE is to perform queue management
signals make their way back to the sources to signal congestiBased directly on packet loss and link utilization rather than on
At t = 6, the sources finally detect congestion and adjust théh€ instantaneous or average queue lengths. This is in sharp con-
transmission rates. Finally, at= 7, a decrease in offered loadtrast to all known active queue management schemes which use
at the bottleneck link is observed. Note that it has taken fro@me form of queue occupancy in their congestion management.
t = 1 until t = 7 before the offered load becomes less thaRLUE maintains a single probability,,, which it uses to mark
the link's capacity. Depending upon the aggressiveness of {{§é drop) packets when they are enqueued. If the queue is contin-
aggregate TCP sources [8], [9] and the amount of buffer spa¢@lly dropping packets due to buffer overflow, i increments
available in the bottleneck link, a large amount of packet los., thus increasing the rate at which it sends back congestion
and/or deterministic ECN marking may occur. Such behavigptification. Conversely, if the queue becomes empty or if the
leads to eventual underutilization of the bottleneck link. link is idle, BLUE decreases its marking probability. This effec-
One way to solve this problem is to use a large amount tiyely allows BLUE to “learn” the correct rate it needs to send
buffer space at the ® gateways. For example, it has been sudlaCk congestion notification. Fig. 3 shows thiuB algorithm.
gested that, in order fori to work well, an intermediate router Note that the figure also shows a variation to the algorithm in
requires buffer space that amounts to twice the bandwidth—deY#ich the marking probability is updated when the queue length
product [34]. This approach, in fact, has been taken by an f@xceeds a certain value. This modification allows room to be left
creasingly large number of router vendors. Unfortunately, iR the queue for transient bursts and allows the queue to control
networks with large bandwidth—delay products, the use of lar§&eueing delay when the size of the queue being used is large.
amounts of buffer adds considerable end-to-end delay and depgpides the marking probability BE uses two other parame-
jitter. This severely impairs the ability to run interactive applica€rs which control how quickly the marking probability changes
tions. In addition, the abundance of deployed routers which haR¥er time. The first ifreeze_timeThis parameter determines
limited memory resources makes this solution undesirable. the minimum time interval between two successive updates of
Fig. 2 shows how an ideal queue management algorittm- This allows the changes in the marking probability to take
works. In this figure, the congested gateway delivers congesti@fect before the value is updated again. While the experiments
notification at a rate which keeps the aggregate transmiss#nthis paper fixfreeze_timeas a constant, this value should
rates of the TCP sources at or just below the clearing rae randomized in order to avoid global synchronization [13].
While RED can achieve this ideal operating point, it can do sbhe other parameters used @ndé.) determine the amount by

only when it has a sufficiently large amount of buffer space af#hichpy, is incremented when the queue overflows or is decre-
is correctly parameterized. mented when the link is idle. For the experiments in this paper,

61 is set significantly larger thaf,. This is because link un-
derutilization can occur when congestion management is either
. BLUE too conservative or too aggressive, but packet loss occurs only
when congestion management is too conservative. By weighting
In order to remedy the shortcomings oERR we propose, heavily against packet lossLBe can quickly react to a sub-
implement, and evaluate a fundamentally different queue mastantial increase in traffic load. Note that there are a myriad of
agement algorithm calleduBE. Using both simulation and ex- ways in whichp,,, can be managed. While the experiments in
perimentation, we show thatLtBE overcomes many of B’s this paper study a small range of parameter settings, experiments
shortcomings. BD has been designed with the objective to: 1yith additional parameter settings and algorithm variations have
minimize packet loss and queueing delay; 2) avoid global syalso been performed with the only difference being how quickly
chronization of sources; 3) maintain high link utilization; and 4the queue management algorithm adapts to the offered load. Itis
remove biases against bursty sources. This section shows helatively simple process to configure B to meet the goals of
BLUE either improves or matchessR's performance in all of controlling congestion. The first parametieeze_timgshould
these aspects. The results also show thaER:onverges to the be set based on the effective round-trip times of connections
ideal operating point shown in Fig. 2 in almost all scenariogjultiplexed across the link in order to allow any changes in
even when used with very small buffers. the marking probability to reflect back on to the end sources
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TABLE |
RED CONFIGURATIONS
100Mbs
Configuration Wy
R1 0.0002
R2 0.002
R3 0.02
R4 0.2
TABLE I
BLUE CONFIGURATIONS
Configuration | freeze_time 01 O
Bl 10ms 0.0025 | 0.00025
B2 100ms 0.0025 | 0.00025
Fig. 4. Network topology. B3 10ms 0.02 0.002
B4 100ms 0.02 0.002

before additional changes are made. For long-delay paths such

as satellite linksfreeze_timeshould be increased to match the .
o algorithm becomes decoupled from the queue length and thus
longer round-trip times. The second set of paraméieendé,

acts more like BUE. Table | shows the configurations used for

are set to give the link the ability to effectively adapt to macrtiD; Table Il shows the configurations used for. For the

scopic changes in load across the link at the connection Ieng'UE experimentsg; ands, are set so thad; is an order of
1 2 1

For links where extremely large changes in load occur only gn =~ . . )

. . : . 2 _magnitude larger thaf,. Using these values, tifeeeze_time

the order of minutes;; andés should be set in conjunction with . . . ) i

. is then varied between 10 and 100 ms. Additional simulations
freeze_timedo allow p,,, to range from 0 to 1 on the order of

minutes. This is in contrast to current queue length approac#eséng a wider range of values were also performed and showed

where the marking and dropping probabilities range from 0 Fémilar results. .
- Fig. 5 shows the loss rates observed over different queue
1 on the order of milliseconds even under constant load. Over

L : . Sizes using both BJE and ReD with 1000 and 4000 connec-
typical links, usingfreeze_timealues between 10 and 500 m ions present. In these experiments, the queue at the bottleneck
and settingd; andé. so that they allovg,,, to range from 0 to P ) P ’ q

1 on the order of 5 to 30 s will allow thelBE control algo- link betweenA and B is sized from 100 to 1000 kB. This

rithm to operate effectively. Note that, whileLBe algorithm corresponds to queueing delays which range from 17.8 and

: . ) . : N 178 ms as shown in the figure. In all experiments, the link
itself is extremely simple, it provides a significant performance

: : remains over 99.9% utilized. As Fig. 5(a) shows, with 1000
improvement even when compared to eDRjueue which has . s

i connections, BUE maintains zero loss rates over all queue
been reasonably configured.

sizes even those which are below the bandwidth—delay product
of the network [34]. This is in contrast toER which suffers
double-digit loss rates as the amount of buffer space decreases.
In order to evaluate the performance afug, a number of An interesting point in the Bb loss graph shown in Fig. 5(a) is
simulation experiments were run using [23] over a small net- that it shows a significant dip in loss rates at a buffering delay
work shown in Fig. 4. Using this network, Pareto on/off sourcesf around 80 ms. This occurs because of a special operating
with mean on-times of 2 s and mean off-times of 3 s were ryoint of RED when the average queue length stays aboxe;;,
from one of the leftmost nodea(, n1, ne2, n3, n4) to one of the all the time. At several points during this particular experiment,
rightmost nodess(;, ng, n7, ng, ng). In addition, all sources the buffering delay and offered load match up perfectly to
were enabled witlECN support, were randomly started withincause the average queue length to stay at or abowgy,. In
the first 1 s of simulation, and used 1 kB packets. Packet la¥ss operating region, the # queue marks every packet, but
statistics were then measured after 100 s of simulation for 10Qrse offered load is aggressive enough to keep the queue full.
Loss statistics were also measured f@pRising the same net- This essentially allows Eb to behave at times like IBJE with
work and under identical conditions. For thetdqjueuemin, a marking probability of 1 and a queueing delay equivalent to
andmax;;, were set to 20% and 80% of the queue size, respaaax;y,. This unique state of operation is immediately disrupted
tively. RED's congestion notification mechanism was made ds/ any changes in the load or round-trip times, however. When
aggressive as possible by settimgx, to 1. For these experi- the buffering delay is increased, the corresponding round-trip
ments, this is the ideal setting ofax,, since it minimizes both times increase and cause the aggregate TCP behavior to be
the queueing delay and packet loss rates i R]. Given these less aggressive. Deterministic marking on this less aggressive
settings, a range of ® configurations are studied which varyload causes fluctuations in queue length which can increase
the value ofw,, the weight in the average queue length calcul@acket loss rates since&ERundermarks packets at times. When
tion for RED. It is interesting to note that, as, gets smaller, the the buffering delay is decreased, the corresponding round-trip
impact of queue length on#®’s congestion management altimes decrease and cause the aggregate TCP behavior to be
gorithm gets smaller. For extremely small valuesigf RED'S more aggressive. As a result, packet loss is often accompanied

B. Packet Loss Rates UsingiRand B.UE
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Fig. 5. Packetloss rates oERand B_UE. (a) 1000 sources. (b) 4000 sources. ()
Fig. 6. Queue length plots of (a)eR and (b) B.UE.
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with deterministic marking. When combined, this leads again

to fluctuations in queue length. At a load which is perfectifllows legacy routers to perform well even with limited memory

selected, the average queue length @fbRcan remain at '€SoOurces.

maxy, and the queue can avoid packet loss and prevent queue

fluctuations by marking every packet. As Fig. 5(b) show$;. Understanding BUE

when the number of connections is increased to 40QWEB  To fully understand the difference between thepRand

still significantly outperforms BD. Even with an order of BLue algorithms, Fig. 6 compares their queue length plots

magnitude more buffer spacegRstill cannot match BUE's  in an additional experiment using thB4 configuration of

loss rates using 17.8 ms of buffering at the bottleneck link. BLue and the R2 configuration of RD. In this experiment,

is interesting to note that®E’s marking probability remains a workload of infinite sources is changed by increasing the

at 1 throughout the duration of all of these experiments. Thusumber of connections by 200 every 20 s. As Fig. 6(a) shows,

even though every packet is being marked, the offered load ®#p sustains continual packet loss throughout the experiment.

still cause a significant amount of packet loss. The reason wiy addition, at lower loads, periods of packet loss are often

this is the case is that the TCP sources being used do not invédéowed by periods of underutilization as deterministic packet

a retransmission timeout upon receiving an ECN signal witharking and dropping eventually causes too many sources to

a congestion window of 1. Section IlI-D shows how this careduce their transmission rates. In contrast, as Fig. 6(b) shows,

significantly influence the performance of botlElkand B.UE. since BUE manages its marking rate more intelligently, the
The most important consequence of usinguB is that queue length plot is more stable. Congestion notification is

congestion control can be performed with a minimal amougiven at a rate which neither causes periods of sustained packet

of buffer space. This reduces the end-to-end delay over tiogs nor periods of continual underutilization. Only when the

network, which in turn, improves the effectiveness of theffered load rises to 800 connections, doasJB sustain a

congestion control algorithm. In addition, smaller bufferingignificant amount of packet loss.

requirements allow more memory to be allocated to high-pri- Fig. 7 plots the average queue length.{.) and the marking

ority packets [5], [16] and frees up memory for other routgsrobabilityp, /(1 — count x p;) of RED throughout the exper-

functions such as storing large routing tables. Finally® iment. The average queue length afdRcontributes directly
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While low packet loss rates, low queueing delays, and high
link utilization are extremely important, the queue length and
marking probability plots allow us to explore the effectiveness
of RED and B.UE in preventing global synchronization and in
removing biases against bursty sourcesbd Rttempts to avoid
global synchronization by randomizing its marking decision and
by spacing out its marking. Unfortunately, when aggregate TCP
; ” load changes dramatically as it does when a large amount of con-
0 e 500 300 400 800 600 700 800 nections are present, it becomes impossible few 8 achieve

Time (s) this goal. As Fig. 7(b) shows, the marking probability aftR
() changes considerably over very short periods of time. The, R
fails to mark packets evenly over time and hence cannot remove
synchronization among sources. As Fig. 8 shows, the marking
probability of BLUE remains steady. As a resultL &8 marks
packets randomly and evenly over time. Consequently, it does a

0.6
0.5
0.4

Marking Probabili

0.3
02 &
01 &

Fig. 7. Marking behavior of BD. (2) Q.ve. (b) ps /(1 — count X py)

to its marking probability since, is a linear function ofy ..

(1;]" = H;_LXP; ((t?]ave - minth)/(maixth ;hlgibnl;lh))t)' ’?‘S better job in avoiding global synchronization.
shown in Fig. 7(a), the average queue leng uctuates - apother goal of RD is to eliminate biases against bursty

considerably as it follows the fluctuations of the instantaneogéurceS in the network. This is done by limiting the queue oc-
queue length. Because of this, the marking probability pancy so that there is always room left in the queue to buffer

FED' ats s?o;\_/n 'g ';'g' 7(5?’ fluctlg_ates C%ni'.?.terab ly ai Welransient bursts. In addition, the marking function @tRakes
h contrast, 9. & ShOWS the€ marking probability 7S into account the last packet marking time in its calculations

the figure shows, the marking pr obab||!ty Cconverges toa valw? order to reduce the probability that consecutive packets be-
that results in a rate of congestion notification which prevenltg

X S ) nging to the same burst are marked. Using a single marking
packet loss and keeps link utilization high throughout the eﬁ’robability BLUE achieves the same goal equally well. As the
periment. In fact, the only situation where= cannot prevent '

sustained packet loss is when every packet is being markg eue length plot of BUE shows (Fig. ), the gueue occupancy

. . ains below the actual capacity, thus allowing room for a
but the offered load still overwhelms the bottleneck link. A . . . o
described earlier, this occurs @t= 60 s when the number ofﬁurst of packets. In addition, since the marking probability re

ins smooth over large time scales, the probability that two

o m

sources is increased to 80.0' The reason \_/vhy packet loss T ﬂwsecutive packets from a smoothly transmitting source are
occurs when every packet is ECN-marked is that for these s Srked is the same as with two consecutive packets from a
of experiments, the TCP implementation used does not invoé)ﬁﬁrsty source

an RTO when an ECN signal is received with a congestion
window of 1. This adversely affects the performance of bo i

ReD and B.UE in this exper?/ment. Note tfwat the comparisoﬁ' The Effect of ECN Timeouts

of marking probabilities betweeneR and B.UE gives some  All of the previous experiments use TCP sources which sup-
insight as to how to make £ perform better. By placing a port ECN, but do not perform a retransmission timeout upon re-
low pass filter on the calculated marking probability aftiRit  ceipt of an ECN signal with a congestion window of 1. This has
may be possible for B>'s marking mechanism to behave in aa significant, negative impact on the packet loss rates observed
manner similar to BUE’s. for both ReD and B.UE especially at high loads. Fig. 9 shows
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Fig. 9. Queue length plots of (a)eR and (b) B.UE with ECN timeoults. Fig. 10. Marking behavior with ECN timeouts. (8)/(1 — count X p;) of
RED. (b) p.. of BLUE.
the queue length plot of #® and B.UE using the same ex-
periments as in Section 11I-B, but with TCP sources enabld@e queue is fully occupied,#® overmarks and drops packets
with ECN timeouts. Fig. 9(a) shows that, by deterministicall9aUSing a subsequent period of underutilization as described in
marking packets amax;,, RED oscillates between periods ofSection Il. Conversely, when the queue is emptgpRinder-
packet loss and periods of underutilization as described in S8tarks packets causing a subsequent period of high packet loss
tion I1. Note that this is in contrast to Fig. 6(a) where, withouds the offered load increases well beyond the link’s capacity.
ECN timeouts, TCP is aggressive enough to keep the queué&id. 11 shows how ECN timeouts impact the performance of
occupied when the load is sufficiently high. An interesting poiftED and B.UE. The figure shows the loss rates and link uti-
to make is that BD can effectively prevent packet loss by settingjzation using the 1000- and 4000-connection experiments in
its max1, value sufficiently far below the size of the queue. IP€ection llI-B. As the figure shows, IBBE maintains low packet
this experiment, a small amount of loss occurs since determi@iss rates and high link utilization across all experiments. The
istic ECN marking does not happen in time to prevent packégure also shows that the use of ECN timeouts allovep R
loss. While the use of ECN timeouts allowsiRto avoid packet to reduce the amount of packet loss in comparison to Fig. 5.
loss, the deterministic marking eventually causes underutilizdowever, becausee® often deterministically marks packets,
tion at the bottleneck link. Fig. 9(b) shows the queue |eng{hsuffers from poor link utilization unless correctly parameter-
plot of BLUE over the same experiment. In contrast tepR ized. The figure shows that only an extremely small value pf
BLUE avoids deterministic marking and maintains a markingonfigurationz1) allows Rep to approach the performance of
probability that allows it to achieve high link utilization while BLUE. As described earlier, a smadi, value effectively decou-
avoiding sustained packet loss over all workloads. ples congestion management from the queue length calculation
Fig. 10 shows the corresponding marking behavior of botAaking RED queue management behave more like/B
ReD and B.UE in the experiment. As the figure shows\ & i
maintains a steady marking rate which changes as the workidad'MmpPlementation
is changed. On the other hand; s calculated marking prob-  In order to evaluate BJE in a more realistic setting, it has
ability fluctuates from 0 to 1 throughout the experiment. Whelmeen implemented in FreeBSD 2.2.7 using ALTQ [4]. In this

10.0 200 300
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Fig. 11. Performance of ® and B.UE with ECN timeouts. (a) Loss rates (1000 sources). (b) Link utilization (1000 sources). (c) Loss rates (4000 sources). (d)
Link utilization (4000 sources).

implementation, ECN uses two bits of the type-of-service (To
field in the IP header [31]. WhenBE decides that a packet | mmrc3so
must be dropped or marked, it examines one of the two bits
determine if the flow is ECN-capable. If it is not ECN-capable ' MHz64MB 200 MHz/64 MB
the packet is simply dropped. If the flow is ECN-capable, th ellistation ellistation
other bit is set and used as a signal to the TCP receiver tt 100Mbs MPro ZPro 10Mbs
congestion has occurred. The TCP receiver, upon receiving tl
signal, modifies the TCP header of the return acknowledgme
using a currently unused bit in the TCP flags field. Upon recei}
of a TCP segment with this bit set, the TCP sender invokes ca
gestion-control mechanisms as if it had detected a packet 10523 Mz vz 400 MHz/128 MB 200 MHZ/64 MB 266 MHz/64 MB

Using this implementation, several experiments were run on
the testbed shown in Fig. 12. Each network node and link i§- 12. Experimental testbed.
labeled with the CPU model and link bandwidth, respectively.
Note that all links are shared Ethernet segments. Hence, tedace of the Intellistation Zpro is sized at 50 kB which corre-
acknowledgments on the reverse path collide and interfere wihonds to a queueing delay of about 40 ms. For the experiments
data packets on the forward path. As the figure shows, FreeBSiith ReD, a configuration with aniny;, of 10 kB, amaxy;, of
based routers using eitheERor BLUE queue management on40 kB, amax,, of 1, and aw, of 0.002 was used. For the exper-
their outgoing interfaces are used to connect the Ethernet ameénts with B.UE, aé; of 0.01, ab» of 0.001, and dreeze_time
Fast Ethernet segments. In order to generate load on the syst&fiB0 ms was used. To ensure that the queue management mod-
a variable number afietperf  [26] sessions are run from theifications did not create a bottleneck in the router, the testbed
IBM PC 360 and the Winbook XL to the IBM PC 365 and thevas reconfigured exclusively with Fast Ethernet segments and
Thinkpad 770. The router queue on the congested Ethernetamumber of experiments between network endpoints were run

IBM PC 365

‘WinBookXI. —{ Thinkpad 770
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9.40 ‘ ' ‘ ' ' i packet loss rates across all loads. At higher loads, when packet
H" ﬁ'gg loss is observed, BJE maintains a marking probability which

is approximately 1, causing it to mark every packet it forwards.

IV. STOCHASTIC FAIR BLUE

920 | i Up until recently, the Internet has mainly relied on the coop-
K erative nature of TCP congestion control in order to limit packet

Throughput (Mbs)

loss and fairly share network resources. Increasingly, however,
910 | 1 new applications are being deployed which do not use TCP con-
\3\ gestion control and are not responsive to the congestion signals
\o—-——~-—"”"° given by the network. Such applications are potentially dan-
. ‘ . . s ‘ gerous because they drive up the packet loss rates in the network
00 200 4°'°Num§§,‘%, CO,?ﬁ;ion;m"’ 1200 1400 and can eventually cause congestion collapse [19], [28]. In order
@ to address the problem of nonresponsive flows, a lot of work has
been done to provide routers with mechanisms for protecting
= _mBoue| againstthem [7], [22], [27]. The idea behind these approaches is
120 - O—ORED] o | to detect nonresponsive flows and to limit their rates so that they
do not impact the performance of responsive flows. This section
100 ] describes and evaluat&tochastic FairBLUE (SFB), a novel
technique based on Bloom filters [2] for protecting TCP flows
against nonresponsive flows. Based on theiBalgorithm. SFB
60 | 4 is highly scalable and enforces fairness using an extremely small
amount of state and a small amount of buffer space.

80

Percent Packet Loss

4.0 +
»ol A. The Algorithm
Fig. 14 shows the basic SFB algorithm. SFB is a FIFO
°-°0j0 T e o0 8es o0 1200 1400 q_ueuelng algorithm that |den_t|f|es and ra_te—l|m|t_s _nonrespon-
Number of Connections sive flows based on accounting mechanisms similar to those
(b) used with BUE. SFB maintainsV x L accounting bins. The

. ins are organized id. levels with V bins in each level. In
Fig. 13. Queue management performance. (a) Throughput. (b) Percent ag( t.. . . .
,02& Q g P @ ghput. (b) P ac?dmon, SFB maintainsZ() independent hash functions, each
associated with one level of the accounting bins. Each hash
using the RUE modifications on the intermediate routers. In al unct_|0n maps a flow, via its connec_t|on_ Bource address
estination addressSource portDestination port Protocol),

of the experiments, the sustained throughput was always abovée ) T .
80 Mb/sxp ! ustal ughputw way |rYto one of thelV accounting bins in that level. The accounting

Fig. 13(a) and (b) show the throughput and packet loss rate?glts are used tp keep track.of queue occupancy statistics of
the bottleneck link across a range of workloads. Thethrough;ﬁf’leets pelongmg to a particular bin. This is in contrast _to
measures the rate at which packets are forwarded through ﬁgchastlc Fgur Queueing [24] (SFQ) Where_ th_e hash function
congested interface while the packet loss rate measures the raPS flows into separate queues. Each bin in SFB keeps a
of the number of packets dropped at the queue and the tdf§"king/dropping probability,, as in BUE, whichis updated
number of packets received at the queue. In each experimd@Sed on bin occupancy. As a packet arrives at the queue, it
throughput and packet loss rates were measured over five 1§-§ashed into one of th&/ bins in each of thel. levels. If
intervals and then averaged. Note that the TCP sources uselfy number of packets mapped to a bin goes above a certain
the experiment do not implement ECN timeouts. As Fig. 13( reshold (i.e., the size of the biny,, for the bin is increased.
shows, both the BJE queue and the optimally configured®  |f the number of packets drops to zegs, is decreased.
queue maintain relatively high levels of throughput across all The observation which drives SFB is that a nonresponsive
loads. However, since#® periodically allows the link to be- flow quickly drivesp,,, to 1 in all of the L bins it is hashed
come underutilized, its throughput remains slightly below th#ito. Responsive flows may share one or two bins with nonre-
of BLUE. As Fig. 13(b) shows, BO sustains increasingly high sponsive flows, however, unless the number of nonresponsive
packet loss as the number of connections is increased. Sinceflayvs is extremely large compared to the number of bins, a re-
gregate TCP traffic becomes more aggressive as the numbespgnsive flow is likely to be hashed into at least one bin that is
connections increases, it becomes difficult f@oRo maintain not polluted with nonresponsive flows and thus has a nopmal
low loss rates. Fluctuations in queue lengths occur so abruptslue. The decision to mark a packet is baseg.gn, the min-
that the ReD algorithm oscillates between periods of sustaingthum p,,, value of all bins to which the flow is mapped into. If
marking and packet loss to periods of minimal marking and link..;, is 1, the packet is identified as belonging to a nonrespon-
underutilization. In contrast, IBE maintains relatively small sive flow and is then rate-limited. Note that this approach is akin
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init() hy hy hy o Ll

Bll][n]: Allocate L x N array of bins 0
(L levels, N bins per level) B B C]

Non-tesponsive
Flow

P . =10
min

enque()
Calculate hashes hg, hy,...,hr_1;
Update bins at each level
fori=0toL—1
if (Bi][hs].glen > bin_size)
Bli][hi]-pm+ = A,
Drop packet;
else if (Bli][h;].qlen == 0)

Billhd p— = A o)

Prmin = min(B[0][ho].pm,

Fig. 15. Example ofFB.
B[L][hL]-pm);

" (p:::elim;z() B. Evaluation
else Usingns, the SFB algorithm was simulated in the same net-
Mark/drop with probability ppin; work as in Fig. 4 with the transmission delay of all of the links
setto 10 ms. The SFB queue is configured with 200 kB of buffer
Fig. 14. SFB algorithm. space and maintains two hash functions each mapping to 23

bins. The size of each bin is set to 13, approximately 50% more
than 1/23 of the available buffer space. Note that, by allocating

to applying a Bloom filter on the incoming flows. In this case; _ i
the dictionary of messages or words is learned on the fly afiPre than 1/23 of the buffer space to each bin, SFB effectively
~oyerbooks” the buffer in an attempt to improve statistical multi-

consists of the IP headers of the nonresponsive flows which a?é( i ice th ith booki he si f each bi
multiplexed across the link [2]. When a nonresponsive flow [gexing. Notice that even with overbooking, the size of each bin

identified using these techniques, a number of options are avéﬁtlgg'tedsma”' Since BE perf(érg:as extre{_r;lelyéfwet!l ulnder con-
able to limit the transmission rate of the flow. In this paper, flowd ained memory resources, can st efiectively maximize

identified as being nonresponsive are simply limited to a fier]Etwork efﬁqency. The queue is also configured to rate-limit
nonresponsive flows to 0.16 Mb/s.

amount of bandwidth. This policy is enforced by limiting the In the experiments, 400 TCP sources and one nonresponsive,

rate of packet enqueues for flows wiihiiy values c_)f L. Fig. 15 constant rate source are run for 100 s from randomly selected
shows an example of how SFB works. As the figure shows, a

nonresponsive flow drives up the marking probabilities of all q;,de: Innho ,nm ’aﬁj; 3) ?:(3)7:3 :1(; rirr]i(rjr?er];lty fhe;e:(t)er}l?egoifsil\?e
the bins it is mapped into. While the TCP flow shown in thg >’ /¢’ "7 % o P ' P

ow transmits at a rate of 2 Mb/s while in the other, it transmits

figure may map into ihe same bin as the nonresponsive flowaqta rate of 45 Mb/s. Table Il shows the packet loss observed in

a particular level, it maps into normal bins at other levels. B%’oth experiments for SFB. As the table shows, for both exper-

pause of this, the m‘”",“%lm mgrkinglprobabili'ty of the TCP ﬂo_VYments, SFB performs extremely well. The nonresponsive flow
is below 1.0 and thus, itis notidentified as being NoNresponsivg,oq 4imost all of the packet loss as it is rate-limited to a fixed
On the other hand, since the minimum marking probability ofy,5ynt of the link bandwidth. In addition, the table shows that
the nonresponsive _flo_w is 1.0, it is identified as being nonres poin cases, a very small amount of packets from TCP flows
sponsive and rate-limited. 3 _ are lost. Table IIl also shows the performance @bRIn con-
Note that just as BUE's marking probability can be used inyast 1o SFB, RD allows the nonresponsive flow to maintain
SFB to provide protection against nonresponsive flows, itis a'ﬁothroughput relatively close to its original sending rate. As a
possible to apply Adaptive's max), parameter [9] to do the rggylt, the remaining TCP sources see a considerable amount
same. In this case, a per-hifax, value is kept and updatedof packet loss which causes their performance to deteriorate.
according to the behavior of flows which map into the bin. A§rrep on the other hand, does slightly better at limiting the rate
with RED, however, there are two problems which make this apf the nonresponsive flow, however, it cannot fully protect the
proach ineffective. The first is the fact that a large amount qfCp sources from packet loss since it has a difficult time dis-
buffer space is required in order to getito perform well. cerning nonresponsive flows from moderate levels of conges-
The second is that the performance of ebRbased scheme is tion. Finally, the experiments were repeated using SFQ with an
limited since even a moderate amount of congestion requiregguivalent number of bins (i.e., 46 distinct queues) and a buffer
max, setting of 1. Thus, BD, used in this manner, has an exmore than twice the size (414 kB), making each queue equally
tremely difficult time distinguishing between a nonresponsivsized at 9 kB. For each bin in the SFQ, thecRalgorithm was
flow and moderate levels of congestion. In order to compare agpplied withmin,;, andmax;;, values set at 2 and 8 kB, respec-
proaches, Stochastic FaieR (SFRED) was also implementedtively. As the table shows, SFQ witheR does an adequate job
by applying the same techniques usedsesto RED. of protecting TCP flows from the nonresponsive flow. However,
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TABLE 1lI
SFB LOSSRATES IN Mb/s (ONE NONRESPONSIVEFLOW)
2Mbps non-responsive flow 45Mbps non-responsive flow
Packet Loss (Mbps) SFB | RED | SFRED | SFQ+RED || SFB | RED | SFRED | SFQ+RED
Total 1.86 | 1.79 3.10 3.60 44,85 | 13.39 | 42.80 46.47
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Fig. 16. Bandwidth of TCP flows (45 Mb/s nonresponsive flow). (a) SFB. @D).Rc) SFRED. (d) SFQ + Bb.
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in this case, partitioning the buffers into such small sizes causdsTCP flows suffers considerably as the nonresponsive flow
is allowed to grab a large fraction of the bottleneck link
ability to operate properly with small buffers. Additional experbandwidth. Fig. 16(c) shows that whi##REDdOeSs succeed in
iments show that as the amount of buffer space is decreased eate-limiting the nonresponsive flow, it also manages to drop a
further, the problem is exacerbated and the amount of pack@nificant amount of packets from TCP flows. This is due to

a significant amount of packet loss to occur due #pR in-

loss increases considerably.

the fact that the lack of buffer space and the ineffectiveness of
To qualitatively examine the impact that the nonresponsiveax,, combine to causeFREDto perform poorly as described

flow has on TCP performance, Fig. 16(a) plots the throughpit Section 1V-A. Finally, Fig. 16(d) shows that while SFQ with

of all 400 TCP flows using SFB when the nonresponsiMeED can effectively rate-limit the nonresponsive flows, the
flow sends at a 45 Mb/s rate. As the figure shows, SFRartitioning of buffer space causes the fairness between flows
allows each TCP flow to maintain close to a fair share of thte deteriorate as well. The large amount of packet loss induces
bottleneck link’s bandwidth while the nonresponsive flow i large number of retransmission timeouts across a subset of
rate-limited to well below its transmission rate. In contrasflows which causes significant amounts of unfairness [25].
Fig. 16(b) shows the same experiment using normab R Thus, through the course of the experiment, a few TCP flows
queue management. The figure shows that the throughputaoé able to grab a disproportionate amount of the bandwidth
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Fig. 17. Probability of misclassification using 900 bins. Fig. 18. Bandwidth of TCP flows using SFB with eight nonresponsive flows.

while many of the flows receive significantly less than a fair Using the result from (1), itis possible to optimize the perfor-
share of the bandwidth across the link. In addition to thispance of SFB givea priori information about its operating en-
SFQ with ReD allows 1/46 of the 400 flows to be mappedvironment. Suppose the number of simultaneously active nonre-
into the same queue as the nonresponsive flow. Flows tlsgonsive flows can be estimated § and the amount of memory
are unlucky enough to map into this bin receive an extremedyailable for use in the SFB algorithm is fixe@'), Then, by
small amount of the link bandwidth. SFB, in contrast, is abl@inimizing the probability function in (1) with the additional

to protect all of the TCP flows in this experiment. boundary condition that x N = C', SFB can be tuned for op-
o timal performance. To demonstrate this, the probability for mis-
C. Limitations of SFB classification across a variety of settings is evaluated. Fig. 17

Whileiitis clear that the basic SFB algorithm can protect TCPBhows the probability of misclassifying a flow when the total
friendly flows from nonresponsive flows without maintainingiumber of binsis fixed at 900. In this figure, the number of levels
per-flow state, it is important to understand how it works andsed in SFB along with the number of nonresponsive flows are
its limitations. SFB effectively used levels with N bins varied. As the figures show, when the number of nonrespon-
in each level to creaté&V” virtual buckets. This allows SFB sive flows is small compared to the number of bins, the use
to effectively identify a single nonresponsive flow in @y of multiple levels keeps the probability of misclassification ex-
flow aggregate using@(L = N) amount of state. For example,tremely low. However, as the number of nonresponsive flows in-
in the previous section, using two levels with 23 bins pereases past half the number of bins present, the single level SFB
level effectively creates 529 buckets. Since there are only 490eue affords the smallest probability of misclassification. This
flows in the experiment, SFB is able to accurately identifis due to the fact that when the bins are distributed across mul-
and rate-limit a single nonresponsive flow without impactingiple levels, each nonresponsive flow pollutes a larger number
the performance of any of the individual TCP flows. As thef bins. For example, using a single level SFB queue with 90
number of nonresponsive flows increases, the number of biigs, a single nonresponsive flow pollutes only one bin. Using
which become “polluted” or have,, values of 1 increases. a two-level SFB queue with each level containing 45 bins, the
Consequently, the probability that a responsive flow gets hastagmber of effective bins is 4% 45 (2025). However, a single
into bins which are all polluted, and thus becomes misclassifigthnresponsive flow pollutes two bins (one per level). Thus, the
increases. Clearly, misclassification limits the ability of SFBdvantage gained by the two-level SFB queue is lost when ad-
to protect well-behaved TCP flows. ditional nonresponsive flows are added, as a larger fraction of

Using simple probabilistic analysis, (1) gives a closed-forfins become polluted compared to the single-level situation.
expression of the probability that a well-behaved TCP flow getsIn order to evaluate the performance degradatiosrefas

misclassified as being nonresponsive as a function of numbetlag number of nonresponsive flows increases, Fig. 18 shows the
levels (), the number of bins per leveB)), and the number of bandwidth plot of the 400 TCP flows when eight nonrespon-
nonresponsive/malicious flows{), respectively sive flows are present. In these experiments, each nonresponsive
L flow transmits at a rate of 5 Mb/s. As (1) predicts, in an SFB con-
1\ M figuration that contains two levels of 23 bins, 8.96% (36) of the
= [1 - <1 - E) () TCP flows are misclassified when eight nonresponsive flows are
present. When the number of nonresponsive flows approaches
In this expression, wheh is 1, SFB behaves much like SFQ.V, the performance of SFB deteriorates quickly as an increasing
The key difference is that SFB using one level is still a FIF@Qumber of bins at each level becomes polluted. In the case of
gueueing discipline with a shared buffer while SFQ has separaight nonresponsive flows, approximately six bins or one-fourth
per-bin queues and partitions the available buffer space amorafsthe bins in each level are polluted. As the figure shows, the
them. number of misclassified flows matches the model quite closely.
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Note that even though a larger number of flows are misclassified 080 p
as the number of nonresponsive flows increases, the probability Non—responsive Flow Throughput = 3.85 Mbs
of misclassification in a two-level SFB still remains below that 025 ¢
of SFQ or a single-level SFB. Using the same number of bins
(46), the equation predicts that SFQ and a single-level SFB mis- g %2 1
classify 16.12% of the TCP flows (64) when eight nonrespon- £ Fair Share
sive flows are present. g 015F ]
g o%f’ Do SO 8° ) eagae o Cartg 8
D. SFB With Moving Hash Functions £ o0 ;ﬁz%:goﬁéﬁ% éﬁiﬁﬁ@ o?,u;‘%%%—
In this section, two basic problems with the SFB algorithm %oos:o ot °Z°°:° ¥ ooy oo
are addressed. The first, as described above, is to mitigate the ~ %% | ° e
effects of misclassification. The second is to be able to detect
when nonresponsive flows become responsive and to reclassify 0.00 5 o0 200 50 00
them when they do. Flow Number
The idea behind SFB with moving hash functions is to peri- @)

odically or randomly reset the bins and change the hash func-
tions. A nonresponsive flow will continually be identified and
rate-limited regardless of the hash function used. However, by 0s5 | | Non-responsive Flow Throughput = 0.19 Mbs
changing the hash function, responsive TCP flows that happen
to map into polluted bins will potentially be remapped into at
least one unpolluted bin. Note that this technique effectively cre-
ates virtual bins across time just as the multiple levels of bins in
the original algorithm creates virtual bins across space. In many
ways the effect of using moving hash functions is analogous to
channel hopping in CDMA [18], [33] systems. It essentially re-
duces the likelihood of a responsive connection being continu- .
ally penalized due to erroneous assignment into polluted bins. 0ot ’
To show the effectiveness of this approach, the idea of moving

0.30 1 T T T T

0.20 | b
Fair Share

Throughput (Mbs)
o
o

0.10

hash functions was applied to the experiment in Fig. 19(b). In 000 b 100 200 300 200
this experiment, 8 nonresponsive flows along with 400 respon- Flow Number
sive flows share the bottleneck link. To protect against con- (b)

tinual misclassification, the hash function is changed every 25y 19, Bandwidth of TCP flows using modified SFB algorithms.(a) Moving
Fig. 19(a) shows the bandwidth plot of the experiment. As thash. (b) Double buffered moving hash.

figure shows, SFB performs fairly well. While flows are some-
times misclassified causing a degradation in performance, ng
of the TCP-friendly flows are shut out due to misclassificatio
This is in contrast to Fig. 18 where a significant number of TC
flows receive very little bandwidth.

Stformance of this approach. As the figure shows, the double
juffered moving hash effectively controls the bandwidth of
he nonresponsive flows and affords the TCP flows a very
~Tt%igh level of protection. Note that one of the advantages of the
flows in the experiment, it is interesting to note that ever oving hash function is that it can quickly react to nonrespon-

¥i¥e flows which become TCP-friendly. In this case, changing

time the hash function is changed and the bins are restie hash bins places the newly reformed flow out on parole for

nonresponsive flows are temporarily placed on *parole. ThEF od behavior. Only after the flow resumes transmitting at a

IS, honresponsive flows_ar_e given the benefit of the dou h rate is it again rate-limited. Additional experiments show
and are no longer rate-limited. Only after these flows cauiﬁg

sustained packet loss, are they identified and rate-limited ag ﬁi[ this algorithm allows for quick adaptation to flow behavior
Unfortunately, this can potentially allow such flows to gra '

much more than their fair share of bandwidth over time. For

example, as Fig. 19(a) shows, nonresponsive flows are allowed V. COMPARISONS TOOTHER APPROACHES

to consume 3.85 Mb/s of the bottleneck link. One way to solve )
this problem is to use two sets of bins. As one set of bins'% RED With a Penalty Box

being used for queue management, a second set of bins usinghe RED with penalty box approach takes advantage of
the next set of hash functions can be warmed up. In this cates fact that high-bandwidth flows see proportionally larger
any time a flow is classified as nonresponsive, it is hashed usiagrounts of packet loss. By keeping a finite log of recent
the second set of hash functions and the marking probabilitigascket loss events, this algorithm identifies flows which are
of the corresponding bins in the warmup set are updated. Whamresponsive based on the log [7]. Flows which are identified
the hash functions are switched, the bins which have beasbeing nonresponsive are then rate-limited using a mechanism
warmed up are then used. Consequently, nonresponsive fl@eush as class-based queueing [15]. While this approach may
are rate-limited right from the beginning. Fig. 19(b) shows thige viable under certain circumstances, it is unclear how the
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algorithm performs in the face of a large number of nonr&CP flows against nonresponsive flows using a minimal amount
sponsive flows. Unless the packet loss log is large, a singi€buffer space. Finally, as with the packet loss log approach,
set of high bandwidth flows can potentially dominate thERrRED also has a problem when dealing with a large number of
loss log and allow other, nonresponsive flows to go througitonresponsive flows. In this situation, the ability to distinguish
without rate-limitation. In addition, flows which are classifiedhese flows from normal TCP flows deteriorates considerably
as nonresponsive remain in the “penalty box” even if thesince the queue occupancy statistics used in the algorithm be-
subsequently become responsive to congestion. A periodic aane polluted. By not using packet loss as a means for iden-
explicit check is thus required to move flows out of the penaltyfying nonresponsive flows, BED cannot make the distinction
box. Finally, the algorithm relies on a TCP-friendliness chedketween¥ TCP flows multiplexed across a link versiysnon-

in order to determine whether or not a flow is nonresponsiveesponsive flows multiplexed across a link.

Withouta priori knowledge of the round-trip time of every flow

being multiplexed across the link, it is difficult to accuratelD. ReD With Per-Flow Queueing

determine whether or not a connectiorre>friendly. A RED-based, per-active flow approach has been proposed for

y providing fairness between flows [32]. The idea behind this ap-
B. Stabilized RD proach is to do per-flow accounting and queueing only for flows

Stabilized ReD is a another approach to detecting nonrespoihich are active. The approach argues that, since keeping alarge
sive flows [27]. In this case, the algorithm keeps a finite |0§umber of stateslls feasible, per-flow queueing and accounting
of recent flows it has seen. The idea behind this is that nonfé-Possible even in the core of the network. The drawbacks of
sponsive flows will always appear in the log multiple times antis @pproach is that it provides no savings in the amount of state
can be singled out for punishment. Unfortunately, for a largduired. IfN flows are active()(.V) states must be kept to iso-
number of flows, using the lasi/ flows can fail to catch non- ate the flows from each other. In addition, this approach does
responsive flows. For instance, consider a single nonrespondi@ address the large amount of legacy hardware which exists in
flow sending at a constant rate of 0.5 Mb/s in an aggregate céie Network. For such hardware, it may be infeasible to provide
sisting of 1000 flows over a bottleneck link of 100 Mb/s wher@€r-flow queueing and accounting. Becasse provides con-
a fair share of bandwidth is 0.1 Mb/s. In order to ensure that tfilerable savings in the amount of state and buffers required, it
nonresponsive flow even shows up in the lBsflows seenj/ 1S @ viable alternative for providing fairness efficiently.
needs to be at least 200 or 20% of the total number of flows. In _ ) )
general, if there are a total &f flows and a nonresponsive flow E- Stochastic Fair Queueing
is sending afX times the fair shardy/ needs to be at leaét/ X SFQ is similar to an SFB queue with only one level of bins.
in order to catch the flow. Thersalgorithm, on the other hand, The biggest difference is that, instead of having separate queues,
has the property that the state scales with the number of nor®&B uses the hash function for accounting purposes. Thus, SFB
sponsive flows. To ensure detection of the nonresponsive fldwis two fundamental advantages over SFQ. The firstis thatit can
in the above situation, a static 203 SFB queue which keepsmake better use of its buffers. SFB gets some statistical multi-
state on 30 bins or 3% of the total number of flows is sufficienplexing of buffer space as it is possible for the algorithm to over-
With the addition of mutating hash functions, an even smallebok buffer space to individual bins in order to keep the buffer

SFB gueue can be used. space fully-utilized. As described in Section IV-B, partitioning
the available buffer space adversely impacts the packet loss rates
C. FRED and the fairness amongst TCP flows. The other key advantage is

Another proposal for using® mechanisms to provide fair- that SFB is a FIFO queueing discipline. As aresult, it is possible
brop 9 b to change the hash function on the fly without having to worry

ness is Flow-RD (FRED) [22]. The idea behind REDIs to keep ab(f)ut packet re-ordering caused by mapping flows into a dif-

state baseq on |nstantaqeous queue occupancy of a glv,en ﬂo‘ﬂ’éljent set of bins. Without additional tagging and book-keeping,
a flow continually occupies a large amount of the queue’s buff

T . : R
space, itis detected and limited to a smaller amount of the buf? rplylng the moving hash functions to SFQ can cause signifi-

space. While this scheme provides rough fairness in many sit&g-m packet re-ordering.

tions, since the algorithm only keeps state for flows which have
packets queued at the bottleneck link, it requires a large buffer
space to work well. Without sufficient buffer space, it becomes We have demonstrated the inherent weakness of current active
difficult for FRED to detect nonresponsive flows, as they magueue management algorithms which use queue occupancy
not have enough packets continually queued to trigger the detiec-their algorithms. In order to address this problem, we
tion mechanism. In addition, nonresponsive flows are immediave designed and evaluated a fundamentally different queue
ately re-classified as being responsive as soon as they clear thenagement algorithm called. 8. BLUE uses the packet loss
packets from the congested queue. For small queue sizes, @nsl link utilization history of the congested queue, instead
quite easy to construct a transmission pattern which exploits tbisqueue lengths to manage congestion. In addition toeB
property of RED in order to circumvent its protection mechawe have proposed and evaluated SFB, a novel algorithm for
nisms. Note that SFB does not directly rely on queue occuparssalably and accurately enforcing fairness amongst flows in
statistics, but rather long-term packet loss and link utilizaticm large aggregate. Using SFB, nonresponsive flows can be
behaviors. Because of this, SFB is better suited for protectiitgntified and rate-limited using a very small amount of state.

VI. CONCLUSION AND FUTURE WORK



FENGet al. THE BLUE ACTIVE QUEUE MANAGEMENT ALGORITHMS

(1]
(2]
(3]

(4]

(5]
(6]

(71

(8]

527

REFERENCES [31] K. Ramakrishnan and S. Floyd, “A proposal to add Explicit Congestion
Notification (ECN) to IP,”, RFC 2481, Jan. 1999.

B. Suter, T. V. Lakshman, D. Stiliadis, and A. Choudhury, “Design con-
siderations for supporting TCP with per-flow queueing,Proc. IEEE
INFOCOM, Mar. 1998, pp. 299-306.

V. K. Garg, K. Smolik, and J. E. Wilke#\pplications of CDMA in Wire-
less/Personal CommunicatiansEnglewood Cliffs, NJ: Prentice-Hall,
Oct. 1996.

C. Villamizar and C. Song, “High-performance TCP in ANSNET,”
Comput. Commun. Revol. 24, no. 5, pp. 45-60, Oct. 1994.

(32]
S. Athuraliya, S. Low, V. Li, and Q. Yin, “REM active queue manage-
ment,”IEEE Network Mag.vol. 15, pp. 48-53, May 2001.
B. Bloom, “Space/time trade-offs in hash coding with allowable errors,” [33]
Commun. ACMvol. 13, no. 7, pp. 422-426, July 1970.
R. Braden, D. Clark, J. Crowcroft, B. Davie, S. Deering, D. Estrin, S.
Floyd, V. Jacobson, G. Minshall, C. Partridge, L. Peterson, K. Ramakr{34]
ishnan, S. Shenker, J. Wroclawski, and L. Zhang, “Recommendations
on queue management and congestion avoidance in the Internet,”, RFC

2309, Apr 1998.

K. Cho, “A framework for alternate queueing: Toward traffic manage-
ment by PC-UNIX based routers,” IASENIX Annu. Tech. Conflune
1998, pp. 247-258.

I. Cidon, R. Guerin, and A. Khamisy, “On protective buffer policies,”
IEEE/ACM Trans. Networkingrol. 2, pp. 240-246, June 1994.

S. Doran, “RED experience and differentiated queueing,” presented
the North American Network Operators’ Group (NANOG) Meeting.
Dearborn, MI, June 1998.
K. Fall and S. Floyd.
support end-to-end congestion
ftp://ftp.ee.Ibl.gov/papers/collapse.ps
W. Feng, D. Kandlur, D. Saha, and K. G. Shin, “Techniques for elimi
nating packet loss in congested TCP/IP networks,” Univ. Michigan, Ann

(1997, Feb.) Router mechanisms t
control. [Online].  Available

Wu-chang Feng received the B.S. degree in
computer engineering from Penn State University,
State College, and the M.S.E. and Ph.D. degrees in
computer science engineering from the University
of Michigan, Ann Arbor.

He is currently an Assistant Professor at the
Oregon Graduate Institute (OGI) at the Oregon
Health and Science University (OHSU) where he
is currently a member of the Systems Software
Laboratory. Prior to joining OGI/OHSU, he served
as a Senior Architect at Proxinet/Pumatech, Inc.

Arbor, Ml, Tech. Rep. UM CSE-TR-349-97, Oct. 1997.
[9] ——, “A self-configuring RED gateway,” irProc. IEEE INFOCOM
Mar. 1999, pp. 1320-1328.
W. Feng, D. Kandlur, D. Saha, and K. G. Shin, “Blue: A new class of
active queue management algorithms,” Univ. Michigan, Ann Arbor, MIKang G. Shin (S'75-M'78-SM’'83—F'92) received the B.S. degree in elec-
Tech. Rep. UM CSE-TR-387-99, Apr. 1999. tronics engineering from Seoul National University, Seoul, Korea, in 1970 and
——, “Stochastic fair BLUE: A queue management algorithm for enthe M.S. and Ph.D degrees in electrical engineering from Cornell University,
forcing fairness,” irProc. IEEE INFOCOMApr. 2001, pp. 1520-1529. Ithaca, NY, in 1976 and 1978, respectively.
S. Floyd, “TCP and explicit congestion notificatioGomput. Commun.  He is the O’Connor Chair Professor of Computer Science, and the Founding
Reyv, vol. 24, no. 5, pp. 10-23, Oct. 1994. Director of the Real-Time Computing Laboratory, Department of Electrical En-
S. Floyd and V. Jacobson, “On traffic phase effects in packet-switch@ineering and Computer Science, The University of Michigan, Ann Arbor, MI.

gateways, Internetworking: Research and Experiengel. 3, no. 3, pp. His current research focuses on QoS-sensitive networking and computing as
115-156, Sept. 1992. well as on embedded real-time OS, middleware and applications, all with em-

[10]

[11]
[12]

(13]

[14] —, “Random early detection gateways for congestion avoidance?hasis on timeliness and dependability. He has supervised the completion of 42
IEEE/ACM Trans. Networkingol. 1, pp. 397-413, Aug. 1993. Ph.D. theses, and authored/coauthored over 600 technical papers and numerous
[15] —, “Link-sharing and resource management models for packet nd0k chapters in the areas of distributed real-time computing and control, com-

works,” [EEE/ACM Trans. Networkingol. 3, pp. 365-386, Aug. 1995, Puter networking, fault-tolerant computing, and intelligent manufacturing. He
R. Guerin, S. Kamat, V. Peris, and R. Rajan, “Scalable QoS provisi&?s coauthored (with C. M. Krishn&eal-Time Systengslew York: McGraw

through buffer management,” Proc. ACM SIGCOMMSept. 1998, pp. Hill, 1997). . .
20-40. Dr. Shin received the Outstanding IEEERANSACTIONS ON AUTOMATIC

: « i i ONTROL Paper Award in 1987, and the Research Excellence Award in 1989,
Sc;nHt?JII?;'g/ 'fol\cIzgaﬁeéﬁ?gzliﬁ'p%g?twéC-;I-%npg ’flgﬁsqﬁmsg’cﬁl?gégﬁﬁyeﬁe Outstanding Achievement Award in 1999, the Service Excellence Award
FOCOM, Apr. 2001, pp. 1726-1734. ' in 20001 and th_e I_Dlstmgmshed Faculty Achievement Awe_ard in 2001 from the
|EEE 802.11 Stand’ard]une 1997, Unlversny'of Michigan. He has also coauthored papers with his students Wh_|ch
V. Jacobson, “Congestion avoidance and control,Pinc. ACM SIG- have received the Be_st S_tudent Pape_r Awards from the 1996 IEEE Real—_Tlme
COMM, Aug.’ 1988, pp. 314-329. ' ’ Technology and Application Symposium and the 2000 UNSENIX Technical

S. Kunniyur and R. Srikant, “Analysis and design of an Adaptive Virtual onference.
Queue (AVQ) algorithm for active queue managementPiac. ACM

SIGCOMM Aug. 2001, pp. 123-134.

W. Leland, M. Taqqu, W. Willinger, and D. Wilson, “On the self-similar

nature of ethernet traffic (extended versionNEFEE/ACM Trans. Net-
working, vol. 2, pp. 1-15, Feb. 1994,

D. Lin and R. Morris, “Dynamics of random early detection,”Rnoc.
ACM SIGCOMM Sept. 1997, pp. 127-137.

S. McCanne and S. Floyd. (1996) ns-LBNL Network Simulator. [On
line]. Available: http://www-nrg.ee.lbl.gov/ns/

[16]

(17]

(18]
(19]

[20]

(21]

Dilip D. Kandlur (S'90-M'91) received the
M.S.E. and Ph.D. degrees in computer science and
engineering from the University of Michigan, Ann
Arbor.

He heads the Networking Software and Services
Department at the IBM T. J. Watson Research Center,

(22]

(23]

[24] P. McKenney, “Stochastic fairness queueing,” roc. IEEE IN- H. Yorktown Heights, NY. Since joining the 1BM T, J
FOCOM, Mar. 1990, pp. 733-740. = P ) o
[25] R. Morris, “TCP behavior with many flows,” iProc. IEEE Int. Conf. gﬁ?%rﬁ?ﬁ%@férgfegrgl\fiéﬁs;zﬂigoc;:ferf/iicév
Network ProtocolsOcF. 1997, pp. 295_2%1' - in hosts and networks and their application to multi-
[26] (1998). Netperf. [Online]. Available: http.//www.n_e_tperf.org/ media systems, network and server performance, web
[27] T. Ott, T. Lakshman, and L. Gong, “SRED: Stabilized RED, Hroc. ) !

caching, etc. In particular, he has worked on protocols and architectures for
. ’ . . providing quality of service in IP and ATM networks, their impact on trans-
V. Paxson, “End-to-end internet packet dynamics,Pioc. ACM SIG- ot nrotocols, and their realization in protocol stacks for large servers and
COMM, Sept. 1997, pp. }3_9_152' ] ) ) switch/routers. He holds ten U.S. patents.

V. Paxson and S. Floyd, “Wide-area traffic: The failure of Poisson mod- py kandiur is a member of the IEEE Computer Society and currently Vice-
eling,” in Proc. ACM SIGCOMMAug. 1994, pp. 257-268. Chair of the IEEE Technical Committee on Computer Communications. He has
K. K. Ramakrishan and R. Jain, “A binary feedback scheme for congeseen awarded an Outstanding Technical Achievement Award for his work in
tion avoidance in computer network#ACM Trans. Comput. Systiol.  creating the QoS architecture for IBM server platforms, and has been recognized
8, no. 2, pp. 158-181, May 1990. as an IBM Master Inventor.

IEEE INFOCOM Mar. 1999, pp. 1346-1355.
(28]

[29]

(30]



528 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 10, NO. 4, AUGUST 2002

Debanjan Saha(M’'01) received the B.Tech. degree
from the Indian Institute of Technology, India, and
the M.S. and Ph.D. degrees from the University of
Maryland at College Park, all in computer science.

He manages the advanced development group
at Tellium, Inc., West Long Branch, NJ. Prior to
his tenure at Tellium, he spent several years at
IBM Research and Lucent Bell Labs, where he
designed and developed protocols for IP routers
and Internet servers. He is actively involved with
various standards bodies, most notably IETF and
OIF. He also serves as editor of international journals and magazines, technical
committee members of workshops and conferences. He is a notable author of
numerous technical articles on various topics of networking and is a frequent
speaker at academic and industrial events.




	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


