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AbstractÐUnlike deterministic real-time communication in which excessive resources may be required for ªabsoluteº performance

guarantees, statistical real-time communication seeks to achieve both probabilistic performance guarantees and efficient resource

sharing. This paper presents a framework for statistical real-time communication in ATM networks, providing delay-guaranteed

transport of MPEG-coded video traffic with a statistically-guaranteed cell-loss ratio. Delay-guaranteed communication is achieved with

a modified version of Traffic-Controlled Rate-Monotonic Priority Scheduling (TCRM). A set of statistical real-time channels that share

similar traffic characteristics are multiplexed into a common macrochannel. Those statistical real-time channels which are multiplexed

together share the resources of a macrochannel, and individual statistical real-time channels are given timeliness and probabilistic cell-

loss guarantees. A macrochannel is serviced by the modified TCRM which improves link utilization and makes channel management

simpler. Based on the analysis of an M=D=1=N queueing system, we propose a procedure for determining the transmission capacity

of a macrochannel necessary to statistically guarantee a cell-loss ratio bound. Our extensive trace-driven simulation has shown the

superiority of the proposed framework to the other approaches. The overall cell-loss ratios for multihop statistical real-time channels

are shown to be smaller than the predetermined bounds, thus verifying our analytical results.

Index TermsÐATM, B-ISDN, statistical real-time communication, video conferencing, statistical multiplexing, MPEG.
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1 INTRODUCTION

IN order to realize its potential as a B-ISDN, an
ATM network must be able to transport a wide variety

of traffic. Moreover, providing integrated services in high-
speed store-and-forward networks like ATM is a difficult
task because of the wide range of traffic patterns and
Quality-of-Service (QoS) requirements to support. Real-time
networking applications such as video and audio conferen-
cing, video-on-demand, and remote medical services in an
integrated network pose serious challenges, especially due
to their stringent QoS requirementsÐsuch as bounded cell-
delivery delay and cell-loss ratioÐand their highly-bursty
traffic.

Unlike best-effort delivery services, real-time commu-

nication requires each cell delivery delay, not the average

delay, as a QoS requirement. If a cell arrives at the receiver

after its deadline, its value to the application may be greatly

diminished or even worthless. In some circumstances, a cell

(actually the segment containing it) that missed its deadline

is considered lost. For example, if a cell which contains part

of a frame for real-time video conferencing arrives at the

receiver later than the frame's playback time, the receiver

will not be able to play the video frame in a complete form

and the late cell will be of no use to the application. Thus,
the cell-delivery delay must be bounded and predictable for
real-time applications. It is impossible, however, to meet
various QoS requirements for different real-time applica-
tions using the best-effort delivery service of conventional
packet-switched networks, because their packet multiplex-
ers do not differentiate between real-time and nonreal-time
traffic, nor among real-time connections themselves. Several
packet-multiplexing techniques have been proposed to
provide different QoS for different real-time applications
[1], [2], [3], [4], [5], [6], [7], [8], [9]. In particular, we
proposed Traffic-Controlled Rate-Monotonic Priority Sche-
duling (TCRM) [9] as a cell-multiplexing scheme to achieve
deterministic real-time communication in ATM networks.
The prime attraction of the TCRM lies in its simplicity and,
hence, makes it suitable for highspeed networks such as
ATM and, at the same time, provides high channel
admissibility.

Real-time communication can be classified further into
two categories according to QoS requirements [10]: determi-
nistic and statistical. In deterministic real-time communica-
tion, QoS requirements are specified in absolute terms and
no cell losses or deadline misses are allowed. In order to
satisfy its absolute QoS requirements, each deterministic
real-time connection must reserve resources based on the
worst-case source traffic-generation behavior, thus resulting
in severe underutilization of network resources, especially
when source traffic is bursty. By contrast, to make more
efficient use of network resources, statistical real-time
communication specifies QoS requirements in probabilistic
(instead of deterministic) terms and tolerates a certain
percentage of cell losses and/or deadline misses. Such a
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specification allows for overbooking network resources
and, at the same time, enhancing the multiplexing gain.
Statistical real-time communication is useful especially to
those applications: 1) That can tolerate a portion of cell
losses and deadline misses and 2) Whose traffic is bursty.
The statistical multiplexing gain is known to be substantial,
especially in Variable-Bit-Rate (VBR) applications such as
MPEG-coded video.

While much work has been done to realize determi-
nistic real-time communication over multihop networks
[9], [11], [12], much less has been done to provide
statistical real-time guarantees over multihop networks.
Ferrari and Verma [4] introduced the concept of statistical
performance guarantees and proposed a method for
statistical real-time communication in WANs using the
Earliest-Due-Date (EDD) packet-scheduling policy. They
specified a channel-establishment condition for statistical
performance guarantees. However, since it requires the
calculation of the probability of deadline overflows that
depends on other channels' activities, their channel-
establishment process is quite complex. Kurose [13]
proposed to model a traffic source with a family of
random variables that bound the number of packets sent
during various time intervals. In his approach, the delay
of each packet in the network can be upper-bounded, but
the bound may be quite loose. Zhang and Knightly
applied Kurose's input traffic model to Rate-Controlled
Static-Priority (RCSP) and provided statistical perfor-
mance guarantees for individual real-time connections in
general packet-switched networks [14]. They proposed to
use traffic shaping at the intermediate nodes in order to
prevent the burstiness of VBR traffic as packets travel
through the network. However, each packet is required to
carry its timing information for traffic shaping. Since an
ATM cell cannot carry any timing information, it is
impossible to implement such a traffic shaper and, thus,
this scheme cannot be employed in ATM networks.
Without traffic shaping, the increased burstiness will
lower network utilization. Moreover, it is not clear how to
choose appropriate bounding random variables of real
applications, like MPEG-coded video, which have great
effects on network utilization. Zhang et al. [15] also
derived a statistical bound on the end-to-end delay by
applying the Exponentially-Bounded Burstiness (EBB)
process model [16] to Generalized Processor Sharing
(GPS) networks in a similar way as Parekh and Gallager
[17], [18] derived a deterministic bound using the leaky
bucket model [19], [20]. Although their work is theoreti-
cally attractive, it is not clear whether it can be applied to
real life systems since their scheme assumes an infinite
buffer at each node. Moreover, the implementation
complexity of PGPS must be resolved before it can be
used for highspeed networks like ATM [9]. Reisslein et al.
[21], [22] also showed that statistical delay guarantee for
multiplexed real-time streams can be achieved in multi-
hop networks by employing cascaded leaky-bucket reg-
ulators, which adds to the complexity of switches.

Effective bandwidth has been investigated in order to
provide statistically-guaranteed QoS in ATM networks [23],
[24], [25]. This approach is based on the large deviation

theory and often employs an on-off process as a source
traffic model. In particular, Elwalid et al. [25] derived the
worst-case traffic parameters to achieve lossless multi-
plexing and used them to extract multiplexing gains from
the statistical independence of traffic processes subject to
the constraint of a small buffer-overflow probability. They
employed the leaky-bucket-regulated periodic on-off pro-
cess as their input traffic model to this end. In order to
calculate the overflow probability in the buffered multi-
plexing system like an ATM multiplexer, they developed a
virtual buffer/trunk system. This model enabled them to
transform the two-resource (buffer and link bandwidths)
reservation problem into a single-resource reservation
problem. By using this model, they were able to use the
Chernoff bound as a buffer-overflow probability estimate.
Although their approach is mathematically elegant, the
estimate based on the extremal on-off process is quite
pessimistic as we shall see in Section 4.

In this paper, we propose a framework to provide
statistical real-time communication services for
MPEG videos in ATM networks equipped with the TCRM
[9]. In addition to its simplicity, the TCRM achieves a good
channel accommodability. The TCRM, however, was in-
tended for providing deterministic real-time communica-
tion services and does not allow statistical multiplexing
among real-time connections. We make a slight modifica-
tion to the TCRM so that it may allow statistical multi-
plexing among a set of real-time connections. The modified
TCRM retains the property of providing a CBR (Constant-
Bit-Rate) pipe to each individual virtual channel. So, every
cell of each virtual channel is guaranteed to be delivered
within a certain bound as long as it is not lost due to buffer
overrun. By employing the histogram-based model [26] as
the input traffic specification for video traffic data along
with the modified TCRM, we analytically derive a statistical
bound for the average cell-loss ratio of each statistical real-
time channel. The TCRM's ability to provide CBR pipes is
crucial to our analysis. Simulation results are shown to
support our analysis.

Our approach differs in several aspects from the effective
bandwidth approach [23], [24], [25] in providing statistical
real-time communication services. First, our approach can
provide a framework that can control the capacity of a trunk
over which statistical real-time channels are multiplexed
using the TCRM. Therefore, it can be used not only for a
large ATM network but also for a small system that
multiplexes only a dozen of real-time channels. Second, as
compared to the effective bandwidth approach, ours
provides much tighter cell-loss estimates that can be used
for channel-admission control. Finally, we can reduce the
complexity of channel admission control by adjusting the
number of bins in the histogram while the Chernoff bound
approach requires to solve nonlinear equations in calculat-
ing cell-loss estimates.

The remainder of this paper is organized as follows:
Section 2 defines a real-time connection with statistical
performance guarantees (i.e., a statistical real-time channel)
and reviews the characteristics of the TCRM. Section 3
describes the MPEG video source model and analytically
derives the cell-loss ratios of a set of real-time channels for
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both single-hop and multihop cases. Section 4 presents a
simulation study with real MPEG video data and compares
our approach with the effective bandwidth approach. The
paper concludes with Section 5.

2 BACKGROUND

Providing statistical real-time communication service re-
quires source-traffic modeling, resource reservation, and an
appropriate scheme for cell-multiplexing and buffer-man-
agement. This section discusses the cell-scheduling scheme
to be used in our approach.

We first define a statistical real-time channel as a
unidirectional virtual circuit that guarantees the probability
of losing a cell of this channel to be less than a given
number Z:

Pr�end-to-end cell loss� � Z: �2:1�
Although a statistical real-time channel can also be defined
in terms of delay as was done in [27], we consider only cell
losses due to buffer overrun, because the modified TCRM
used in our scheme can guarantee the delivery deadline of
every cell as long as it is not lost due to buffer overrun.
(More on this will be discussed in Section 3.4.2.)

2.1 TCRM

The TCRM [9] is a cell-scheduling scheme for output-
queueing ATM switches [28] in order to provide a
guaranteed throughput to individual deterministic real-
time channels sharing a common outgoing link. It emulates
circuit switching during a period longer than the cell
interarrival time of each real-time channel. Fig. 1 shows the
structure of the TCRM consisting of a set of traffic controllers
and a rate-monotonic priority scheduler. A traffic controller is
assigned to each individual real-time channel and the rate-
monotonic priority scheduler is shared by all the real-time
channels running over the link.

2.1.1 Traffic Controller

Consider a real-time channel i whose throughput require-
ment is �i (in bits/sec). For real-time channel i, the
function of the traffic controller is to keep the cell-arrival
rate at the scheduler below �i. It holds the incoming cells
until their supposed arrival times known as logical arrival
times and then moves them to the scheduler. The logical
arrival time of an incoming cell is calculated based on
that of the previous cell of real-time channel i. Thus, the

logical arrival time of the kth cell of real-time channel i,
Xi�k�, is calculated as:

Xi�k� �
A1�k� k � 1
maxfXi�kÿ 1� � L

�i
; Ai�k�g k � 2;

�
�2:2�

where Ai�k� is the actual arrival time of the kth cell of
real-time channel i, and L denotes the length of an
ATM cell, 53 bytes. The traffic controller ensures that the
inter-logical arrival time of the incoming cells at the
scheduler is at least L=�i. Assuming that the cell-arrival
rate at the traffic controller from the previous link is
lower than �i=L, we can ensure that there will be at most
one cell of real-time channel i in its traffic controller, as
the traffic controller is allowed to transfer one cell every
L=�i seconds. Consequently, the traffic controller requires
a buffer to store only one cell.

2.1.2 Nonpreemptive Rate-Monotonic Priority

Scheduling

After the cell stream of real-time channel i passes through
the traffic controller, the cell-arrival rate at the scheduler of
every switch is bounded by �i=L. If the minimum cell-drain
rate at the scheduler is �i=L, there will never be an
unbounded accumulation of cells at the scheduler. The
minimum cell interarrival time and the cell-delay bound at
the scheduler will be given by L=�i. As a result, we set the
cell-delivery deadline to L=�i.

Liu and Layland [29] proved that rate-monotonic priority
scheduling is optimal among all fixed-priority scheduling
policies when the deadline of each task is the same as the
task period. If we view a cell as a ªtaskº and a link as a
ªprocessor,º then the rate-monotonic priority cell schedul-
ing is optimal among fixed-priority scheduling policies that
achieve the guaranteed throughput, because the cell
interarrival time is the same as the cell-delivery deadline
�� L=�i�. Thus, we adopt the rate-monotonic priority
scheduler for cell transmissions. This scheduling policy
assigns higher priority to real-time channels with higher
request rates, i.e., higher �i.

Note that the analysis in [29] is based on a preemptive
scheduling policy. However, preemptive scheduling is not
desirable for cell transmissions, since if in-progress trans-
mission of a cell is interrupted, the cell will be lost and has
to be retransmitted, thus wasting network resources. So, we
have to use the nonpreemptive rate-monotonic priority
scheduling policy as the cell scheduler. The nonpreemptive
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rate monotonic priority scheduler assigns priority to each
real-time channel according to its required throughput and
an in-progress cell transmission will not be preempted.
With an appropriate channel-admission control [9], the
scheduler provides the minimum throughput �i to real-time
channel i.

Since the cell interarrival time is larger than, or equal to,
L=�i and one cell is permitted to be transmitted every L=�i,
at most one cell can stay in the scheduler at any time. Thus,
the scheduler needs a buffer of only one cell for each real-
time channel.

In summary, the rate-monotonic priority scheduler
works as follows: In Fig. 1, the scheduler transmits cells
according to their priorities, i.e., values of �i. If there are no
real-time channel cells to transmit, cells from the nonreal-
time traffic queue are transmitted. The cells held at the
traffic controllers are not allowed to be transmitted in any
case. Although there is no statistical multiplexing among
real-time channels under the TCRM, it doesn't necessarily
waste bandwidth, because the bandwidth left unused by
real-time channels is used to transmit nonreal-time traffic.

2.1.3 Emulating Circuit-Switching at the Cell-Level

One characteristic of the TCRM is that it emulates circuit-
switching at the cell level if a cell arrives during every inter-
logical arrival time from the source and if every node along
the path employs the TCRM as its link scheduler. Let Ti�t; s�
be the amount of channel i's traffic transmitted over a link
during a time interval �t; s� for any t; s such that t � s, then

Lbsÿ t
L=�i

c � Ti�t; s� � Ldsÿ t
L=�i

e: �2:3�

The lower bound is derived from the fact that a cell of
channel i is guaranteed to be transmitted every L=�i by the
scheduler of the current node, and the upper bound comes
from the fact that the worst-case cell-arrival rate from the
link scheduler of the previous node is �i=L. Thus, the
average traffic-service rate of channel i, Ri�t; s�, during the
interval �t; s� is given as:

Ri�t; s� � �i; �2:4�
where sÿ t � k�L=�i� and k � 1; 2; . . . . In other words, the
throughput of channel i is guaranteed to be �i during any
time interval of length L=�i, implying that the TCRM
emulates circuit-switching at the cell level.

Since it employs rate-monotonic priority scheduling, the
TCRM is simple enough to operate in highspeed networks
like ATM compared to other packet-scheduling schemes
which require timestamp-based sorting [1], [4], [7], [8] (see
[9] for detailed implementation issues), while yielding
network utilization close to that of a deadline-based
scheduling which is known to be optimal in terms of
network utilization [9]. However, the deterministic real-
time communication service provided by the TCRM has
two disadvantages due to its strict ªseparationº of real-time
channels. The first is its inefficient use of buffer and link
bandwidth when only the resource usage by real-time
traffic is considered. The second is its complex channel
management due to the need to monitor each individual

real-time channel separately. By allowing real-time channels
to be multiplexed statistically, the proposed new frame-
work for statistical real-time communication utilizes re-
sources more efficiently and, at the same time, provides
simpler channel management by monitoring a set of
statistical real-time channels together.

3 A FRAMEWORK FOR STATISTICAL REAL-TIME

COMMUNICATION

Using the guaranteed-throughput service provided by the
TCRM, we now build a framework for statistical real-time
communication on ATM networks. We first need to
describe the model of MPEG video traffic sources.

3.1 The Histogram-Based Model for MPEG Video
Traffic Sources

In order to reduce the large amount of multimedia traffic
such as video, audio, and graphical data, a number of data
compression techniques have been proposed and used.
Compression attempts to keep the quality of played-back
data at the receiving end constant at the expense of
changing the bit rate. Consider an MPEG-coded movie
sequence, Starwars,1 in Fig. 2a. The sequence shows
extremely high burstiness as I (Intracoded), P (Predictive),
and B (Bidirectional) frames alternate. Accurate character-
ization of these compressed data streams is essential for
real-time transport of such data over ATM networks.

Numerous models have previously been proposed for
VBR video under various compression schemes [26], [31],
[32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42],
[43], [44], [45]. Since the VBR behavior of a video stream
strongly depends on the compression technique used,
many of these models do not characterize MPEG-coded
video which is now widely-accepted as a standard for
transmission and storage of video data in many multi-
media systems. How to characterize MPEG-coded video
streams has been investigated by several researchers [36],
[37], [41], [43], [44], [45]. They addressed the modeling of
MPEG streams using a model fitting or an analytic
approach. Especially, in [43], [44], Krunz et al. character-
ized a video stream using its frame-size histogram and
generated synthetic streams possessing the same char-
acteristics as the original stream. These synthetic streams
are then used for a simulation study of bandwidth-
allocation and buffer-dimensioning problems. Compared
to the analytic approach considered in this paper, their
approach doesn't scale well, i.e., has a limitation in
dealing with a large number of multiplexed video
streams. In [45], Krunz and Tripathi solved the band-
width-allocation problem for multiplexed video streams
using a time-varying traffic envelope. To reduce the
bandwidth requirement, they proposed to arrange the
starting times of component video streams in such a way
that I ,P , and B frames evenly coincide with one another.
Such an arrangement may be implementable for a single-
hop network, but it is impractical for a multihop network
since frame boundaries change as the traffic advances
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inside the network. In contrast, our approach does not
require such an arrangement.

Skelly et al. [26] proposed a histogram-based model in
order to describe a slowly-varying VBR video traffic source
like a motion JPEG video. In their model, the traffic-
generation rate from a video source is assumed to be
constant during a fairly long period since the bit rate of a
motion JPEG video changes very slowly. Using this
assumption, Shroff and Schwartz [46] derived an analytic
solution to the bandwidth-allocation problem for multi-
plexed video streams which were deterministically
smoothed at their sources.

The bit rate changes more rapidly in an MPEG video
than in a motion JPEG video, but this change can still be
considered slow compared to a cell's worst-case link
delay in an ATM network, if the ratio of buffer size to the
output rate is sufficiently small. If video frames are
decomposed into ATM cells for transmission and cells are
injected into the network after being deterministically
smoothed within each frame period, then the cell-arrival
rate remains constant in each frame period. For example,
if a video buffer can hold 100 cells and the output rate of
the buffer is 2,000 cells/frame, the worst-case cell delay at
the buffer is one twentieth of a frame period2 and, thus,
the bit-rate change is slow relative to the worst-case cell
link delay. This small ratio assumption is valid in a
variety of applications since most real-time video com-
munications require a very small link delay bound.

Under this assumption, we can derive the cell-loss
behavior of aggregated video streams using an approach
similar to that in [46]. To this end, we extend the histogram-
based video model for an MPEG-coded video as follows:
Let's assume that: 1) All the video streams have the same
frame period, T , and 2) Transmissions of ATM cells are
randomly scattered within a frame period, i.e., random
smoothing at the source. The cell-arrival rate is measured in

each frame period. We can then think of the arrival process
formed by a video stream as a modulated Poisson process
whose modulating process is the cell-arrival rate sequence
of the entire stream. Since the cell-arrival rate changes
frame-by-frame, the modulating process keeps it constant
during a certain frame period. The probability mass of a
certain cell-arrival rate can be obtained from the histogram
of frames' cell-arrival rates. When multiple video streams
are multiplexed, the input process of the aggregate traffic
can also be modeled as a modulated Poisson process if all
the component streams are synchronized frame-by-frame,
i.e., frame-transition times of all the component streams are
synchronized. The frame-transition time kT where
k � 0; 1; 2; . . . is defined as the time at which the transmis-
sion of a new frame starts. During a time interval,
�kT ; �k� 1�T �, each component stream generates Poisson
traffic. Since the superposition of Poisson processes forms
another Poisson process, the aggregate traffic becomes a
Poisson process during this interval. Considering full-
length videos, the aggregate traffic becomes another
modulated Poisson process. In this case, the modulating
process has the same form as that of a single video stream,
and the probability mass function (pmf) of the cell-arrival
rate of the aggregate traf f icÐcal led the rate
pmfÐdetermines the probability masses of cell-arrival rates
in the modulated Poisson process. The rate pmf of the
aggregate traffic is obtained by taking the convolution of the
rate pmfs of all component streams.

The modulated Poisson process model described above
may appear unrealistic due mainly to the condition that all
the component streams are synchronized frame-by-frame.
However, it can be shown that the synchronized traffic-
arrival scenario is the worst case of cell losses for multi-
plexed video streams, which will be discussed in detail in
Section 3.3. One can therefore obtain an upper bound of
cell-loss ratio for any frame synchronization scenario using
the modulated Poisson process model.

When a large number of video streams are multi-
plexed, the assumption of using random smoothing at the
source can be relaxed since a large number of similar and
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2. Note that this is a cell link delay bound. To calculate the end-to-end
frame delay bound, we should consider additional delays such as source/
destination processing delays and smoothing delay at the source since we
assumed source smoothing.



independent sources can be considered as a Poisson
process [47]. Thus, as long as the cells of a frame do not
arrive in burst as a result of some form of smoothingÐ-
whether it is random or deterministicÐat the source, we
can model the cell arrivals of the aggregate video as a
modulated Poisson process.

Fig. 2b shows the histogram of the traffic-generation rate
of the sequence in Fig. 2a. The MPEG sequence is
IBBPBBPBBPBBIBB . . . . Since I frames appear once
every 12 frames, the frequency of large frames in the
histogram is very low compared to that of small frames.

3.2 Macrochannel

In our approach, a QoS guarantee is made to a set of
statistical real-time channels, rather than to a single real-
time channel as in the deterministic approach. Specifi-
cally, we use a statistical real-time channel to transport a
video stream. The set of statistical real-time channels are
multiplexed onto a common ªmacroº real-time channel
which is guaranteed to receive the minimum throughput
provided by the TCRM. A macrochannel is defined as a
single-hop real-time channel with parameters (�;N) over
a link where � is the bandwidth (in bits/sec) guaranteed
to this channel by the TCRM and N is the size of buffer
needed at the traffic controller of this channel. Recall that
the buffer space for only one cell is reserved for each
real-time channel at its traffic controller in the original
TCRM. In this paper, we change the TCRM's buffer size
from 1 to N in order to reduce the cell-loss probability
when multiple cells arrive at the macrochannel in a very
short time. The cell-drain rate from the buffer is ensured
to be �=L using the cell logical arrival times. Since the
admission control in [48] requires only � as a parameter,
the change of the buffer size does not require any other
modifications to the structure of the TCRM.

Within a macrochannel, we do not differentiate
statistical real-time channels from one another. All the
cells arriving at this macrochannel are transmitted on a
FIFO (First-In-First-Out) basis. This policy simplifies
significantly channel management within a macrochannel
as compared to the case of treating individual statistical
real-time channels separately. Note, however, that the
cells of a macrochannel are serviced separately from those
of the other macrochannels, deterministic real-time
channels, and best-effort traffic. Since all the statistical
real-time channels sharing a common macrochannel are
treated equally on a FIFO basis, all cells in the macro-
channel are given the same loss probability irrespective of
the cell's channel membership. This implies that indivi-
dual statistical real-time channels sharing a common
macrochannel have the same cell-loss ratio of the
macrochannel. That is, the statistical loss guarantee of a
macrochannel implies that of each of its component
channels, hence allowing us to focus on the macrochannel
(or a ªbundleº of statistical real-time channels).

Given input traffic specifications of all of its component
statistical real-time channels we can derive the parameters
(�;N) of a macrochannel based on its QoS requirement, or
its cell-loss ratio bound Z.

Fig. 3 shows a scenario in which various statistical real-
time communication services are provided. Macrochannels

with different parameters (�;N) are established in order to
provide different QoS guarantees in a single ATM network.
Although Fig. 3 shows one macrochannel per link, one can
establish an arbitrary number of macrochannels with
different cell-loss ratios over a link as long as there are
sufficient resources.

A statistical real-time channel C may run through a
(fixed) multihop path between its source and destination.
In such a case, since a macrochannel is established over
each hop, we need to concatenate a series of ªappro-
priateº macrochannels each of which is selected from the
macrochannels established over each link along the path,
and multiplex the statistical real-time channel C into
them. By an ªappropriateº macrochannel, we mean that it
must guarantee the cell-loss ratio required for this
statistical real-time channel C. We will discuss how to
choose macrochannels when we consider admission
control later in this section.

Given the above setting, the problem is how to determine
the bandwidth � and the buffer space N needed to meet the
given delay and cell-loss requirements. Since the
TCRM bounds the delay over each link when the buffer
size N and the minimum throughput � are fixed, we will
first concentrate on the cell-loss ratio.

3.3 Cell-Loss Ratio within a Macrochannel

We want to derive the cell-loss ratio of a macrochannel
using the histogram-based model for aggregate video
sources. For now, we will consider only the case in which
all statistical real-time channels are established over only a
single hop, so that all the cell streams are fed into a
macrochannel directly from external sources. We will in
Section 3.4 relax this assumption.

In order to determine the cell-loss ratio of a macro-
channel, we need the input traffic specification of the
aggregate of statistical real-time channels multiplexed over
the macrochannel. Since the histogram-based model is
chosen for source traffic, we need the rate pmf of the
aggregated statistical real-time channels. It can be obtained
by taking the convolution of the rate pmfs of component
sources, as discussed in Section 3.1. We also assume that all
the statistical real-time channels multiplexed are synchro-
nized frame-by-frame.
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According to the MPEG video source model in

Section 3.1, an aggregate of multiple video streams has

a constant cell-arrival rate during each frame period, and

the cell-arrival process during this period forms a Poisson

process. During the next frame period, the cell-arrival

process forms another Poisson process. Suppose a macro-

channel is fed with such a modulated Poisson process.

Then, the buffer of the macrochannel can be considered as

a queueing system with a modulated Poisson process

input. Once a new frame period is started, after some

transient period, the queueing system reaches the steady-

state during which the arrival process is a Poisson process

with a certain rate. During the transient period, the

queueing system either serves those cells which arrived

during the previous frame period or spends time reaching

a steady-state queue level. Assuming the small ratio of

buffer to output rate discussed in the previous section, we

can consider the transient period negligible compared to

the duration of the steady-state and, thus, the cell-loss

behavior of the queueing system can be approximated

with the steady-state analysis. Under this assumption, the

cell-loss behavior of a macrochannel can be analyzed in

two steps as follows: First, we fix the cell-arrival rate to a

constant, say, � (cells/frame), and analyze the cell-loss

behavior of the system with a Poisson arrival input whose

rate is �. Then, using the rate pmf, we calculate the

weighted sum of cell-loss ratios in order to obtain the

cell-loss statistics of the overall system.
Assume that the throughput guaranteed to macrochan-

nel j is � and that the buffer space reserved at the traffic

controller for macrochannel j is N . Then, the buffer of

macrochannel j can be seen as an M=D=1=N queueing

system since the cell intertranfer time from the traffic

controller's buffer to the rate-monotonic priority scheduler

is constant i.e., L=�. Then, � � �=L is the service rate (in

cells/frame) of the queueing system as illustrated in Fig. 4.

Although there can be multiple queueing systems when

multiple macrochannels run through a link, we specify only

a single macrochannel since different macrochannels are

virtually isolated from one another, thanks to the TCRM's

Firewall property [48].
When the cell-arrival rate is � in an M=D=1=N system,

the cell-blocking probability Pb��� can be calculated using

the following O�N2� algorithm [49]:

�00 � 1; �3:1�

�0k�1 � aÿ1
0 ��0k ÿ

Xk
j�1

�0jakÿj�1 ÿ ak�; 0 � k � N ÿ 1; �3:2�

�0;n � �
Xn
k�0

�0k�
ÿ1

; n � 0; . . . ; N �3:3�

Pb;n��� � 1ÿ 1

�0;N � �=�; n � 0; . . . ; N �3:4�

Pb��� � Pb;N���; �3:5�
where

ak � ��=��
k

k!
eÿ
�

�
: �3:6�

�0;n represents the probability that a departing customer
finds an M=D=1=n system empty [49]. The computation
time of this recursion increases with the buffer size, N .
For fast admission control, it is critical to reduce this time.
Fortunately, Pb;n��� converges to Pb��� rapidly as n
increases toward N except when �=� is close to 1. For
example, when �=� � 2 and N � 100, �0;0, �0;1, �0;2, �0;3,
and �0;4 are, respectively, 0.5317,0.5062,0.5012,0.5003, and
0.5001, showing a rapid convergence of �0;n to
�0;100 � 0:5000. Intuitively, when �=� << 1, the cell-block-
ing probability of an M=D=1=N approaches zero rapidly
as the buffer size increases. When �=� >> 1, �0;n

approaches zero rapidly as the buffer size increases. So,
Pb��� is given by 1ÿ �=�. In addition, since �0k is
nonnegative [49], �0;n is a nondecreasing sequence for
any �=�. Therefore, Pb;n��� upper-bounds Pb��� for
n � 0; . . . ; N . Using these properties, one can obtain an
upper bound of Pb��� which is very close to Pb��� within a
reasonable amount of time except when �=� is close to 1.

The cell-loss ratio of the macrochannel, Pmacro, is given as
the weighted sum of cell-loss ratios where weights are
given by the rate pmf of the aggregated video sources.
Thus,

Pmacro �
PM

i�1 Pb��i�fi�iPM
i�1 fi�i

; �3:7�

where M is the number of intervals (bins) in the histogram
and fi is the probability mass of arrival rate �i which is
obtained from the histogram of the cell-arrival rate of the
aggregate traffic.

Until now, we assumed that all the video streams to be
multiplexed are synchronized. We now want to relax this
assumption in order to handle a more general traffic-arrival
scenario. To this end, we consider the following semi-
synchronized traffic-arrival scenario. First, we divide a
frame period, �kT ; �k� 1�T � into J equal subframe periods,
�kT � jT=J; kT � �j� 1�T=J �, where k � 0; 1; 2; . . . and
j � 0; 1; 2; . . . ; J ÿ 1. Let's assume that any component
video stream is allowed to start transmitting a new video
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frame only at one of the lattice points, kT � jT=J; 8k; j.
Now, consider a single video stream and calculate its rate-

histogram. This time, we measure the cell-arrival rate in a

subframe period. Since, however, the cell-arrival rate is

constant during each frame period, we have J subframe

periods with the same cell-arrival rate. Therefore, the rate-

histogram calculated for a subframe period has the same

shape as that calculated for a whole frame period. There-

fore, they have exactly the same rate pmf, although their

rate-histograms have different frequency sets (the rate-

histogram calculated for a subframe period has J times

larger frequencies than that calculated for a whole frame

period). When video streams are multiplexed, the rate pmf

of the aggregate traffic measured over a subframe period is

calculated by taking the convolution of the rate pmfs of

component video streams which are measured over a

subframe period. Since the rate pmf of each component

video stream measured over a subframe period is the same

as that of each component video stream measured over a

whole frame period, the rate pmf of the aggregate traffic

measured over a subframe period is the same as that of the

aggregate traffic measured over a whole frame period. The

cell-arrival rates of the aggregate traffic measured over a

whole frame period and a subframe period are denoted by

� and ÿ, respectively. Then,

Prf� > �g � Prfÿ > �g; 8� � 0: �3:8�
Since, in the synchronized case, the cell-arrival rate is

measured over a whole frame period for deriving the

cell-loss ratio, we also consider one frame period for the

semisynchronized case for fair comparison. Let �semi and

ÿj denote, respectively, the cell-arrival rate measured over

a frame period, �kT ; �k� 1�T �, 8k, and the one measured

over a subframe period, �kT � jT=J; kT � �j� 1�T=J �,
where j � 0; 1; 2; . . . ; J ÿ 1; in the semisynchronized case.

Then,

Prf�semi > �g � Prfÿ0 > �;ÿ1 > �; . . . ;ÿJÿ1; > �g; 8� � 0:

�3:9�
Since

Prfÿ0 > �;ÿ1 > �; . . . ;ÿJÿ1 > �g �
Prfÿ0 > �gPrfÿ1 > �; . . . ;ÿJÿ1 > �jÿ0 > �g �3:10�

and

Prfÿ1 > �; . . . ;ÿJÿ1 > �jÿ0 > �g � 1; �3:11�

Prf�semi > �g � Prfÿ0 > �g: �3:12�
From (3.8),

Prf�semi > �g � Prf� > �g: �3:13�
Rewriting this relation using the probability masses of cell

arrival rates,

XM
i�k

gi �
XM
i�k

fi; for k � 1; 2; . . . ;M; �3:14�

where fi and gi are the probability masses of cell arrival rate
�i measured in the synchronized case and in the semi-
synchronized case, respectively. This inequality implies

fM ÿ gM � 0; �3:15�
and

fk ÿ gk � ÿ
XM
i�k�1

�fi ÿ gi�; for k � 1; 2; . . . ;M ÿ 1: �3:16�

Now, we calculate the cell-loss ratio of the macrochannel in
the semisynchronized case, Psemi

macro, by replacing fi by gi in
(3.7). Thus,

Psemi
macro �

PM
i�1 Pb��i�gi�iPM

i�1 gi�i
: �3:17�

Since changing the way of multiplexing video streams does
not affect the long-term average cell-arrival rate,

XM
i�1

gi�i �
XM
i�1

fi�i: �3:18�

As a result, in order to compare Psemi
macro and Pmacro, we only

need to compare
PM

i�1 Pb��i��igi and
PM

i�1 Pb��i��ifi: Now,
let's assume that �i < �j if i < j. Then, f�ig is a positive
monotonically-increasing sequence. In addition, since the
cell loss of an M=D=1=N system does not decrease with
arrival rate �i, fPb��i�g is a nonnegative nondecreasing
sequence. Thus, f�iPb��i�g is a nonnegative nondecreasing
sequence. Let �i denote �iPb��i�, then

XM
i�1

Pb��i��ifi ÿ
XM
i�1

Pb��i��igi �
XM
i�1

�i�fi ÿ gi�: �3:19�

By separating the first term,

XM
i�1

�i�fi ÿ gi� � �1�f1 ÿ g1� �
XM
i�2

�i�fi ÿ gi�: �3:20�

From (3.16)

�1�f1 ÿ g1��
XM
i�2

�i�fi ÿ gi� �

ÿ �1

XM
i�2

�fi ÿ gi� �
XM
i�2

�i�fi ÿ gi�:
�3:21�

Arranging terms, we obtain

�1�f1 ÿ g1� �
XM
i�2

�i�fi ÿ gi� �
XM
i�2

��i ÿ �1��fi ÿ gi�: �3:22�

Now, let's write the first term of the r.h.s. of (3.22)
separately as:

XM
i�2

��i ÿ �1��fi ÿ gi� �

��2 ÿ �1��f2 ÿ g2� �
XM
i�3

��i ÿ �1��fi ÿ gi�:
�3:23�

Since �i is a nonnegative nondecreasing sequence,
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�2 ÿ �1 > 0: �3:24�
Therefore, from (3.16),

��2 ÿ �1��f2 ÿ g2� � ÿ��2 ÿ �1�
XM
i�3

�fi ÿ gi�: �3:25�

Then, (3.23) becomes

XM
i�2

��i ÿ �1��fi ÿ gi� � ÿ��2 ÿ �1�
XM
i�3

�fi ÿ gi�

�
XM
i�3

��i ÿ �1��fi ÿ gi�:
�3:26�

Arranging terms, we obtain

XM
i�2

��i ÿ �1��fi ÿ gi� �
XM
i�3

��i ÿ �2��fi ÿ gi�: �3:27�

From (3.22) and (3.27),

XM
i�1

�i�fi ÿ gi� �
XM
i�3

��i ÿ �2��fi ÿ gi�: �3:28�

Continuing with similar operations, we obtain the following
inequality:

XM
i�1

�i�fi ÿ gi� � ��M ÿ �Mÿ1��fM ÿ gM�: �3:29�

Finally, since �M � �Mÿ1, from (3.15),

XM
i�1

�i�fi ÿ gi� � 0: �3:30�

Therefore, we can conclude that

Psemi
macro � Pmacro: �3:31�

By increasing J towards 1, we can extend the
semisynchronized case into the scenario that frames of
component video streams start at arbitrary time points. So,
the synchronized case represents the worst-case cell-loss
behavior among all traffic-arrival scenarios for multiplexed
video streams.

3.4 Cell Losses in an End-to-End Connection

In Section 3.3, we considered only the single-hop case in
which the Poisson-arrival approximation holds. However,
in general point-to-point networks, cell streams take multi-
ple hops before arriving at their destination. In our
framework, a statistical real-time channel is multiplexed
over a chain of macrochannels on the links along the channel
path. We first describe our assumptions on the traffic
switched and routed via multiple hops and then derive the
cell-loss ratio bound for the end-to-end connection.

3.4.1 Effects of Switching

As cells are switched and routed from one macrochannel to
another, the traffic pattern may change depending on the
traffic condition at each macrochannel. This raises two
questions on our assumptions about the traffic from
aggregate sources in a single hop. One is the accuracy of

the Poisson-arrival assumption on the traffic from aggregate
sources. The other is the derivation of the new cell-arrival
rate histograms at intermediate nodes, because the histo-
gram defined at the source may change depending on the
conditions of the intermediate nodes. That is, if other
statistical real-time channels sharing the same macrochan-
nel at the upstream nodes have large amounts of traffic, a
statistical real-time channel may lose a large portion of its
cells at those nodes and the rate pmf at the downstream
links may change.

For the time being, let's assume that the histogram
defined at the source node remains unchanged at all
intermediate nodes. In general, the output process of an
M=D=1=N queue is not a Poisson process and cell
interdeparture times are correlated [50]. This poses diffi-
culty in analyzing a multihop statistical real-time channel.
This is also the case in an M=M=1 system analysis. In the
M=M=1 system, the packet interarrival and service times
are correlated. To handle this difficulty, Kleinrock proposed
to use ªIndependence Approximationº in analyzing a
communication network using a general queueing network
like the Jackson network [47], [51]. It asserts that, in an
M=M=1 system, merging several cell streams on a transmis-
sion link has an effect akin to restoring the independence of
interarrival times and service times. In particular, he
emphasized the independence of service times of a packet
at different nodes, which is not true in real communication
networks. Since the length of a cell is fixed in
ATM networks, the correlation of cell-service time is not
important in our problem. What matters in the M=D=1=N
analysis is the independence of cell interarrival times. As
with Kleinrock's independence approximation, we assume
that the cell interarrival time at a macrochannel at an
intermediate link is exponentially-distributed if multiple
cell streams routed from different macrochannels on
different links and externally-fed cell streams are merged
into this macrochannel. Then, the new aggregate traffic
arriving at this new macrochannel can be approximated as a
Poisson process, thus enabling the application of the
M=D=1=N analysis result at any macrochannel as long as
the number of multiplexed statistical real-time channels is
large enough and the routing processes are uncorrelated.
Our simulation study in Section 4 confirms the validity of
this assumption.

Next, let's consider the rate-histogram of a video stream
switched and routed inside the network. As the traffic
traverses downstream nodes, the original traffic pattern at
the source node will change and may, in general, become
burstier. However, in the rate-histogram model, we
assumed that the cell-arrival process is a Poisson with a
certain rate, say, �, during a single frame period. During the
same period, this cell stream is multiplexed with streams of
other statistical real-time channels onto a macrochannel,
Ma. After departing from macrochannel Ma, the cell stream
is separated from the other statistical real-time channels and
then multiplexed onto a new macrochannel, Mb. While
being multiplexed at Ma, some cells of this stream may be
lost due to buffer overrun. Therefore, the number of cells of
the stream at Mb cannot be larger than that at Ma. Over the
frame period considered, the arrival rate of this stream at
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Mb, denoted by I���, cannot be larger than that at Ma, �.
That is,

I��� � �: �3:32�
Now, let's consider the entire stream which was modeled as
a modulated Poisson process in Section 3.1. Let the rate pmf
of the process be given by f�i; figi�1;...;M , where M is the
number of bins and fi is the probability mass of arrival rate
�i. Let �a and �b denote the arrival rates of the stream at Ma

and Mb, respectively. Then,

Prf�b � I��k�g �
XM
i�k

I��i� � fi

�
XM
i�k

�i � fi

� Prf�a � �kg:

�3:33�

Since I��k� � �k,
Prf�b � �kg � Prf�b � I��k�g: �3:34�

Thus,

Prf�b � �kg � Prf�a � �kg: �3:35�
This relation shows that the rate pmf of a video stream at
intermediate nodes is probabilistically bounded from above by
the rate-histogram at the source node. That is,

Pr�cell-arrival rate at the source node � x� �
Pr�cell-arrival rate at the intermediate nodes � x�:

�3:36�
In terms of QoS guarantees, it is still effective to use the
traffic characteristics calculated at the source nodes in order
to calculate the convolution of the rate pmfs of component
video streams at intermediate nodes since the cell-loss
probability can still be bounded by using the same traffic
characteristics. It allows for simple run-time channel-
establishment at the expense of slightly conservative
resource reservation. The amount of over-reservation of
resources at intermediate nodes is negligible when the cell-
loss probability is small, which is the case of most statistical
real-time applications, as will be discussed in Section 4.

3.4.2 Cell-Loss Ratio Bound in an End-to-End

Connection

Based on the above arguments, the end-to-end cell-loss
probability of a statistical real-time channel is given by

Pr�end-to-end cell loss� � 1ÿ
YK
j�1

�1ÿ Pmacro;j�; �3:37�

where K is the number of hops the statistical real-time
channel takes and Pmacro;j is the cell-loss probability of the
macrochannel at the jth hop. Notice that although Pmacro;j is
the cell-loss ratio of the macrochannel at the jth hop, it is
also the cell-loss ratio of individual statistical real-time
channels multiplexed onto the macrochannel.

Although we focused on deriving a cell-loss ratio bound,
it must be stressed that our approach also guarantees

statistically each real-time cell's delivery delay. That is, the

probability that a cell is delivered to its destination before

its deadline is larger than
QK

j�1�1ÿ Pmacro;j�. This is because

a cell which has ªsurvivedº buffer overruns on its way to

the receiver is always guaranteed to be delivered within a

bounded time because buffer size is fixed and the minimum

buffer drain rate is guaranteed at each link by the TCRM.

The end-to-end delay bound of the statistical real-time

channel is given as:

Dend-to-end �
XK
j�1

�Nj � 1�L=�j; �3:38�

where Nj and �j are the buffer size (measured in number of

cells) and the bandwidth of the macrochannel at the jth hop,

respectively, and NjL is the maximum backlog at the

macrochannel upon arrival of a cell. The reason for adding 1

to the buffer size is to account for the delay at the rate-

monotonic priority scheduler, as can be seen in Fig. 4.

3.5 Admission Control for Channel Establishment
Requests

When the establishment of a statistical real-time channel is

requested, the network service provider must execute

channel-admission control in order to guarantee the QoS

promised to a new channel as well as existing real-time

channels. One approach to channel admission control is to

use a set of preestablished macrochannels. Each local link

has its own set of preestablished macrochannels. Each

macrochannel's buffer size and bandwidth are fixed, and its

cell-loss ratio bound is also fixed. When a new channel

request arrives, the network service provider selects a

macrochannel for each local link from the preestablished

macrochannels such that the end-to-end delay and cell-loss

bound given by (3.38) and (3.37), respectively, are smaller

than the user-requested bounds. Then, at each local link, the

rate pmf of a new aggregate stream consisting of existing

channels multiplexed onto the chosen macrochannel and

the requested channel is derived using convolution. Using

(3.7), one can calculate the maximum cell-loss ratio of the

aggregate stream. If the maximum cell-loss ratio is less than,

or equal to, the prespecified cell loss ratio bound of the

macrochannel, the requested channel is accepted. Other-

wise, the request is denied. For a multihop statistical real-

time channel, such an admission test must be executed at

every node along the path.

3.6 Extension of Macrochannel to Virtual Path

Thus far, we have described the macrochannel as a single-

hop real-time channel. The macrochannel can be easily

extended to the concept of Virtual Path (VP) by establishing

a macrochannel not as a single-hop real-time channel, but as

a VP which takes multiple hops. As long as each VP is

guaranteed by the TCRM to have a constant throughput at

intermediate links, it can be considered as a CBR pipe. That

is, a VP can be considered as a single-hop real-time channel

even if it passes through multiple hops. The only change in

the VP extension is the end-to-end delay bound given by

(3.38), which must be modified to:
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Dend-to-end �
XK
i�1

�Nj � lj�L=�j; �3:39�

where lj is the number of hops the jth VP takes. The lj is
added to represent the delay at the rate-monotonic priority
scheduler at each hop. Except for this additional delay, a
statistical real-time channel using VPs is exactly the same as
the single-hop version.

4 SIMULATION AND DISCUSSION

In order to demonstrate the usefulness of the histogram-
based model for statistical real-time communication, we
have conducted an extensive simulation study using
MPEG-coded video traces. Since every cell which has
ªsurvivedº buffer overruns is delivered in time by the
TCRM, we will consider only the cell-loss ratio as the
QoS parameter.

4.1 Simulation Model

Fig. 5 shows the topology of an ATM network used for the

simulation study which consists of 5 nodes and 4 links. All

the links are simplex and, thus, cells are transmitted only in
the direction of arrows shown in the figure. Also, for the
sake of simplicity, we assume that there exists only one
macrochannel over each link. That is, there is no determi-
nistic real-time traffic, and other statistical real-time traffic
or nonreal-time traffic except for the statistical real-time
traffic being multiplexed over the macrochannel on each
link. Since the TCRM provides a virtual circuit with a
guaranteed throughput over an ATM link, a macrochannel
can be considered as a CBR pipe with throughput � and the
input buffer of size N .

In this network, we multiplexed 20 statistical real-time
channels on each link. The starting frames of each statistical
real-time channel are randomly selected from the clips of
movie Starwars in Fig. 2, and 17 different MPEG-coded
video clips.3 The length of each stream is 1,000 frames, and
each run lasts about 50 seconds since we set one frame
interval to 1/24 second. First, we conducted an experiment
using streams only from the Starwars sequence in order to
investigate cell-loss ratios in a homogeneous-traffic
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Fig. 5. The network topology for simulation.

Fig. 6. Probablitiy mass function of arrival rate of an aggregate of 20 statitical real-time channels of Starwars.

3. These sequences were generated by Rose [52].



environment. Using convolution, we derived the pmf of the

arrival rate of the aggregate of 20 streams in Fig. 6. We

derived a 20-bin histogram from the sequence, which

requires simple operations for the convolution. We tried

different numbers of bins such as 10 and 50. When we used

a 10 bin histogram, the predicted cell loss ratio was

somewhat inaccurate. But when we used a 50-bin histogram

which results in a long convolution calculation time, the

predicted cell loss ratios were almost similar to those

obtained using a 20-bin histogram. The average cell-

generation rate of the aggregate traffic is about 822 cells/

frame and the maximum cell-generation rate is about

9,000 cells/frame.
Next, in order to investigate the heterogeneous-traffic

case, we have conducted a similar experiment using

17 different sequences. We selected as many streams as

needed for the simulation from these sequences. In

particular, we chose 14 streams once and the other streams

twice in order to feed 20 channels which are multiplexed

over link 1. In this case, the average cell-arrival rate of the

aggregate of 20 streams was 988 cells/frame and the

maximum was about 12,000 cells/frame.
To investigate the various cases, the multiplexed

streams are grouped according to their paths: six groups

are shown in Fig. 5. For example, group 2 consists of

channels whose sources (destinations) are node A

(node E), and that pass through node C and D. Only

the channels of group 1 and 2 traverse link 1. As a result,

through link 1, no routed cells are transmitted, but only

external input traffic from node A is transmitted. On link

3, group 2 and 3 are routed from link 1 and 2,

respectively, and group 5 is directly fed from node C.
During the simulation, the cell transmission from each

source is randomly distributed over one frame duration,

and all the cells belonging to a frame must be transmitted

from the source within one frame duration. At intermediate

nodes, cells are transmitted on a FIFO basis regardless of

their channel identities.

4.2 Simulation Results

In order to investigate the validity of our assumption on the
Poisson arrival process at intermediate nodes, we have
considered a case in which some links, in addition to the
routed traffic from upstream links, are fed with external
inputs. We have assigned 13 channels to group 1, 6 to group
2, 7 to group 3, 13 to group 4, 6 to group 5, and 7 to group 6
so that 20 streams traverse each link. Note that link 1 and
link 2 are not fed with any routed traffic.

First, we consider a homogeneous traffic environment in
which we multiplex only streams from the Starwars
sequence. We have varied the bandwidth assigned to a
macrochannel established over each link from 700 cells/
frame to 2,300 cells/frame. The buffer size N is 50 (cells)
and, thus, the worst-case cell delay in a single hop is 1/20
frame period, i.e., 2.1 msec if the throughput guaranteed to
a macrochannel is 1,000 cells/frame. This is small enough to
satisfy the steady-state condition presented in Section 2. The
cell-loss ratios are compared to the analysis of an M=D=1=N
system in Fig. 7a. We only show the average cell-loss ratios
because the loss guarantees provided to a macrochannel
and individual statistical real-time channels are the same.
When utilizations of macrochannels are low, the cell-loss
ratios of all links for the two systems do not show any
notable difference. All the cases simulated show that the
cell-loss ratios are bounded by the M=D=1=N result.4 On the
other hand, when utilizations of macrochannels are high,
the cell-loss ratios of link 3 and link 4 are smaller than the
bounds while those of link 1 and link 2 match the bound
almost exactly. As we mentioned in Section 3.4, the tail
distributions of the aggregate traffic at link 3 and link 4
decrease because of the cell losses at the upstream links,
despite the fact that the decrease is negligible when the cell-
loss probability is small. This explains the smaller cell-loss
ratios at link 3 and link 4 which have the routed cell streams
from links 1 and 2, when the cell-loss probability is large.
From this observation, we conclude that if we use a
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Fig. 7. Cell-loss in al external input case. (a) Homogeneous traffic. (b) Heterogeneous traffic.

4. In all the cases in this simulation, 99 percent confidence-level intervals
are 10ÿ4, so any value below 10ÿ4 is considered to be noisy.



macrochannel with a high cell-loss ratio bound, our scheme
will result in overreservation of network resources. How-
ever, for a macrochannel with a very small cell-loss ratio
bound (e.g., 10ÿ4), our scheme provides accurate cell-loss
estimates and, thus, enables efficient use of network
resources

In Fig. 7a, we also show the Chernoff bound estimate of
the cell-loss ratio which is calculated using the derived
periodic on-off random process suggested by Elwalid et al.
[25]. This approach was chosen since it allows us to analyze
the cell-loss behavior of a buffered multiplexing system.
Although the Chernoff bound estimate can be derived using
more detailed information, e.g., the rate histogram as used
in our approach, it only considers an unbuffered multi-
plexing system. We also show the approximation by a
Gaussian distribution, which is based on Central Limit
Theorem (CLT) [23]. Both approaches employed the buffer-
overflow probability as a QoS parameter while ours uses
the cell-loss ratio. For the purpose of comparison, we
derived the cell-loss estimates from the buffer-overflow
probability obtained by both methods [53]. The parameters
of the on-off process derived from the Starwars sequence are
as follows. The peak rate is 230 cells/frame,5 the mean rate
is 41 cells/frame, and the bucket size of the leaky-bucket
regulator is 462,858 cells. The on and off periods derived
from the parameters are 2,450 frame intervals and 11,256
frame intervals, respectively. By substituting these para-
meters into the Chernoff bound estimate according to the
step suggested in [25], we plotted the result in Fig. 7a. In
addition to the Chernoff bound, Fig. 7a shows a more
accurate refined Chernoff bound by Bahadur and Rao [54].
Compared to our analysis result based on the the
M=D=1=N system, both the Chernoff bound and the refined
Chernoff bound estimates are too pessimistic. Considering
the fact that Elwalid's approach is based on the extremal
traffic description, one can anticipate the pessimistic result
in Fig. 7a. In contrast, the M=D=1=N analysis based on the
rate histogram provides a very accurate cell-loss estimate

with only a 20-bin histogram for which it is not difficult to
compute convolutions. Specifically, when the cell-loss ratio
bound is set to 10ÿ4, our scheme requires reservation of
1,712 cells/frame while Bahadur and Rao's approach
requires reservation of 2,650 cells/frame.

In the CLT approximation, buffer size is ignored and
only bandwidth is considered as a reservable resource.
Ignoring buffer size may result in pessimistic cell-loss
estimates. However, as argued in [23], the CLT approxima-
tion is shown to be too optimistic in estimating cell losses
for very bursty traffic like MPEG since it tends to ignore the
long tail of the rate distribution of a bursty source. By
contrast, the M=D=1=N analysis provides a reasonable cell-
loss ratio bound that lies between the Chernoff bound
estimate and the Gaussian approximation.

We have conducted the same experiment using
17 different video clips in order to study the validity of
our model in a heterogeneous-traffic environment. We
followed the same procedure as before and plotted the
result in Fig. 7b. The only difference is choice of the peak
rate of the on-off process. Instead of 99.9 percentile, we
used the average cell-generation rate of I frames as a
peak rate in order to favor Elwalid et al.'s approach, but
it is not justifiable in a strict sense since the original peak
cell-generation rate is necessary to obtain the parameters
for a lossless multiplexing system [25]. Fig. 7b shows the
simulation result on link 1 only, since each link has a
different trunk capacity depending on the characteristics
of the aggregate traffic. However, we obtained similar
results on the other links. In the figure, the M=D=1=N
analysis provides a good estimate of cell-loss ratios as in
the homogeneous-traffic case, as compared to the Chern-
off bound estimate and the CLT approximation. The
Chernoff bound estimate is a little closer to the simulation
result than the homogeneous case due to the choice of a
smaller peak rate.

Next, we considered the case in which there exists only
routed traffic without any external input traffic at inter-
mediate nodes: we disabled group 5 in Fig. 5 and changed
the number of channels in each group accordingly. We
assign 10 channels to each of groups 1, 2, 3, 4, and 6. Note
that the number of channels multiplexed over each
macrochannel on each link is kept at 20. In this case, there
is no external input traffic at the macrochannel on link 3. In
Fig. 8, we only show the homogeneous-traffic case using the
Starwars sequence. The loss at the macrochannel on link 3
does not make any difference from that on links 1, 2 and 4
when the cell-loss probabilities are small. When the cell-loss
probability is large (i.e., the reserved bandwidth of the
macrochannel approaches the average cell-generation rate
of the aggregate channel), the cell-loss ratio of the
macrochannel on link 3 is smaller than others. However,
the trend is clear that the cell-loss probability is bounded by
the analysis result and that the difference between the
simulation and analysis results is small when the cell-loss
ratio is small. Thus, the Poisson-arrival assumption can be
applied even when there is no external input traffic at the
intermediate nodes.

Next, we considered the validity of our framework
when the number of statistical channels multiplexed over

KWEON AND SHIN: REAL-TIME TRANSPORT OF MPEG VIDEO WITH A STATISTICALLY GUARANTEED LOSS RATIO IN ATM NETWORKS 399

Fig. 8. Cell-loss ratio in no external input caseÐhomogeneous traffic.

5. Originally, the peak rate for achieving lossless multiplexing was
483 cells/frame, but it resulted in too pessimistic a cell-loss ratio estimate.
So, we choose the 99.9 percentile from the cell-arrival rate histogram as a
peak rate.



a macrochannel is quite large. We have set the number of
channels to 100 and the buffer size N to 100 cells. Fig. 9
shows the simulation result along with the M=D=1=N
analysis, the Chernoff bound approximation and the
CLT approximation. The Chernoff bound estimates
remain too pessimistic, again due to the extremal traffic
description. The M=D=1=N analysis provides a good cell-
loss ratio bound. Interestingly, the CLT approximation
shows a pretty accurate cell-loss estimate in this figure
unlike the case when 20 channels are multiplexed. This
result shows that the cell-loss behavior resulting from the
ignored longer tail of the rate distribution is mitigated as
the number of channels multiplexed gets very large.
Although the CLT approximation provides a good cell-
loss estimate for the case of a large number of channels,
our approach provides good cell-loss bounds regardless
of the number of channels multiplexed.

The statistical multiplexing gain achieved by increasing
the number of channels multiplexed is shown in Fig. 10, in
which the cell-loss ratios are plotted against link utilization
when five, 10 and 20 channels are multiplexed. The link
utilization is normalized against the average cell-arrival rate
of the aggregate sources. We show only the M=D=1=N
bound. One can see that the loss ratios are bounded for all

three cases and, thus, the histogram-based model satisfies
our requirements regardless of the number of statistical
real-time channels multiplexed. Moreover, the statistical
multiplexing gain is shown to increase with the number of
channels multiplexed. However, in order to establish a
macrochannel with the cell-loss probability of 10ÿ4, we need
to reserve the bandwidth which is twice the average cell-
generation rate. This results from the high burstiness of
MPEG data and is inevitable in order to satisfy the
QoS requirement. Although the macrochannel's utilization
is about 0.5, it does not necessarily mean the waste of
bandwidth since the unused bandwidth by the macro-
channel can be used for transmission of best-effort traffic, as
in the case of real-time channels [9].

Finally, we investigated the effects of buffer size on the
cell-loss ratio although a small buffer system is our main
target. We set the buffer size to 500 cells. The cell-loss ratios
obtained from the simulation are much smaller than the
bound as seen in Fig. 11. This indicates that the assumption
that a macrochannel with the aggregate input reaches the
steady-state quickly is violated in a large-buffer system. The
queue trajectory in Fig. 12 confirms this reasoning. The
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Fig. 9. Cell-loss ratio of 100 channels.

Fig. 10. Statistical multiplexing gain.

Fig. 11. Effect of large bufer size.

Fig. 12. Queue trajectory in a large buffer system.



buffer size N is 500 cells, the cell-arrival rate is 2,000 cells/
frame, and the service rate is 1,300 cells/frame. Therefore,
the system is overloaded and cells are lost in steady-state.
Starting from the ªemptyº state, it takes several frame
periods for the queue to reach its steady-state. Considering
the fact that the cell-generation rate remains constant for at
most one frame period, the queueing system cannot reach
the steady state under most overloaded conditions obtained
from the histogram-based approach, and thus, the cell-loss
ratio is quite low as compared to the estimate. This, in turn,
indicates that our framework results in overreservation of
network resources when the buffer size is very large, but it
still satisfies the basic requirements of statistical real-time
communication since the cell-loss probabilities are
bounded. On the other hand, the CLT approximation seems
to predict the cell-loss ratio of a large buffer system
comparatively well, because the longer tail of the rate
distribution ignored by the CLT approximation is compen-
sated by a large buffer. Therefore, one cannot argue that the
better performance of CLT approximation is due to its
accurate modeling of a large buffer system.

5 CONCLUSION

In this paper, we have proposed a framework for statistical
real-time communication in ATM networks. The framework
uses the TCRM [9], which was originally proposed for
deterministic real-time communication in highspeed net-
works like ATM. While only one real-time channel is
assigned in the deterministic version, multiple statistical
real-time channels are aggregated as a macrochannel over
each ATM link and cells from different component channels
of the macrochannel are serviced on a FIFO basis. To
quantify the cell-loss ratio of a macrochannel, we have
proposed to use a histogram-based model for the input
traffic specification of MPEG video sources. The histogram-
based model specifies an MPEG video source with the
histogram of time-sampled traffic-generation rates. Also, in
the histogram-based model, input traffic specification for
aggregate sources is derived by taking the convolution of
the histograms of component sources, making it simple to
apply the model to a set of statistical real-time channels.
Assuming a constant cell-arrival rate, we have modeled the
arriving traffic at the macrochannel as a Poisson process
and derived the cell-loss ratio from the M=D=1=N analysis.
Then, the cell-loss ratio of the macrochannel is given as the
weighted sum of cell-loss ratios, and the weight was given
by the rate pmf. For a faster channel-establishment process,
we presented an approximation of the cell-blocking prob-
ability of an M=D=1=N system. Based on this analysis of a
macrochannel, we have extended a statistical real-time
channel to the multiple-hop case. In order to consider the
traffic change in macrochannels at intermediate links, we
have made an assumption of independence of cell
interarrival times at the intermediate links. Lastly, our
scheme was extended in the context of VPs.

We have conducted an extensive simulation study using
real MPEG-coded video data in order to evaluate the
effectiveness of our framework for statistical real-time
communication and validated the assumptions used. The
simulation results have reasonably well matched the

analysis that is based on the assumptions including the

histogram-based modeling and Poisson arrival at each link,

although, in some cases, over-reservation of network

resources has been observed.
We have applied the histogram-based model to

MPEG video data in order to achieve statistical multi-

plexing gain. However, it is not clear whether the

histogram-based model can be applied to general VBR

real-time traffic. Hence, our current research effort focuses

on the applicability of the histogram-based model to more

general VBR real-time traffic for statistical multiplexing.
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