162

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 9, NO. 2, APRIL 2001

Evaluating the Impact of Stale Link State on
Quality-of-Service Routing

Anees ShaikhMember, IEEEJennifer RexfordMember, IEEEand Kang G. ShinFellow, IEEE

Abstract—Quality-of-service (QoS) routing satisfies application
performance requirements and optimizes network resource usage
by selecting paths based on connection traffic parameters and
link load information. However, distributing link state imposes
significant bandwidth and processing overhead on the network.
This paper investigates the performance tradeoff between protocol
overhead and the quality of the routing decisions in the context of
the source-directed link-state routing protocols proposed for IP
and ATM networks. We construct a detailed model of QoS routing
that parameterizes the path-selection algorithm, link-cost func-
tion, and link-state update policy. Through extensive simulation
experiments with several network topologies and traffic patterns,
we uncover the effects of stale link-state information and random
fluctuations in traffic load on the routing and setup overheads.
We then investigate how inaccuracy of link-state information
interacts with the size and connectivity of the underlying topology.
Finally, we show that tuning the coarseness of the link-cost metric
to the inaccuracy of underlying link-state information reduces
the computational complexity of the path-selection algorithm
without significantly degrading performance. This work confirms
and extends earlier studies, and offers new insights for designing
efficient quality-of-service routing policies in large networks.

Index Terms—Explicit routing, link-state, modeling, quality-of-
service, signaling, source-directed routing.

. INTRODUCTION

T

and low delay in establishing connections in large networks,
the path-selection scheme should not consume excessive band-
width, memory, and processing resources.

Inthis paper, we investigate the fundamental tradeoff between
these resource requirements and the quality of the routing de-
cisions. We focus on link-state routing algorithms where the
source switch or router selects a path based on the connection
traffic parameters and the available resources in the network.
For example, the ATM Forum’s private network—network in-
terface (PNNI) standard [4] defines a routing protocol for dis-
tributing topology and load information throughout the network,
and a signaling protocol for processing and forwarding con-
nection establishment requests from the source. Similarly, pro-
posed Qo0S extensions to the open-shortest-path-first (OSPF)
protocol include an “explicit routing” mechanism for source-di-
rected IP routing [5], [6]. During periods of transient overload,
link failure, or general congestion, these schemes are able to
find QoS paths for more flows. However, QoS routing proto-
cols can impose a significant bandwidth and processing load on
the network, since each switch must maintain its own view of
the available link resources, distribute link-state information to
other switches, and compute and establish routes for new con-
nections. To improve the scalability of these protocols in large

HE MIGRATION to integrated networks for voice data networks, switches and links can be assigned to smaller peer
and multimedia applications introduces new che,llleng,é%o“ps or areas that exchange detailed link-state information.

in supporting predictable communication performance. To ac-Despite the apparent complexity of QoS routing, these
commodate diverse traffic characteristics and quality-of-serviB@th-selection and admission-control frameworks offer net-
(QoS) requirements, these emerging networks can employ a\¥erk designers a considerable amount of latitude in limiting
riety of mechanisms to control access to shared link, buffer, af¢erheads. Computational overhead depends on the complexity
processing resources. These mechanisms include traffic shafthge routing algorithm and the frequency of route compu-
and flow control to regulate an individual traffic stream, as welfition, whereas protocol overhead depends on the frequency
as link scheduling and buffer management to coordinate @f.link-state update messages. Link-state information can be
source sharing at the packet or cell level. Complementing thé¥@Pagated in a periodic fashion or in response to a significant
lower level mechanisms, routing and signaling protocols copbange in the link-state metric (e.g., utilization). For example,
trol network dynamics by directing traffic at the flow or connec@ link may advertise its available bandwidth metric whenever it

tion level. QoS routing selects a path for each flow or conneghianges by more than 10% since the previous update message;
tion to satisfy diverse performance requirements and optimigéJgering an update based on a change in available capacity
resource usage [1]-[3]. However, to support high throughp@fsures that the network has progressively more accurate infor-
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mation as the link becomes congested. In addition, imposing a
minimum time between update messages avoids overloading
ffe network bandwidth and processing resources during rapid
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Several recent studies consider the effects of stale or coarse- performance of coarse-grain link-state metrics. These
grained information on the performance of QoS routing algo- results demonstrate how to reduce the computational
rithms. For example, analytical models have been developed to complexity of the routing algorithm without sacrificing
evaluate routing in hierarchical networks where a switch has performance.

limited information about theggregateresources available in | Section II, we construct a detailed model of QoS routing
other peer groups or areas [7]. To characterize the effects of stalgt parameterizes the path-selection algorithm, link-cost func-
information, comparisons of different QoS-routing algorithmgon, and link-state update policy, based on the PNNI standard
have included simulation experiments that vary the link-stajg,d proposed QoS extensions to OSPF, as well as the results
update period [8]-[10], while other work considers a combpf previous performance studies. Since the complexity of the
nation of periodic and triggered updates [11]. In particular, th@uting model precludes a closed-form analytic expression, we
work in [12] evaluates several variants of triggered updates CQitesent a simulation-based study that uncovers the effects of
pled with hold-down timers for three small topologies. Howstale link-state information on network dynamics. To efficiently
ever, these studies have not included a detailed evaluationeghluate a diverse collection of network configurations, we have
how the update policies interact with realistic traffic parametegeveloped a connection-level event-driven simulator that limits
and the key properties of the underlying network topology. Fihe computational overheads of evaluating the routing algorithm
nally, new routing algorithms have been proposed that redugelarge networks with stale information. Based on this simu-
computation and memory overheads by basing path selectiafion model, Section Il examines the effects of periodic and
on a small set of discrete bandwidth levels [6], [10]. These atiggered link-state updates on the performance and overheads
gorithms address the tradeoff between the granularity of tBeQoS routing. The experiments in Section IV evaluate several
link-state metrics and computational complexity. However, eafifferent topologies to explore the impact of inaccurate informa-
lier studies do not consider how the coarse-grain metrics interggh on the network’s ability to exploit the presence of multiple
with out-of-date link-state information. short routes between each pair of switches. Section V studies the
In this paper, we investigate these performance issues throg@hact of stale load information on the choice of link metrics for
a systematic study of the scaling characteristics of QoS routigglecting minimum-cost routes for new connections. Section VI
in large backbone networks. In contrast to recent simulatie@ncludes the paper with a summary of our findings and guide-
studies that compare different routing algorithms under specififes for tuning link-state update policies and link-cost metrics

network configurations [8]—{11], [13]-{17], we focus on the infor QoS routing in large backbone networks.
terplay between link-state update policies, traffic patterns, and

network topology. Our contributions include:
» Routing versus setup failures:ln evaluating the connec- . .
tion blocking probability, we draw an important distinc- Our study evaluates a parameterized model of QoS routing,

tion betweenoutingfailures andsetupfailures. A routing where route_s depend on copnectlon throughput requirements
agd the available bandwidth in the network. When a new con-

failure occurs when the source switch cannot compute’a . . , L
ction arrives, the source switch computes a minimum-hop

feasible path for the new connection. In contrast, a setﬂﬁ . .
th that can support the throughput requirement, using the sum

failure occurs when the source selectsaseeminglyfeasiB%_ K costs to ch feasibl ths of Llenath. T
path that ultimately cannot support the new connectioff "< COSIS 1o Choose among easible paihs ot equariengmn. 1o
vide every switch with a recent view of network load, link

Setup failures incur extra overhead to reserve resour(%? N . o . )
along the path. Our experiments illustrate how the frdnformation is distributed in a periodic fashion or in response to
guency of routing and setup failures depends on periocﬁ‘cS
and triggered link-state updates. i

« Traffic and topology: The performance of QoS routing”- Route Computation
depends on the traffic patterns and the underlying networkSince predictable communication performance relies on
topology. Drawing on recent work on traffic characterhaving some sort of throughput guarantee, our routing model
ization, we consider how bursty connection arrivalgiews bandwidth as the primary traffic metric for defining both
and highly variable connection durations interact witapplication QoS and network resources. Although application
link-state update policies. In addition, we study how theequirements and network load may be characterized by several
benefits of having a rich network topology vary withother dynamic parameters, including delay and loss, initial
the staleness of the link-state information. The studyeployments of QoS routing are likely to focus simply on
of network topology draws on parameterized models @fandwidth to reduce algorithmic complexity. Hence, our model
random graphs and regular graphs, as well as an examgkpresses a connection’s performance requirements with a
of a real backbone topology. single parametdr. Depending on the admission control policy,

» Granularity of link-state metrics: Limiting the gran- b may represent a peak or average bandwidth of the connection,
ularity of link-state metrics reduces the computationar some other estimate of the necessary bandwidth allocation.
overhead for the routing algorithm, at the risk of highein practice, the end-host application may explicitly signal its
blocking probabilities. We present a detailed comparisorquired bandwidth, or network routers can detect a flow of
of routing performance under a range of granularitie®lated packets and originate a signaling request. Eachi link
for the link-state metrics. The experiments focus on hotas capacity?; and reserved bandwidih < R; that cannot
out-of-date link-state information impacts the relativbe allocated to new connections. Consequently, a switch’s

Il. ROUTING AND SIGNALING MODEL

ignificant change in the available capacity.
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link-state database stores (possibly stale) informatjosbout B. Link-Cost Metrics
the reserved bandwidth for each lirkin order to compute The routing algorithm uses link cost metriés;} to dis-

suitable routes for new connections. Each .I|nk also has a Cﬂﬁbuish between paths of the same length. Previous studies
¢i (¢7) that deper)ds on the reserved bandwidth. . suggest several possible forms for the path metric, including
A path P consists of a set of links from the source switch tQ, 1y of jink utilizations, maximum available bandwidth, or
the destination switch. Although networks can employ a widg, ., of the link delays. Defining the path cost as the sum
variety of QoS routing strategies, previous comparative Studigs jink yilization reduces connection blocking probability
have demonstrated that algorithms with a strong preference fofy results in less route oscillation by adapting slowly to

minimum-hop routes almost always outperform algorithms th@ﬁanges in network load [13]. Other studies have shown that

do not consider path length [9], [13], [15], [17], [18]. For ex4gsigning each link a cost that is exponential in its current

ample, the “widest shortest path” heuristic selects a path Withyjization results in optimal blocking probability [21]. For a
the minimum number of hops, breaking ties by selecting the,nera) model of link cost, we employ a function that grows
path with most available bandwidth (i.e., the shortest path wi ponentially in the link utilizationd; o (r;/R;)*), where the

the maximum value afuin;c p{ &; — r;}). Favoring wide paths ey nonenty controls how expensive heavily loaded links look
increases the likelihood of successfully routing the new connggyative to lightly loaded links. An exponent of = 0 reduces

tiqn. Similarly, the network coul_d §elect the minimum-hop path, load-independent routing, whereas large values évor

with the smallest total load (minimum value dt,. . 7i/Ri)  the widest shortest paths (selecting the shortest-path route that

to balance network utilization. In contrast, nonminimal rou“nﬁhaximizes the available bandwidth on the bottleneck link). We
algorithms, such as shortest widest path, often select circuitQyiine the parameter,,;, to be the minimum-cost utilization

routes that consume additional network resources at the expegpsg- any link utilization below,., is considered to have the
of future connections, which may be unable to locate a feasi nir'num cost. Settingi,in = 0.5, for example, results in a
. min — N )

route. Biasing toward shortest-path routes is particularly attr%'uting policy in which all links with less than 50% utilization
tive in a large distributed network, since path length is a relgsoy the same with regard to cost.
tively stable metric, compared with dynamic measurements ofyy/s represent link cost witt' discrete values:
link delay or loss rate.
In our model, the source selects a route based on the band- K T

width requirement and the destination node in three steps: R, ““ﬂ“) (O- 1% +1

77/R7 > Umin

1) (Optionally) Prune infeasible links (i.e., linkswith r 4+ C ’
b > Ry). 1/0, otherwise.
2) Compute shortest (minimum-hop) paths amongst the re- o ) _
maining links. Small values of”' limit the computational and storage require-
3) Extract a route with the minimum total cdst, c. ments of the shortest-path computation [6], [10], [22]. However,

This process effectively computes a “cheapest—shortest—figarse'grain link-cost information can degrade performance by

sible” path or a “cheapest-shortest” path, depending on whet QLiting the routing algorithm’s ability to distinguish between

or not the pruning step is enabled. By pruning any infeasiblfg s with different available resources, though the presence of

links (subject to stale information), the source performs a Ior@_ultiple minimum-cost routes provides efficient opportunities

liminary form of admission control to avoid selecting a routé0 palance load through alternate rputing. Relgtively simple al-
that cannot support the new connection. In\émode network ggnthms have)(L + CN) complexity [19], .wh|!e more com-
with L links, pruning ha®)(1.) computational complexity and plicated approaches offer a further reduction in computational

produces a sparser graph consisting entirely of feasible "nlgg_mplexny [20].
Then, the switch can employ the Dijkstra shortest-path tree @
gorithm [19] to compute the shortest path with the smallest total
cost! The Dijkstra shortest-path calculation h@$L log V) When a new connection request arrives, the source switch ap-
complexity when implemented with a binary heap. Althougglies the three-step routing algorithm to select a suitable path.
advanced data structures can reduce the average and worst-dy¢ever, the optional step of pruning the (seemingly) infeasible
complexity [20], the shortest-path computation still incurs siginks may actually disconnect the source and the destination,
nificant overhead in large networks. Extracting the route intrgarticularly when the network is heavily loaded. When a fea-
duces complexity in proportion to the path length. sible route cannot be computed, the source rejects the connec-
tion without trying to signal the connection through the network.
Stale link-state information may contribute to thesating fail-
ures since the source may incorrectly prune alink that could ac-
tually support the new connection (i.e., the link has b < R;,

although the source determines that- b > R;). Routing fail-
1n practice, a single invocation of Dijkstra’s algorithm is sufficient for com- 9 A b > Z) Y

puting the shortest path (in terms of hop count) with the minimum total cost (wesf do ”_Ot occur when prl_m_lng is disabled. In th_e ab_sence ofa
terms of link costs:). In a network withV switches and < ¢; < 1,the link  routing failure, the source initiates hop-by-hop signaling to re-

weightsw; = N + ¢; ensure that paths with links always appear cheaper gerye bandwidtth on each link in the route.

than paths withh + 1 links. In particularz-hop routes have a maximum cost As th . l h | d h h
of A(V + 1), while any(% + 1)-hop route has a cost that exceétis+ 1), S the signaling message traverses the selected path, eac

whereh < N. switch performs an admission test to check that the link can ac-

Connection Signaling
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tually support the connection. If the link has sufficient resourcesiodel generates updates upon detection of a significant change
the switch reserves bandwidth on behalf of the new connectidyy in the available capacity since the last update message,
(i.e.,7 = r; + b) before forwarding the setup message to thehere

nextlink in the route. Once the bandwidth resources are reserved ,

on each link in the route, the network admits the connection, A, = |7i — 7’i|.

committing bandwidttb on each link in the path for the dura- R —;

tion of the call. However, aetup failureoccurs if a link does
not have enough resources available when the setup mes
arrives. Stale link-state information contributes to thestup

SQQ%se changes in link state stem from the reservation (release)
of link bandwidth during connection establishment (termina-

failures, since the absence of sufficient resources is discover&y")- BY updating link load information in response to a change
only during the call setup process. By blocking connections iflt a"a"at?'e b'a.ndv'\ndth, trlgg(_ared updates re;pond to smgller
side the network, setup failures consume processing resour%'%gnges In utl_llzatlon as the link nears capacity, wh_en the I_|nI_<
and delay the establishment of other connections. In additigh2y Pecome incapable of supporting new connections. Simi-

a failed connection temporarily holds resources at the upstreid}y: connections terminating on a heavily loaded link introduce
links, which may block other connections in the interim. In corf large relative change in available bandwidth, which generates

trast, routing failures are purely local and do not consume afif) UPdate message even for very large trigger thresholds. In con-

resources beyond the processing capacity at the source swittpstto perioQic updates, though, trigge.red Messages compligate
To deploy QoS routing with reasonable network overheaotQ,e prowsmnmgpf network resources since rapid fluptuatlons in

the delays for propagating and processing these setup mess&yalable capacity can generate a large number of link-state up-

must be much smaller than the link-state update periods &€S: Uniess a reasonable hold-down timer is used.

connection durations. In assuming that propagation and pro-

cessing delays are negligible, our model focuses on the prim&y Network and Traffic Model

effects of stale link-state information on establishing connec- A key challenge in studying protocol behavior in wide-area

tions for the long-lived traffic flows. Finally, we model at mosietworks lies in how to represent the underlying topology and

one attempt to signal a connection. Although we do not evaluaggffic patterns. The constantly changing and decentralized

alternate routing (or crankback) after a setup failure, the connegiture of current networks (in particular, the Internet) results

tion blocking probability provides an estimate of the frequenay a poor understanding of these characteristics and makes it

of crankback operations. In practice, a “blocked” request majfficult to define a “typical” configuration [24]. In addition,

be repeated at a lower QoS level, or the network may carry ténclusions about algorithm or protocol performance may

offered traffic on a preprovisioned static route. vary dramatically with the underlying network model. For
) o example, random graphs can result in unrealistically long paths
D. Link-State Update Policies between certain pairs of nodes, “well-known” topologies may

Every switch has accurate information about the utilizatisshow effects that are unigue to particular configurations, and
and cost of its own outgoing links, and potentially stale inforregular graphs may hide important effects of heterogeneity and
mation about the other links in the network. To extend beyomnuniformity [25]. Consequently, our simulation experiments
the periodic link-state update policies evaluated in previous peensider a range of network topologies with differences in
formance studies [8]-[10], [13], we consider a three-parameigrportant parameters such as average path length, number
model that applies to the routing protocols in PNNI and thef equal-hop paths between nodes, and network diameter.
proposed QoS extensions to OSPF. In particular, the model We comment on similarities and differences between the
cludes a trigger that responds to significant changes in availapkrformance trends in each configuration.
bandwidth, a hold-down timer that enforces a minimum spacingAs our study focuses on backbone networks, we consider
between updates, and a refresh period that provides an uppeologies with relatively high connectivity, an increasingly
bound on the time between updates. The link state is the avaitmmon feature of core backbone networks that support a
able link bandwidth, beyond the capacity already reserved fidense traffic matrix (with significant traffic between most pairs
other QoS-routed traffic (i.eR; — ;). This is in contrast to tra- of core nodes) and are resilient to link failures. Since our study
ditional best-effort routing protocols (e.g., OSPF) in which udocuses on intradomain routing, our topology model is meant
dates essentially convey only topology information. We do ntt represent the nodes and links within a single domain or
assume, or model, any particular technique for distributing thesitonomous system. As such, the model does not include the
information in the network; two possibilities are flooding (as iredge links connecting to neighboring domains. Each node can
PNNI and OSPF) or broadcasting via a spanning tree. be viewed as a single switch that sends and receives traffic

The periodic update messages provide a refresh of thee one or more sources and carries traffic to and from other
link utilization information, without regard to changes in theswitches or routers. Since we focus on a single domain, we
available capacity. Still, the predictable nature of periodido not incorporate recently developed models of interdomain
updates simplifies the provisioning of processor and bandwidtpology [26], [27].
resources for the exchange of link-state information. To preventWe study a well-known core topology (an early representa-
synchronization of update messages for different links, eatibn of the MCI backbone that has appeared in other routing
link introduces a small random component to the generationgifidies [9], [10], [12]). In addition, we evaluate both random
successive updates [23]. In addition to the refresh period, thephs (generated using [28]) and regular topologies in order to
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TABLE | Il. L INK-STATE UPDATE POLICIES
TOPOLOGIESUSED IN EXPERIMENTS L . . .
The initial simulation experiments focus on the effects

Topology | Nodes | Links | Degree | Diam. | Avg. path of inaccurate link-state information on the performance and
length overheads of QoS routing by evaluating periodic and triggered
Random 100 492 4.92 6 3.03

updates in isolation. With a periodic update policy, large periods
substantially increase connection blocking, ultimately out-

weighing the benefits of QoS routing. In contrast, experiments
with triggered updates show that coarse-grain triggers do not

vary important parameters like size and node degree in a c8igve @ significant impact on the overall blocking probability,
trolled fashion. Most of our graphs show results for the MCI arfthough larger triggers shift the type of blocking from routing
random topologies, though in Section IV we use a set of reguf&#ures to more expensive setup failures.
graphs with different degrees of connectivity to evaluate the ef- o
fects of having multiple shortest-path routes between pairs®f Periodic Link-State Updates
nodes. The MCI and random graphs in general have relativelyThe connection blocking probability increases as a function
few (if any) multiple equal-hop paths between nodes but patbsthe link-state update period, as shown in Fig. 1(a). The exper-
are shorter in the smaller MCI topology. The regular topologynent evaluates three bandwidth ranges on the random topology
has significantly more equal-hop paths at the expense of haviggh an offered load of = 0.75; the connection arrival rate re-
more links and, consequently, higher link-state update distribwmains fixed at\ = 1, while the Pareto scale parametis used
tion overhead. Table | lists the pertinent characteristics of the adjust the mean holding time to keep load constant across
topologies used in our experiments. We further assume that the three configurations. For comparison, the graph shows re-
links have uniform capacityt (i.e., R; = R for all ¢). In ad- sults with and without pruning of (seemingly) infeasible links.
dition, the topology remains fixed throughout each simulatiove vary the update periods from almost continuous updates to
experiment; that is, we do not model the effects of link failuresery long periods of 200 times (graphs show up to 80 times)
Each node generates connection requests according tthé average connection interarrival time. Due to their higher
Poisson process with ratg with uniform random selection resource requirements, the high-bandwidth connections experi-
of destination nodes. This results in a uniform traffic pattergnce a larger blocking probability than the low-bandwidth con-
in the regular graphs, and a nonuniform pattern on the M@Geéctions across the range of link-state update rates. The blocking
and random topologies, allowing us to compare QoS routipgobability for high-bandwidth connections, while higher, does
to static shortest-path routing under balanced and unbalaneet appear to grow more steeply as a function of the update pe-
loads. In addition, we consider the effect of bursty arrivaigod; instead, the three sets of curves remain roughly equidistant
where connection interarrival times follow a Weibull distri-across the range of update periods.
bution [29]. We model connection durations using a ParetoPruning Versus Not Pruningin general, pruning improves
distribution with shape parameter = 2.5 to capture the the effectiveness of QoS routing under small to moderate load
long-tailed nature of connection duratién$24] while still by allowing connections to consider nonminimal routes. How-
producing a distribution with finite variance, making it possiblever, stale link-state information reduces the effectiveness of
to gain sufficient confidence in the simulation results. Fgsruning, as shown in Fig. 1(a). Initially, the “pruning” curves
comparison, we also conducted experiments with exponentiafigive a lower blocking probability than the “no pruning” curves;
distributed durations. We denote the mean duration/.as however, the curves cross as the link-state update period in-
Connection bandwidths are uniformly distributed within agreases. With out-of-date information, the source may incor-
interval with a spread about the meéan For instance, call rectly prune a feasible link, causing a connection to follow a
bandwidths may have a mean of 5% of link capacity withonminimal route when a minimal route is available. Hence,
a spread of 200%, resulting i ~ U(0.0, 0.1R]. Most of the staleness of the link-state information narrows the range
the simulation experiments focus on mean bandwidths froph offered loads where pruning is effective. Even with accu-
2%-5% of link capacity. Smaller bandwidth values, albetiate link-state information, pruning degrades performance under
perhaps more realistic, would result in extremely low blockingeavy load since nonminimal routes consume extra link capacity
probabilities, making it almost impossible to complete thetthe expense of other connections. The network can control the
wide range of simulation experiments in a reasonable timeegative influence of nonminimal routes by limiting the number
instead, the experiments consider how the effects of link-staftextra hops a connection can travel, or reserving a portion of
staleness scale with tiieparameter to project the performancdink resources to connections on minimal routes. To address stal-
for low-bandwidth connections. With a connection arrivaéness more directly, the pruning policy could be more conser-
rate A at each of/ N switches, the offered network load isvative or more liberal in removing links to balance the tradeoff
p = AN{bh/LR, whereh is the mean distance (in number obetween minimal and nonminimal routes [31].
hops) between nodes, averaged across all source—destinatid®oute Flapping: Although QoS routing performs well for
pairs. Additional details on the simulation methodology aremall link-state update periods (significantly outperforming
available in [30]. static routing [30]), the blocking probability rises relatively
quickly before gradually plateauing for large update periods.

2We use a standard form of the Pareto distribution with shape parameter . . . . . . .
scale parametet, and cumulative distribution functiafix (x) = 1 — (3/z)*. N Fig. 1(a), even an update period of five time units (five times

MCI 19 64 3.37 4 2.34
Regular 125 750 6 6 3.63
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routes to the destination. We see that routing failures occur only
014 | e—ob-(0,4%] E . . . .

»"—wb- (0, 6%] with very accurate information since the source learns about
bab-0.8%) link infeasibility very quickly. When link state can fluctuate
significantly between updates the source is virtually certain
to find at least one seemingly feasible path, thus avoiding a
routing failure.

Under large update periods, relative to the arrival rates and
holding times, the links can experience dramatic fluctuations in
link state between successive update messages. Such link-state
flapping has been observed in packet routing networks [32],
where path selection can vary on a packet-by-packet basis; the
same phenomenon occurs here since the link-state update period
is large relative to the connection interarrival and holding times.
When an update message indicates that a link has low utiliza-
tion, the rest of the network reacts by routing more traffic to the

; ; ; : ; s link. Blocking remains low during this interval, since most con-
0 10 20 30 40 50 60 70 80 . . .
Link-state update period (unit time) nections can be admitted. However, once the link becomes sat-
@) urated, connections continue to arrive and are only admitted if
other connections terminate. Blocking stays relatively constant
e b-10,4%] during this interval as connections come and go, and the link
0.09 - :ﬁifgi gzj 1 remains near capacity. For large update periods, this “plateau”
¥ b~ (0, 10%] v interval dominates the initial “climbing” interval. Hence, the
QoS-routing curvesin Fig. 1(a) flatten at a level that corresponds
to the steady-state blocking probability during the “plateau” in-
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g8°°F Eventually, QoS routing starts to perform worse than static
g oos| L routing, because the fluctuations in link state begin to exceed the
% Set-up faiiures random.\./arlat!ons in traffic Igad. In searchmg. for (seemingly)
g 004 * underutilized links, QoS routing targets a relatively small set of

links until new update messages arrive to correct the link-state
database. In contrast, under static routing, the source blindly
* routes to a single group of links, though this set is typically
larger than the set identified by QoS routing. Thus, when the up-
Routing failures date period grows quite large, static routing is more successful
" L . ., atbalancing load and reducing connection blocking. The exact
Link-state update period (unit time) crossover point between the two routing algorithms is very sen-
(b) sitive to the distribution of traffic in the network. For example,
Fig. 1. Staleness due to periodic updatedn (a) we show that the blocking in the presence OT “hot spots” of heavy Ipad' QOS routing can
probability grows rapidly as the link-state update period grows for several ranggglect links that circumvent the congestion (subject to the de-
Qfgequgztjﬂg?giiafigghse ggz?s;llingrsigéiigﬁgiget?ﬁff%manrcimhigF;L“ggjﬂée of staleness). Under such a nonuniform load, QoS routing
Itiatl‘:‘t?e blo-cking is dominuated bysetuF;)faiIures aﬁer%nlgasmglltijncrgasein @ggn.tmues to outperform stapc ro““”g even for large update
period. Both graphs show results for the random topology wita 1,« = 1,  periods. For example, experiments with the nonhomogeneous
andp = 0.75.ThFT‘ mean connection durations are 60..9, 40.6,30.4,and 24.4 MC| backbone top0|ogy show that QOS routing Consistenﬂy
the mean bandwidths 2%, 3%, 4% and 5%, respectively. achieves lower blocking probability than static routing over a
wide range of update rates.
the average connection interarrival time) shows significant Path Length, High-Bandwidth Requests, and Non-Poisson
performance degradation. By this point, setup failures accoutivals: Fluctuations in link state have a more pernicious
for all of the call blocking, except when the update period isffect on connections between distant source—destination pairs,
very small (e.g., for update periods close to the interarrivaince QoS routing has a larger chance of mistakenly selecting
time), as shown in Fig. 1(b) which focuses on a small region afpath with at least one heavily loaded link. This is especially
the experiments with pruning in Fig. 1(a); when pruning is digrue when links do not report their new state at the same time,
abled, routing failures never occur, and setup failures accouhte to skews in the update periods at different switches. We
for all blocked connections. In general, periodic updates do ratamined this effect by comparing the connection blocking
respond quickly enough to variations in link state, sometimgsobabilities from Fig. 1(a) to several alternative measures of
allowing substantial changes to go unnoticed. This suggebtecking (not shown). For example, the hop-count blocking
that inaccuracy in the link-state database causes the soymbability is defined as the ratio of the hop count of blocked
switch to mistake infeasible links as feasible; hence, the soumnnections to the hop count of all connections; bandwidth
selects an infeasible path, even when there are other feasHitecking is defined analogously relative to requested band-
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Fig. 2. Blocking for varying arrival burstiness : Burstiness is increased with F19- 3.  Blocking for different duration distributions: The mean duration is

a smaller Weibull shape parameterSimulation parameters are the same as iff<€d at¢ = 40, and we compare exponentially distributed connection durations
Fig. 1(a). to a long-tailed Pareto distribution. The arrival ratearies to keep offered load

fixed atp = 0.75 in the random topology, with ~ (0, 0.06], « = 1, and
pruning enabled.

width. Compared to conventional connection blocking, these

metrics grow more quickly in the presence of stale informatiogropability. These results suggest that the network could limit
In general, bandwidth blocking exceeds hop-count blockingos routing to the longer-lived traffic that would consume ex-
suggesting that high-bandwidth connections are even harg@gksive link resources if not routed carefully, while relegating

to route than high hop-count connections, though link-stad@ort-lived traffic to preprovisioned static routes [33].
staleness does not seem to affect one metric more than the

other [30]. Fig. 2 shows that increased burstiness in the arri\QI
process also increases blocking probability over the range of
update periods. For higher bandwidth connections, the effect ofAlthough periodic updates introduce a predictable overhead
burstiness is exacerbated by the nonminimal routes introduded exchanging link-state information, triggered updates can
by pruning. Thus, even for the smallest update period, tlfer more accurate link-state information for the same average
blocking for bursty traffic is significantly higher than forrate of update messages. The graph in Fig. 4(a) plots the
nonbursty traffic. The effect is not so pronounced for loweronnection blocking probability for a range of triggers and
bandwidth connections since they consume fewer resourseseral bandwidth ranges in the MCI topology. In contrast to
even when allowed to take nonminimal routes. the experiments with periodic link-state updates, we find that
Connection Durations:Despite the fact that staleness due tthe overall blocking probability remains relatively constant as
periodic updates can substantially increase connection blockiagfunction of the trigger, across a wide range of connection
the network can limit these effects by controlling which typesandwidths, cost metrics, and load values, with and without
of traffic employ QoS routing. For example, our experimentsruning, and with and without hold-down timers. Additional
showed that longer durations allow the use of larger link-staggperiments with the well-connected regular topology show
update periods to achieve the same blocking probability [3@he same trend [30].
Short-lived connections cause link state to fluctuate rapidly, par-Blocking Insensitivity to Update TriggerTo understand this
ticularly for high-bandwidth requests, and thus require frequeplhenomenon, consider the two possible effects of stale link-state
updates to maintain good routing performance. In Fig. 3, we fimgformation on the path-selection process when pruning is en-
that exponentially distributed connection durations result inabled. Staleness can cause infeasible links to appear feasible, or
more gradual rise in blocking probability over the same rangause the switch to dismiss links as infeasible when they could
of update periods (nearly half as fast for some mean holdiimgfact support the connection. When infeasible links look fea-
times) than with the Pareto distribution. The long-tailed Paresible, the source may mistakenly choose a route that cannot ac-
distribution introduces more overall variability in the networkually support the connection, resulting in a setup failure. How-
load by creating some very long-lived connections (relative &ver, if the source had accurate link-state information, any infea-
the mean). The increased load fluctuation decreases the eff@ble links would have been pruned prior to computing a route.
tiveness of periodic link-state updates in identifying feasibl@ this case, blocking is likely to occur because the source cannot
paths. The heavier tail of the Pareto distribution also resultslotate a feasible route, resulting in a routing failure. Instead of
more shorter-lived connections than an exponential distributiorcreasing the connection blocking probability, the stale infor-
with the same mean, implying that these shorter connectionsmeation changes the nature of blocking from a routing failure to
quire very frequent updates to achieve acceptably low blockiagsetup failure. Fig. 4(b) highlights this effect by plotting the

Triggered Link-State Updates
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008 Fig.5. Link-state update rate for different trigger values: This graph shows

the link-state update rate for the random topology withk= 0.75, A = 1,

:Zzgg.z;/:} 2 = 1, and pruning disabled. Mean connection durations are the same as in
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Lv’l\v—-v
008 1 \\v~—v\ 1  often has more than one available route between any two nodes;
. \v\\ the likelihood of pruning links incorrectly oall of the feasible
EOSLaal . RN 1 routesis quite low. Hence, the blocking probability is dominated
é o _A‘”*\\A\ “w by the previous scenario, namely mistaking infeasible links as
30N R°“""g'ai”'es 1 feasible. Additional experiments (not shown) illustrate that the
'=§ T T tradeoff between routing and setup failures persists even in the
@ 0% - 1 presence of hold-down timers, though the hold-down timer in-
o creases the overall blocking probability and rate of setup fail-
002 mOT oo 1 ures.
Link-State Update RateDespite the increase in setup fail-
oor Set-up failures 1 ures, large trigger values substantially reduce the number of

update messages for a given blocking probability, as shown in

i L L L

0% " ow o020 o3 o4 050 o060 o0 Fig. 5. For very fine-grained triggers, every connection estab-
Link-state updale trigger lishment and termination generates an update message on each
() link in the route, resulting in an update rateNA/L in a

Fig. 4. Blocking insensitivity to triggers: Connection blocking remains network with N switches,L links, and an average path length

fairly constant over a wide range of link-state update triggers, with and withogf 7, hOpS. Here. the expression reduces to 1.23 link-state up-
pruning enabled. Across the four curves for different bandwidth ranges, ’

g]%te messages per unit time, which is close toytletercept
mean connection holding tinfeis varied to keep the offered load constant. The : ) ~> p e yt. p
experiments evaluate the MCI topology wjth= 0.70, A = 1,anda = 1. in Fig. 5; additional experiments show that the link-state up-

The mean connection durations are 50.4: 33.6, 25.2, and 20.2 for the mggyte rate is not sensitive to the connection holding times, con-
bandwidths 2%, 3%, 4%, and 5%, respectively. sistent with th@ AN i/ L expression. In Fig. 5, the larger band-
width values have a slightly smaller link-state update rate for
blocking probability for both routing and setup failures. Acrossmall triggers; high-bandwidth connections experience a higher
the range of trigger values, the increase in setup failures is offeécking rate, which decreases the proportion of calls that enter
by a decrease in routing failures. the network and generate link-state messages. When triggers are
Now, consider the other scenario in which staleness causesrse, however, more connections are signaled in the network
feasible links to look infeasible. In this case, stale informatiofdue to fewer routing failures), and the high-bandwidth connec-
would result in routing failures because links would be unnetions trigger more updates since they create greater fluctuation
essarily pruned from the link-state database. Although this casdink state.
can sometimes occur, it is very unlikely, since the triggering Unlike routing failures, setup failures may trigger link-state
mechanism ensures that the source switch has relatively acgpdate messages, since reserving and releasing link resources
rate information about heavily loaded links. For example, a cogenerates changes in link state, even if the connection ultimately
nection terminating on a fully utilized link would result in an exblocks at a downstream node. The increase in setup failures for
tremely large change in available bandwidth, which would atarger triggers slows the reduction in the update rate in Fig. 5
tivate most any trigger. Moreover, a well-connected topologs the trigger grows. The exact effect of setup failures depends
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020 of the link-state update rate for bursty and nonbursty arrivals
A p y
015l e 075 1 (experiment not shown). With small update triggers, the bursty
4= Weibull 2= 050 traffic has a lower update rate due simply to its higher blocking
0.18 1 probability, particularly for the higher-bandwidth requests.
Z ol | When link-state triggers become coarse, however, the update
3 i’:"\\ rate for bursty traffic remains high due to a combination of a
g ot :)k:q . 1 greater number of nonminimal routes and increased link-state
.§ Kkt,ﬂ*ﬁ:\ \3\«/:\ fluctuations. In general, bursty traffic increases the blocking
— AN B . . . . .
g o S =R due to routing failures, and it remains high even as the update
5 \o\ ~a N
,é 008 | \ b~ (0,8%] \ﬁ\ 1 triggeris in_creased._Tha_t is, larger triggers do not shift blocking
2 N \?\’A\A to setup failures as in Fig. 4.
§ 006 ¢ N ~a ] Ultimately, the choice of link-state periods and triggers de-
S Y, p a9
| AN o | pends on the relative cost of routing failures, setup failures,
0.04 N o
b= (0.4%) P~ gm0 om0 T and update messages, as well as the importance of having a
0.02 _,_,__}__._,_.L,_.__f_.j:.:rsg 1 predictable link-state update rate. Coarse triggers and large pe-
000 N . . . . riods can substantially decrease the processing and bandwidth
Too0 010 o020 0.30 040 050 060 070 requirements for exchanging information about network load.

Link- d j . . . .
ink-state update trigger But the benefit of larger triggers and periods must be weighed

Fig. 6. Bursty arrivals with triggered updates: These graphs show the against the m_crease n Co.nnecuon blocking, particularly due to
effect on connection blocking of increased burstiness with the same mdRPre expensive setup failures. These tradeoffs suggest a hy-
arrival rate. Smaller Weibull shape parameters result in more burstiness in théd policy with a moderately large trigger value to provide
arrival process. Simulation parameters are the same as those in Fig. 5. load information when it is most critical, as well as a relatively
small hold-down timer to bound the peak link-state update rate

on the number of successful hops before the connection blockghout suppressing these important messages. For example, for
Also, if the network supports crankback operations, the attentpg experiment shown in Fig. 5, imposing a hold-down timer
to signal the connection on one or more alternate routes coti¢ times the connection interarrival time reduces the number
generate additional link-state update messages. As a secon@lijk-state updates by nearly a factor of 3 for fine-grained trig-
effect, pruning infeasible links at the source switch can infla@ers (around 5%). With coarser triggers, the hold-down timer
the update rate by selecting nonminimal routes that reserve (&8l reduces the update rate but the decrease is not as dramatic.
release) resources on extra links [30]. Overall, though, modest

trigger values are effective at reducing the link-state update rate IV. NETWORK TOPOLOGY

by about a factor of three to four. Also, for a fixed update rate, Though the results in Section Il were mainly presented in the

triggers are able to significantly reduce the proportion of setu
failures when compared with periodic updates. For instance, S%p_ntext of the random topology, we have conducted numerous

ting the trigger to around 0.30 results in an average update int%r-d'tlonal experiments with the MCI and regular topologies (see

arrival of 3 (forb ~ (0, 0.06]) and 17% of the blocking occurs in able | for topolo_gy pargmeters). I_n this sec_tlon, we reY'S't some
%f the staleness issues in the previous section to highlight the de-

signaling. When using periodic updates at the same frequen .
setup failures account for 74% of the blocked connections, ag%hdency on the underlying topology. Then, we present a more

the blocking rate is much higher systematic study of topology based on a parameterized model
Impact of Non-Poisson Arri;/aIsFig 6 illustrates the of regular graphs that allows us to exert direct control over the

problem with nonminimal routes when connection requeslfgy topological properties.

arrive in bursts. For both Poisson and non-Poisson arrivals of )

high-bandwidth requests, blocking is higher when the triggerfs Géneral Topology Observations

smaller. When link-state information becomes more inaccurate Our experiments with periodic updates in the random
however, the blocking rate decreases for Poisson arrivaispology [Fig. 1(a)] show a strong dependency on the update
but not for the non-Poisson traffic. When a source choospsriod regardless of whether link pruning was enabled or
nonminimal routes for groups of requests, the network is ndisabled. However, in the MCI topology we observe a much
able to sufficiently recover from poor allocation of resourcesveaker dependence on the link-state update period when
As a result, the source is unable to find (seemingly) feasibpeuning is disabled. Since the MCI topology has relatively
routes after pruning, except when using very large triggers, lag/ connectivity, most source—destination pairs do not have
shown by the gradual decline in blocking probability relativenultiple minimum-length routes. Hence, when pruning is
to Poisson arrivals. When pruning is not permitted (resultisabled, the route computation does not react much to changes
not shown), we find that blocking is insensitive to the updatia link load.

trigger, but bursty arrivals suffer a higher blocking probability We see a more pronounced effect when considering pruning
relative to Poisson traffic. A burst of connection requestsith triggered updates. Fig. 4 showed that triggered link-state
may be thought of as a single high-bandwidth request thapdates generally do not affect the overall blocking rate, with or
when signaled, results in more link-state fluctuation relative teithout applying pruning. However, when pruning in a sparsely
nonbursty traffic. We investigated this through a comparisa@onnected network, an incorrect pruning decision can cause the
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source to erroneously consider nonminimal routes. For example, TABLE I

additional experiments with the random topology (not shown) CHARACTERISTICS OFf-ARY n-CUBES

indicated that it haiigher blocking rates with more accurate  Topology | Nodes | Links | Degree | Diam. | Avg. path
information (i.e.,smallertrigger values), when trying to route (k,n) length
high-bandwidth connections. This effect is also seen with bursty 10,2 100 400 4 10 5.05
arrivals, as described in Section I1l-B. The random graph typi- 5,3 125 750 6 6 3.63
cally does not have multiple equal-length paths between apairof 4,3 64 384 6 6 2.95
nodes. As a result, pruning an infeasible link along the shortest __3,2 25 100 4 4 2.50

path results in the selection of a nonminimal route. In the end,

this increases the overall blocking probability, since these nagyder to focus more directly on topology effects, we require
minimal routes consume extra resources. If, instead, the sougCtodel with greater control over important parameters such
chose not to prune this infeasible link (say, due to stale link-sta{¢ diameter, node degree, mean path length, and the number
information), then the connection would attempt to signal along similar-length paths between pairs of nodes. Random graph
the shortest path. Although the connection would block up@fiodels (e.g., Waxman) offer some control over connectivity
encountering the infeasible link, the network would benefit biyyt it is difficult to precisely control the other parameters of
deciding not to accept the connection. In fact, the use of a smiallerest. In addition, the use of random graphs makes it difficult
hold-down timer has a similar effect, resulting in much flattefp match the traffic pattern with the underlying topology. For
curves for blocking as a function of the trigger. example, applying uniform random selection of destination
It is generally unwise to apply pruning for high-bandwidtthodes in a random graph results in nonuniform traffic load.
connections when the topology does not have multiple routgsis makes it difficult to draw fair comparisons between
of equal (or similar) length. The detrimental effect of nonminexperiments with different random graphs.
imal routes may also be limited, however, by explicitly control- To study the effects of staleness under a range of topologies,
ling the degree of nonminimality (e.g., at most one extra hopje evaluate a set of regular graphs with similar size and different
rather than disabling pruning altogether. Poor performance digrees of connectivity under the same uniform traffic load. The
to a lack of routing choices in the topology is also worseneaskperiments focus on the class/efiry n-cube graphs witfk
when connection requests arrive in bursts. We illustrated in Se@des along each of dimensions ¥ = k™ nodes of degree
tion 11I-B that bursty connection arrivals increase blocking bygp, with L = 2nk™ links and diameteD = |k/2]|n), as shown
making it harder for the source to find feasible paths. Addition@ Table II. A higher dimension®) typically implies a “richer”
experiments show that this problem is exacerbated in topologiepology with more flexibility in selecting routes, whereas a
which have few equal-length paths between a source and desiige number of nodeg), with a fixedn, increases the average
nation. We find, for example, that routing failures for high-bandength of routes, which requires connections to successfully re-
width connections remain high in the random topology as tkerve resources on a larger number of links. These differences
update trigger increases, but they decline somewhat in the Umétween the topologies have a significant influence on how well
form topology where multiple equal-length routes are availablghe QoS-routing algorithm’s performance scales with the stale-
We find that topology and traffic together play an importaniess of link-state information, as shown in Fig. 7(a). The graph
role in defining the range of update frequencies over which Q@fots the connection blocking probability over a range of up-
routing provides a significant performance advantage over stafiste periods, with offered load kept constant between the four
routing. When the traffic pattern is matched to the topologgonfigurations by changing the mean (exponentially distributed)
static routes (if properly provisioned) can perform quite welholding time.
In comparing QoS and static routing in the uniform topology Under accurate link-state information, the 10-ary 2-cube and
with uniform random requests, we found that when the link-stasary 3-cube topologies have good performance, despite the
update period is very large, static routing begins to outperfolenger average distance between pairs of nodes. For small up-
QoS routing. Experiments with other topologies, however, shayate periods, the higher connectivity of the 5-ary 3-cube and
that QoS routing is able to capitalize on mismatches betwegsary 3-cube results in a large number of possible routes, which
traffic and topology to consistently perform better than stati@duces the likelihood of a routing failure. Similarly, the 10-ary
routing. For example, experiments with the nonhomogeneaRigube has a large number of routes, though fewer than the 5-ary
MCI backbone topology (with uniform traffic) show that QoS3-cube. However, the performance of these richer topologies de-
routing consistently achieves lower blocking probability thagrades more quickly under stale load information. For longer
static routing over the entire range of update rates considerkk-state update periods, blocking stems mainly from signaling
In this case the key point is not the topology configuration, bilures, which are more likely when a connection has a longer
rather the relationship between the topology and traffic pattefmth through the network. Once the routing algorithm selects a
single path, based on stale information, the new connection can
B. Parameterized Topology Model no longer capitalize on the presence of other possible routes.. The
performance of the 5-ary 2-cube degrades more slowly, since
The experiments with the graphs in Table | provide sonthe shorter route lengths increase the chance that the routing
insights into the impact of topology on the performance aflgorithm selects a feasible path. Similarly, though they have
QoS routing in a variety of situations (e.g., pruning/no pruninglentical connectivity, the 4-ary 3-cube outperforms the 5-ary
bursty arrivals, high-bandwidth connections). However, iB-cube, due to its smaller average path length.
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030 T T n corresponds to growing the underlying network in a manner

that increases the average path length in proportion to the in-
025 L k=10,n=2(=13.5) 4 crease in the number of links.

More generally, a densely connected topology with a rela-
tively low diameter should trigger fewer link-state updates since
connections are routed on shorter paths. The reduction in over-
head, however, may be offset by the cost of distributing the up-
date messages. For example, if link-state messages are flooded
throughout the network (as in PNNI and OSPF), then each node
receives the message on each incoming link. As a result, each
node receive@n copies of every link-state update. Hence, the
advantages of a richer topology are partially overshadowed by
the cost of flooding the link-state messages. Also, the experi-
ment in Fig. 7(a) shows that stale information limits the bene-
fits of richer connectivity, though the use of update triggers, in-
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date-distribution mechanism (such as spanning trees, instead of
@) a flooding protocol), a richly connected topology, coupled with
40 T ' ‘ ' ' ' ' a reasonable trigger level, can retain the advantage of having
wl E’:‘:iﬁjgﬁg §2§§1) | many routing choices and a low link-state update overhead.
s—nk=10,n= =2.

v—v k=5n=2(/=22)
V. LINK-COST PARAMETERS

8

The link-state update rate also impacts the choice of the
link-cost parameters({ and «, Section 1I-B) in the routing
algorithm. Fine-grain cost metrics are much less useful,
and can even degrade performance, in the presence of stale
link-state information. With a careful selection of the exponent
«, the path-selection algorithm can reduce the number of cost
levels C without increasing the blocking probability. Smaller
values ofC reduce the space and time complexity of the route
computation, allowing the QoS-routing algorithm to scale to
larger network configurations. In addition, coarse-grain link
costs increase the likelihood of having multiple minimum-cost

n
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Per-link update rate (per unit time)
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e state update tigger .~ " routes, which allow the network to balance load across alternate

routes.
(b)

Fig. 7. Topology and link-state accuracy:(a) Richly connected topologies
have low blocking probabilities under accurate information, although tH%' Number of Cost Level€)

benefits of multiple routes degrade under large update periods. (b) WithThe experiments in Sections IIl and IV evaluate a link-cost
triggered updates, the rate of link-state messages is proportionfalaed . . L
independent of:. In both experiments; = 85%, b ~ (0, 0.1], anda = 2 function with a large number of cost levels, limited only by
(with pruning). The arrival rates in both graphs are= 1 andA = 12.5, machine precision. With such fine-grain cost information, the
respectively. Load is kept constant across the four topologies by chafiging path-selection algorithm can effectively differentiate between
links to locate the “cheapest” shortest-path route. Fig. 8(a) eval-
Direct comparisons between the four topologies are someates the routing algorithm over a range of cost granularity and
what difficult, due to differences in the number of nodes arhk-state update periods. To isolate the effects of the cost func-
links. For example, the crossover in Fig. 7(a) occurs becausm, the routing algorithm does not attempt to prune (seem-
the 5-ary 2-cube has a lower average path length, despite ithgly) infeasible links before invoking the shortest-path com-
topology’s poorer connectivity. Still, varyingandn lends in- putation in this experiment. Th€ cost levels are distributed
sight into the effects of stale information. Fig. 7(b) shows thiaroughout the range of link utilizations by setting,;, = O.
overheads for triggered link-state updates in the four topolG@ompared to the high blocking probability for static routing
gies. Although the 10-ary 2-cube has fewer nodes than the 5-& = 1), larger values o€ tend to decrease the blocking rate,
3-cube topology, the 10-ary 2-cube generates substantially mpeaticularly when the network has accurate link-state informa-
link-state update messages than the other two networks. Tio@, as shown in the “periog 1" curve in Fig. 8(a).
larger update rate stems from the large path lengths, relativéd-ine-grain cost metrics are less useful, however, when
to the number of switches. Interestingly the 5-ary 3-cube afidk-state information is stale. For example, having more
the 5-ary 2-cube have nearly identical link-state update ratéisan four cost levels does not improve performance once the
In fact, the update rate is approximately/4 across all of the link-state update period reaches 20 times the average interar-
k-aryn-cube topologies [30]. Increasing the network dimensiaival time. Although fine-grain cost metrics help the routing
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Fig. 9. Exponenta with stale link-state information: A larger exponent
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decreases the blocking probability, urtilgrows so large that the cost intervals
become too narrow. This experiment evaluates the random topology with update
) period= 10,p = 0.75, A = 1,b ~ (0.0, 0.06], ¢ = 40.6, and pruning
trigger = 0.5 disabled.

0.04
The appropriate number of cost levels depends on the
update period and the connection-bandwidth requirements, as
well as the overheads for route computation. Larger values
of C increase the complexity of the Dijkstra shortest-path
computation without offering significant reductions in the
connection blocking probability. Fine-grain cost information is
more useful in conjunction with triggered link-state updates,
as shown in Fig. 8(b). We still find, however, that experi-
ments with a finite humber of® values are consistent with
the results in Section 11I-B; that is, the connection blocking

0.03

0.02 |

Set-up failureprobability

0.01

trigger = 0.2

mggmw probability remains constant over a wide range of triggers.

00, 2 4 Iy 8 10 12 14 Hence, Fig. 8(b) plots only the setup failures (with pruning).
Number of cost levels C The overall blocking rate curves have roughly the same shape

(b) as the setup failure curves, all ranging from about 0.07 with

Fig. 8. Discretized costs with stale link-state information: () With (' = 1 and flattening to roughly 0.035. In contrast to the

periodic updates, connection blocking drops significantly with more cost 'e"eé&periment with periodic updates increasing the number of
when link-state information is relatively accurate; however, stale information !

counteracts the benefits of fine-grain costs. (b) Additional cost levels decre&$eSt levels beyond” = 4 continues to reduce the blocking rate.
the rate of setup failures when using triggered updates with pruning. B@ince triggered updates do not aggravate fluctuations in link
experiments simulate the 5-ary 3-cube witk- 0.85,b ~ (0.0, 0.1, A=1,  gtate, the fine-grain differentiation between links outweighs the
’ is exponentially distributed with mean 28, and= 1. . )
benefits of “ties” between shortest-path routes. Although larger
values ofC' reduce the likelihood of setup failures by a factor
algorithm distinguish between links, larger values(ofalso of two, increasing the number of cost levels eventually offers
limit the number of links that the routing algorithm considersdiminishing returns.
which can cause route flapping. In contrast, coarse-grain
cost information generates more “ties” between the multipR Link-Cost Exponent

shortest-path routes to each destination, which effectivelyTo maximize the utility of coarse-grain load information, the
dampens link-state fluctuations by balancing the load acragsst function should assign each cost level to a critical range
several alternate routes. In fact, under stale information, smgfljink utilizations. Under fine-grain link costs (largg), the
values ofC' can sometimes outperform large valuestofbut  exponentr does not have a significant impact on performance;
this crossover only occurs once the update period has groydlues ofx > 1 have nearly identical performance, as shown by
so large that QoS routing has a higher blocking probabilitye “C = 0" curve in Fig. 9. Other experiments (not shown)
than static routing. The degradation in performance undgsnfirm thatthese results hold across a range of link-state update
high update periods is less significant in the MCI and randoperiods, from very frequent updates to a period equal to 40 times
topologies, due to the lower likelihood of having multiplehe mean connection interarrival time. This implies that large
minimum-hop paths between pairs of nodes. values ofx do not introduce much extra route flapping. This also
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has important implications for path selection algorithms, since ¢ Triggered link-state updates: Triggered link-state up-
it suggests that widest shortest-path and cheapest shortest-path dates do not significantly affect the overall blocking prob-

should have similar performance under stale link-state informa-

tion.
However, the choice of exponeatplays a more important

role in cost-based routing with coarse-grain link costs, as shown

by the other curves in Fig. 9 with' # o~o. Each plot shows a

sharp drop in the blocking probability due to the transition from

static routing & = 0) to QoS routing & > 0), followed by an
increase in blocking probability for larger valuescaafWhena

is too large, the link-cost function concentrates most of the cost
information in a very small high-load region.

For largea and smallC, some of the cost intervals are so
narrow that the arrival or departure of a single connection could
change the link cost by one or more levels. For example, when
« = 8 andC = 10, the link-cost function has four cost levels ¢
in the 90%—-100% range. This sensitivity exacerbates route flap-
ping and also limits the routing algorithm’s ability to differen-
tiate between links with lower utilization. Further experiments
(not shown) demonstrate that pruning lowers the differences be-
tween the curves for different’ values. This occurs because
pruning provides additional differentiation between links, even
for small values of”. We also explored the effects of the link-
state update period on the connection blocking probability as *
« is increased, for a fixed value @f. Interestingly, larger up-
date periods dampen the detrimental effects of large values of
«, resulting in flatter curves than the plots in Fig. 9. Although
large values ofy limit the granularity of the cost information,
the drawback of a large value afis largely offset by the benefit

of additional “ties” in the routing algorithm when information is
stale. Hence, the selection efis actually more sensitive when

ability. Triggers reduce the amount of unnecessary link-
state traffic but require a hold-down timer to prevent ex-
cessive update messages in short time intervals. However,
larger hold-down timers increase the blocking probability.
Hence, our findings suggest using a combination of a rel-
atively coarse trigger with a modest hold-down timer.
Pruning infeasible links: In general, pruning infeasible
links improves performance under low-to-moderate load
by allowing connections to consider nonminimal routes,
and avoiding unnecessary setup failures by blocking more
connections in the route computation phase. However,
under heavy load, these nonminimal routes consume extra
link resources, at the expense of other connections.
Bandwidth and hop count: Connections with large
bandwidth requirements experience higher blocking
probabilities. Likewise, connections traveling a larger
number of hops experience higher blocking probabilities.
Stale link-state information exacerbates both of these
effects. These effects degrade the performance of QoS
routing in large networks, unless the topology is designed
carefully to limit the worst-case path length.

Connection duration: Longer connection durations
change the timescale of the network and allow the use
of larger link-state update periods. Our findings suggest
that the networks should limit QoS routing to long-lived
connections, while carrying short-lived traffic on prepro-
visioned static routes.

Our experiments also reveal several new insights:

the QoS-routing algorithm has accurate knowledge of link state. « Impact of staleness on setup failurestn addition to in-

VI. CONCLUSION

The performance and complexity of QoS routing depends on
the complex interaction between a large set of parameters. This
paper has investigated the scaling properties of source-directed
link-state routing in large core networks. Our simulation results
show that the routing algorithm, network topology, link-cost
function, and link-state update policy each have a significant
impact on the probability of successfully routing new connec-
tions, as well as the overheads of distributing network load met-
rics. The experiments confirm and extend the findings of other
studies, and also lend new insight into the impact of out-of-date
link-state information. The results complementing the observa-
tions of other recent studies include [9]-[13], [34]:

Periodic link-state updates:The staleness introduced by
periodic link-state update messages causes flapping that
substantially increases the rate of connection blocking. In ¢
extreme cases with large update periods, QoS routing actu-
ally performs worse than load-independent routing, due to
excessive route flapping. Our results show that a purely pe-
riodic link-state update policy cannot meet the dual goals
of low blocking probability and low update overheads in
realistic networks.

creasing the connection blocking probability, out-of-date
link-state information increases the fraction of connec-
tions that experience setup failures. Larger update periods
increase both the blocking probability and the proportion
of connections that block in the setup phase. Even though
triggered updates do not increase the blocking probability,
larger trigger values result in a higher proportion of setup
failures. Avoiding heavy signaling loads requires careful
selection of the update period and trigger.

Pruning under stale information: Pruning becomes less
effective under stale link-state information, loosely con-
nected topologies, and high-bandwidth connections, since
these factors increase the amount of traffic that follows a
nonminimal route, even when a minimal route is feasible.
These results suggest that large networks should disable
pruning, unless most source—destination pairs have mul-
tiple routes of equal (or near equal) length; alternatively,
the network could impose limits on the resources allocated
to nonminimal routes.

Long-tailed connection durations:Stale information has

a more dramatic effect under realistic long-tailed distri-
butions for connection duration. This stems from the rel-
atively large number of short-lived connections for the
same average duration and the additional variability in-
troduced in network load, compared to exponentially dis-
tributed durations. The network can segregate short- and
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long-lived traffic by partitioning link bandwidth for the [7]
two classes, and detecting long-lived connections at the
edge of the network [33]. 8]
Connection arrivals: Bursts of connection requests be-
have like single arrivals of very high-bandwidth connec-
tions, causing higher fluctuation in link state and greater
susceptibility to poor resource allocation. When uncon- 9
trolled pruning is enabled, routers choose significantly
more nonminimal paths relative to nonbursty traffic, in- [10]
creasing blocking probability and link-state update rate.
Effects of bursty arrivals are especially harmful in topolo-
gies with a limited number of equal-hop routes.

Rich network topologies: The tradeoff between routing
and setup failures also has important implications for thd12]
selection of the network topology. Although dense topolo-
gies offer more routing choices, the advantages of mulp3;
tiple short paths dissipate as link-state information be-
comes more stale. Capitalizing on dense network topolo-
gies requires more frequent link-state updates, as well s
techniques for avoiding excessive link-state traffic. For ex-
ample, the network could broadcast link-state updates ifs]
a spanning tree, and piggyback link-state information in
signaling messages.

Coarse-grain link costs: Computational complexity can
be reduced by representing link cost by a small number
of discrete levels without significantly degrading perfor- [17]
mance. This is especially true when link-state informa-
tion is stale, suggesting a strong relationship between tenjg;
poral and spatial inaccuracy in the link metrics. In addi-
tion, coarse-grain link costs have the benefit of increasing
the number of equal-cost routes, which improves the effec-
tiveness of alternate routing, as discussed in more detail if o)
[22].

(11]

These observations represent an important step in understandi[ﬁﬁl
and controlling the complex dynamics of quality-of-service
routing under stale link-state information. We find that our[21]
distinction between routing and setup failures and simulation
experiments under a wide range of parameters provide valuablé!
insights into the underlying behavior of the network. Future
research in this area can exploit these trends to reduce ties]
computational and protocol overheads of QoS routing in large

backbone networks.
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