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Abstract 

When a client requests a real-time connection that re- 
quires an excessive amount of resources and/or a very 
high level of QoS (Quality-of-Service), the network ser- 
vice provider may have to reject the request, and in such 
a case, only a small number of connections could be ac- 
cepted. On the other hand, if the client, out of fear of 
the service provider’s rejection, requests only the minimum 
level of QoS, s/he may receive only bare-bone service even 
when there are plenty of resources available. One way of 
utilizing resources eficiently is to specify flexible (elastic) 
QoS requirements that can be adapted to the availability of 
network resources. 

Recently, Hun and Shin [ I ]  proposed to allocate one pri- 
mary channel and one or more backup channels to each de- 
pendable real-time (DR-) connection. One drawback of this 
scheme is the severe reduction in number of DR-connections 
that can be accommodated, due mainly to the need for re- 
serving resources for backups. This is equivalent to wast- 
ing precious resources in the absence of faults as far as 
the system’s ability of accepting DR-connections is con- 
cerned. Using elastic QoS for this dependable real-time 
communication service, one can accept substantially more 
DR-connections and improve the utilization of resources ef  
ficiently and sign@cantly. 

In this papec we analyze the dependable real-time com- 
munication service with elastic QoS. Fault-tolerance is 
achieved by allocating one backup channel to each DR- 
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connection. A Markov model is developed and used to ana- 
lyze the average QoS level allotted to the primav channel of 
each DR-connection. Our evaluation results show that the 
proposed Markov model accurately represents the behavior 
of DR-connections with elastic QoS. 

Keywords - Elastic Quality-of-Service (QoS), 
fault-tolerant real-time communication, Markov model. 

1 Introduction 

Advances in network technology have significantly im- 
proved the connectivity and the link bandwidth of point- 
to-point networks like the Internet. The application do- 
main of the Internet has also been expanded to include 
time-critical/sensitive applications, such as remote medi- 
cal services, multimedia, computer-supported collaborative 
work, and electronic commerce. Real-time communication 
has now become an essential service for these and many 
other applications. The real-time communication service 
provides a guaranteed “Quality-of-Service”(QoS), such as 
bounded message delay, delay jitter, and error rate. Consid- 
erable efforts have been made to provide timeliness guar- 
antees necessary for the above-mentioned applications. See 
the survey paper by Aras et al. [ 2 ]  for a detailed account of 
many of the existing real-time communication schemes. 

Most of the real-time communication schemes known to 
date share three common properties [ 11: QoS-contracted, 
connection-oriented, and reservation-based. Before actu- 
ally transferring any message, a contract must be estab- 
lished between a client and the network. In the contract, the 
client specifies his input traffic-generation behavior and re- 
quired QoS. The network then computes the resource needs 
from this information, finds a path between the client and 
his serverheceiver, and reserves the necessary resources 
along the path. Messages will be transported only along 
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the selected path with the necessary resources reserved, and 
this unidirectional virtual circuit is called a real-time chan- 
nel [3]. 

Besides the performance QoS mentioned above, there 
are growing needs for communication services with a guar- 
anteed level of fault-tolerance for applications like remote 
medical services and command & control systems, which 
are not only time-critical but also reliability-critical. Failure 
of communication service jeopardizes the timeliness guar- 
antees of these critical applications, and persistent faults 
like power outage and cable disconnection -most common 
failures reported by the Internet service providers - usually 
last for a long period of time. Restoration of real-time com- 
munication service after occurrence of a persistent network 
component failure is time-consuming, and to make things 
worse, there is no guarantee that such a restoration attempt 
will always succeed, especially when the network is con- 
gested, or tries to recover from multiple near-simultaneous 
component failures. Only recently, researchers have begun 
investigation of the fault-tolerance issues of real-time com- 
munication [ 1,4]. 

Fault-tolerance of real-time communication service can 
be achieved by allocating one primary channel and one or 
more redundant/backup channels to each real-time connec- 
tion [ 1,4]. A redundant channel may be passive [ 11 or ac- 
tive [4]. In the passive approach, a backup channel that 
satisfies the dependability QoS requirement, which may be 
totally link-disjoint or maximally link-disjoint from its cor- 
responding primary channel,’ is allocated to each real-time 
connection after allocating a primary channel. No messages 
are transferred along a backup channel until it is activated 
upon occurrence of a fault to the corresponding primary 
channel. Multiple backup channels that traverse a link and 
collectively require more bandwidth than the link capacity, 
can share the same resources as long as they are not acti- 
vated at the same time (i.e., overbooking link bandwidth for 
backups). In the active approach, multiple primary channels 
are created for each real-time connection and messages with 
redundant information (for the purpose of fault-tolerance) 
are transported along the multiple primary channels of the 
connection. The active approach requires more resources 
than the passive approach, since in the passive approach, 
the redundant resources allocated for fault-tolerance are not 
used until the backups are activated. In this paper, we will 
focus on the passive approach. 

Our proposed approach (1)  reserves only the amount of 
resources to provide the minimum required performance 
QoS for each real-time connection at the time of its es- 
tablishment, and (2) allocates, at run-time, more resources, 
if available, to the connection. In the latter case, the 
connection will receive better performance QoS than its 
bare minimum required, yielding more “utility” for the 
clienthpplication and hence contributing more revenue to 
the network service provider. Note that the performance 
QoS requirement of a connection is usually specified as a 

‘if  there does not exist any link-disjoint backup path between the source 
and destination 

single number, and this value is often the minimum QoS 
requirement in order to accept as many real-time connec- 
tions as possible, while (minimally) satisfying the clients’ 
QoS requirements. This single-value QoS model has com- 
monly been used in the QoS negotiation between clients and 
the network service provider. If the specification of perfor- 
mance QoS is given as a range instead, then it would be 
possible to improve the performance QoS at run-time using 
un-allocated resources or inactive backup resources. This 
type of flexible QoS is called elastic QoS [5,6] .  

The performance evaluation of dependable real-time 
communication is essential for the analysis of network ser- 
vice behavior and the future planning of the network. It 
also enables prediction of the behavior of an application on 
a given network. To the best of our knowledge, there does 
not exist any model that can analyze dependable real-time 
(DR-) connections with elastic QoS. Moreover, most per- 
formance QoS evaluation studies are based on simulations. 
By contrast, we develop an analytic performance evaluation 
model of DR-connections with elastic QoS. 

The remainder of this paper is organized as follows. Sec- 
tion 2 presents the details of dependable real-time com- 
munication and the various elastic QoS models. Section 
3 describes the performance evaluation model of depend- 
able real-time communication with elastic QoS. Section 4 
presents the performance evaluation results and discusses 
the modeling accuracy against the detailed simulation re- 
sults. Finally, the paper concludes with Section 5. 

2 Preliminaries 

2.1 Fault-Tolerant Real-Time Communication 

2.1.1 Real-time channel 

The realization of real-time channel generally consists 
of two phases [3, 71: off-line channel establishment and 
run-time message scheduling. In the channel-establishment 
phase, the network manager computes the resource need 
from the client’s traffic specification and finds a path that 
has the resources necessary to meet his QoS requirement. 
In the run-time message scheduling phase, each link re- 
source manager schedules messages belonging to different 
real-time channels to satisfy their respective timeliness re- 
quirements. The channel-establishment phase is of prime 
importance to the realization of a real-time channel, and 
thus, the focus of this paper. 

A real-time channel is established as follows. First, a 
client specifies his traffic-generation behavior and required 
QoS from which the network manager then computes the 
resource need from this information. The network manager 
selects a route between the source and destination of the 
channel along which sufficient resources can be reserved 
to meet the client-specified delay and buffer requirements. 
The number of possible routes between two communicating 
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peers could be very large, so that selecting a route for each 
real-time channel could be a time-consuming task. 

There are two approaches to route selection: centralized 
and distributed [7,8]. Most existing schemes are based on 
the centralized approach [8]. In the centralized approach, 
there is a global network manager which maintains the in- 
formation about all the established real-time channels, the 
topology, the resource availability and commitment of the 
network. Hence, the network manager can select an “opti- 
mal” route for each requested real-time channel. All clients 
that want to establish real-time channels send their requests 
to the central network manager, and the manager accept the 
requests if there are enough resources. The network man- 
ager also informs all intermediate nodes on the selected 
route of the establishment of each new channel, and pro- 
vides the information necessary for the run-time scheduling 
of this channel’s messages. 

In the distributed approach, each node maintains the in- 
formation of the entire network by exchanging link-state in- 
formation with all other nodes, so that the source or desti- 
nation can determine a route for a newly-requested chan- 
nel solely based on the information kept in each node. The 
link-state information exchanged to get the information of 
the entire network is minimal for best-effort communica- 
tion. However, to set up a real-time channel, the detailed 
information of each link this channel traverses must be ex- 
changed between nodes, inducing substantially more over- 
head than the minimal information that needs to be ex- 
changed in the original best-effort protocol. The distributed 
route-selection approach is more attractive than the central- 
ized approach that suffers the performance and reliability 
bottleneck problem. 

Route selection in the distributed approach requires to 
search routes and perform admission tests on them [7]. 
Generally, the search and test is done at the same time. 
There are two approaches to finding candidate routes: se- 
quential and parallel. In the sequential approach, all possi- 
ble routes are checked one by one until a qualified one is 
found or all possibilities are exhausted. Shortest routes are 
picked and checked first, sequentially one by one. Complete 
search of all possible routes could be very time-consuming. 
In the parallel search, all possible routes are searched con- 
currently [7,9]. The flooding scheme [9] falls into the cat- 
egory of parallel approach. Although this scheme is fast 
in finding a route, it induces a large traffic overhead. A 
bounded flooding algorithm [7] is proposed to reduce this 
traffic overhead. 

tiple simultaneous recovery attempts). Even when such a 
channel is re-established successfully, it may make a seri- 
ously detrimental impact on the underlying application if 
i t  takes a long time. To handle network component fail- 
ures, several fault-tolerant communication schemes have 
been proposed [ 1,4,  lo]. The common characteristic of 
these approaches is to use redundant resources. 

Fault-tolerant communication schemes can be’classified 
as active or passive. In the active approach, the redun- 
dant resources are always used for actual data transfer. 
Multiple-copy [lo] and disperse [4] routing schemes be- 
long to this category. In the multiple-copy scheme, more 
than one copy of each message are transmitted through link- 
disjoint routes. The more message copies are transmitted, 
the more resources are wasted in the absence of failure. 
In the disperse-routing scheme [4], a single message with 
error recovery information is divided into multiple small 
messages which are then transmitted through link-disjoint 
routes. This scheme reduces the waste of resources, but still 
the redundant resources are actively used. 

In the passive approach, the redundant resources re- 
served for recovery from component failures stay inactive 
during the absence of failure, or the normal operation. In the 
backup-channel approach [ I ] ,  the network first establishes a 
primary channel, then sets up a link-disjoint backup channel 
for quick recovery from a component failure. Although the 
backup channels require reservation of resources, they don’t 
“consume” the resources until they are activated as a result 
of component failures. The amount of resources to be re- 
served for backup channels can be reduced by multiplexing 
multiple backups, or overbooking resources. The backup 
channel multiplexing will not degrade the communication 
dependability as long as not all of the backup channels are 
activated at the same time (thus not exceeding the resource 
capacity). The resources reserved for backup channels can, 
in the absence of component failures, be used for transport- 
ing non-real-time traffic. 

2.2 Elastic QoS 

As mentioned earlier, a connection’s performance QoS 
requirement is usually specified as a single value that rep- 
resents the client’s bare minimum QoS requirement. Spec- 
ification of higher performance QoS by a client may result 
in the network’s rejection of the requested channel, or the 
blocking of future real-time channel requests. It is there- 
fore desirable to specify each client’s QoS requirement with 
multiple values or a range, so that a channel, after its accep- 
tance based on its minimum requirement, can (1) receive 
more resources and hence higher QoS, if more resources 
are available, and (2) release resources beyond its minimum 
required if there is resource shortage. We call this type of 
QOS “elastic QoS.” 

2.1.2 Fault-tolerant communication 

Connection dependability is of great importance to many 
applications where service disruption has a serious negative 
impact. When a real-time channel is disabled by a com- 

There are two different models for elastic QoS: range 
Qos [ 5 ,  1l and interval Qos [12, 131. In the former, the 
Qos requirement is specified as a range that the value 
guaranteeing the minimum performance to that guarantee- 

ponent failure, a new channel that does not run through the 
failed component should be established before resuming the 
data transmission. However, such channel re-establishment 
attempts can fail because of resource shortage at that time 
(as a result of network congestion or contention among mul- 
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ing the best performance. In the interval model, QoS is ex- 
pressed in the form of k-out-of-M within a fixed time in- 
terval, meaning that at least k but less than or equal to M 
packets should arrive within a fixed time interval. The link 
manager can selectively ignore a packet as long as it can sat- 
isfy the minimum k-out-of-M requirement. The range QoS 
is applied to offline channel establishment and the interval 
QoS is applied to run-time channel management. 

be presented in various forms such as packet-delivery dead- 
line, maximum network delay, or bandwidth. We assume 
that one form of performance QoS can be transformed into 
another, and vice versa. To guarantee a given delivery dead- 
line, the maximum network delay should be less than the 
difference between the issuance time and deadline of each 
packet. Also, to limit the network delay below a certain 
value, one must reserve enough network resources in ad- 
vance. We assume that the performance-QoS requirement 

performhnce-QoS parameters,) 

The range QoS model requires an Policy to is given in the form of bandwidth. (This is not a restriction 
adjust the QoS Of existing when there is a change because as mentioned above, it  can be converted to other in the amount of available resources of a link, as a result of 
admitting a new channel or terminating an existing channel. 

I I - 
There are two adaptation schemes: one is the max-utility 
scheme [ 1 I ]  and the other is the coefficient scheme [5]. In 
the max-utility scheme [ 1 I],  each client specifies the utility 
value of his channel. When more resources become avail- 
able, the system allocates these extra resources so as to max- 
imize the system’s total “utility” or reward. This scheme 

The elastic QoS model adopted here is the min-max 
range QoS model. The client specifies the minimum 
bandwidth required to satisfy the minimum performance 
QoS requirement, the maximum bandwidth used to achieve 
the best performance QoS, and the utilityheward he will 
achieve when extra resources are allocated. 

allows a real-time channel to monopolize all the extra re- 
sources even when its utility is slightly higher than the oth- 
ers. In the coefficient scheme each client specifies the 
coefficient value of his real-time channel. When re- 
sources become available, the extra resources are allocated 

The dependability QoS is presented as single-value QoS 
and used to guarantee that each DR-connection is assigned 
to have one backup channel even if component failures oc- 
cur in  the network. 

proportionally to the coefficient value of each channel. 

The range QoS model is very useful for fault-tolerant 
real-time communication. The resources reserved for 
backup channels cannot be used in the single-value QoS 
model, although the amount of required resources can be 
reduced using the backup-channel multiplexing. However, 
in the range QoS model, these reserved resources can be 
utilized as extra resources to enhance performance-QoS. 
When a backup channel is activated due to the occurrence of 
a failure, then all channels using the extra resources retreat 
their QoS to their minimum required. This way, all chan- 
nels can safely continue their service while at least meeting 
their minimum QoS requirements. When there are extra 
resources available after activating a backup channel, the 
extra resources are re-allocated to the existing channels. 

When a client requests a new DR-connection, the net- 
work floods, within a bounded region around the client, the 
request to find routes from the source to the destination that 
have enough resources to meet the connection’s QoS re- 
quirement. Any node that received this request tries to for- 
ward it  with its bandwidth allowance to all of its neighbors 
except the node which the request came from. However, if 
there is not enough bandwidth to be allocated to the newly- 
requested connection, or a request copy received earlier2 
has a better bandwidth allowance, the new request copy will 
be discarded. Those request copies that exceed the specified 
flooding bound will also be discarded. This floodingcontin- 
ues until there are no more copies of the request forwarded, 
or a certain time limit is reached. 

As soon as the destination node receives a request,3 i t  

In this paper, we will focus on the performance evalua- sends a confirmation message with a resource reservation 

opposite to that the request had taken to reach the destina- 
tion. Each intermediate node on the route reserves the re- 

tion offault-tolerant real-time channels, or DR-connections, request back to the source along the route in  the direction 
with the range QoS model. 

quired resources as the confirmation message travels toward 
the source node. This first route is used as the primary chan- 
ne1 of the requested DR-connection. The destination waits 

We first overview the overall operation of DR- until it receives more copies of the same request traversed 
different routes. If the route of the primary channel and the 
route determined by a request copy arrived later have better 
dependability QoS than the required value, the destination 
sends a backup channel conjirmation to the source along the 
second route in the reverse direction. This second route is 
used as the backup channel of the requested DR-connection. 

3 The Performance Evaluation Model 

connections with elastic QoS. We then discuss the network 
performance modeling and propose an evaluation model. 
Finally, we discuss how to obtain the parameters needed to 
analyze the model. 

3.1 Network Operation 
Resources, if available, necessary to provide the mini- 

mum acceptable level of the requested connection’s Qos A client requests a DR-connection with the specification 
of his traffic-generation characteristics and QoS require- 

~~ ~ 

ments. The QoS requirements consist of two parts: perfor- 
mance and dependability QoS. The performance QoS can 

2A node may receive more than one copy of the same request. 
3The request arrived first at the destination is likely to have traversed 

the shortest path between the source and the destination. 
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will be reserved along the primary-channel route. If not 
enough resources are available, then each link on the 
primary-channel path reclaims the extra resources allocated 
to the existing primary channels of other DR-connections. 
After allocation of the minimum amount of resources on 
each link to the new primary channel, the remaining avail- 
able resources will be distributed to all of the primary chan- 
nels on the link according to their utility values. 

The resource reservation for a backup channel is slightly 
different from that for a primary channel. The link con- 
troller/manager first tries to multiplex the backup of the 
newly-requested connection with the existing backups on 
the link, i.e., sharing the resources already reserved for the 
other existing backup channels. This multiplexing is possi- 
ble only when no other backup channels need to be activated 
simultaneously with the new backup due to a single compo- 
nent failure that might occur somewhere else in the network. 
If this is not possible, then one must reserve additional re- 
sources for the new backup by using the same procedure of 
reserving resources for primary channels. 

When a component failure occurs in  the network, all 
backup channels whose primaries traverse the failed com- 
ponent must be activated. At this time, all of the existing 
primary channels that share links with the activated backup 
channels should release their extra resources allocated be- 
yond their minimum required, since some of the extra re- 
sources are reserved for the backups to be activated (but 
temporarily borrowed by primary channels to enhance their 
QoS). After the activation of backup channels, the extra re- 
sources that still remain available are distributed to the ex- 
isting primary channels according to their utility values. 

There are two cases in which the primary chan- 
nels can increase their reservation of resources: (1) when a 
DR-connection is released/ terminated, and ( 2 )  when a new 
“indirectly-chained” DR-connection arrives. When a DR- 
connection has completed its service, the resources reserved 
for that connection are released, and the primary channels 
that have shared links with this terminating connection can 
now reserve more resources. In the second case, two chan- 
nels that do not share any link are said to be indirectly- 
chained when there is a third channel that traverses at least 
one link of both channels’ paths. 

3.2 The Analysis Model 

To analyze the performance of DR-connections with 
elastic QoS, one can consider two plausible approaches. 
The first approach is to analyze the network behavior, such 
as the amount of message traffic increased and the number 
of DR-connections that can be accommodated. This anal- 
ysis approach reflects a network-centric view. The second 
approach is to analyze the channel behavior, such as the av- 
erage bandwidth reserved. This approach reflects a channel- 
centric view. In this paper, we take the second approach or 
the channel-centric view, since our main concern lies in the 
analysis of channel behavior. 

The performance metric considered here is the average 

bandwidth reserved for each primary channeL4 The average 
bandwidth reserved is important in predicting the behavior 
of a primary channel before actually reserving resources for 
the primary channel. 

Prior to the analysis, one must have knowledge of the 
network behavior, most of which was described in the pre- 
vious subsection. One thing which was not discussed there 
is the amount of change in the bandwidth reserved. If chan- 
nels are allowed to have any bandwidth between the mini- 
mum and the maximum specified in the elastic QoS require- 
ment, the resource management would become unmanage- 
ably complex. A slight change in the available resources 
for a channel will trigger re-adjustment of the resources re- 
served for the channel, and this could occur very frequently, 
thus overloading the network. In practice, i t  is desirable to 
change resource reservation only when there are noticeable 
changes in the available resources. Also, it would be bet- 
ter to change resource reservation in multiples of the min- 
imum amount of resources, known as the increnzent size. 
This way, the network can handle the available resources 
easily and efficiently. We assume that the increment size is 
given and the interval between the minimum and the maxi- 
mum resources is an integral multiple of the increment size. 

We use the following notationkymbols in describing the 
analysis model. 

h : DR-connection request arrival rate. We consider 
that the request inter-arrival time is exponentially dis- 
tributed with rate h. 

p : DR-connection termination rate. We also consider that 
the interval between two successive DR-connection 
terminations is exponentially distributed with rate p. 

y : Link failure rate. The inter-arrival time of failures is 
exponentially distributed with rate y. 

Bm;,t : The minimum bandwidth that can be reserved for 
a DR-connection. If the network cannot even reserve 
this minimum amount of bandwidth, the request is re- 
jected. 

B,,, : The maximum bandwidth that can be reserved for a 
DR-connection. 

A : The increment size of bandwidth. 

N : The number of different bandwidths (measured in in- 
crement sizes) that a DR-connection can have. N = 
I + p y m l n ] .  

The state representing the bandwidth reservation for a 
DR-connection, where i = 0,. . . , N - 1. So represents 
that the reserved bandwidth is Bmi,,, S N - I  represents 
that for E,,,, and Si for 

: The probability that a channel shares at least one link 
with the newly-arrived channel. 

+ i x A. 

‘Note that only minimum required, or less resources are reserved and 
remain unchanged for backup channels. 
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Transition rate : Si -5 Sj if i c j Ps * Bij * (1 +*I) 
: S i - > S j  i f i > j  P f * A i j * ( A + y )  

+ Pf * Tij ‘CI 

Figure 1. A Markov chain with 5 states and 
transitions. 

Ps : The probability that a channel is indirectly-chained 
with the newly-arrived channel. 

A;,, : The transition probability from state Si to state S,;, 
i > j ,  caused by the arrival of a new channel. Directly- 
chained channels take this transition. 

B;,,; : The transition probability from state S; to state S,j, i < 
j ,  caused by the arrival of a new channel. Indirectly- 
chained channels take this transition. 

T,,; : The transition probability from state Si to state S,; 
triggered by the termination of an existing channel. 

The arrival rate h and the termination rate ,u are assumed 
the same since we only analyze the steady-state behavior. If 
one is greater than the other, the network will have a con- 
tinuously increasing or decreasing number of connections, 
which is not stable. 

We analyze the system using a Markov chain with N 
states. The Markov-chain model is constructed from the 
viewpoint of a single primary channel, but this is representa- 
tive of all channels. A Markov chain with 5 states is shown 
in Figure 1 .  

Each state Si in the figure represents a primary channel 
with Bmirl + i x A bandwidth. The transition from Si to S j  in- 
dicates that there is a change in the bandwidth reservation. 
There are three cases in which a primary channel experi- 
ences a change in its bandwidth reservation: arrival of a pri- 
mary channel, termination of an existing primary channel, 
and activation of a backup channel. When a new primary 
channel arrives, all the existing primary channels that share 
at least one link with the new channel should release their 
extra resources (beyond their required minimum), which are 
then re-allocated to the primary channels according to their 
utility values. This will give two consecutive state tran- 
sitions from Si to SO and So to S,;. Since the release and 
re-allocation of the extra resources occur instantly, a direct 
transition from S; to S; is specified in the figure. Note that 
there are only downward state transitions, i.e., from S; to S,; 
where i > j .  The transition rate is Pt x Ai,.j x h. Pf rep- 
resents the probability that a channel has at least one link 
shared with the newly-arrived channel. Ai,,j represents the 

probability that there is a transition from Si to S, and h rep- 
resents the arrival rate of new primary channels. 

The resources released by the existing channels, due to 
the arrival of a new channel or the activation of backup 
channels, remain un-allocated at a link on which the newly- 
arrived channel does not pass through. These resources are 
considered extra resources and are allocated to the existing 
channels on that link, which do not have any link overlap- 
ping with the newly-arrived channel. These existing chan- 
nels are “indirectly-chained” channels. The transition rate 
is Ps x Bi,, x h. Ps represents the probability that a channel 
is indirectly chained with the new channel. Note that there 
are only upward transitions, i.e., from S; to Sj  where i < j .  

Another case in which an existing channel can increase 
resource reservation is the termination of an existing chan- 
nel. Only those channels that share at least one link with 
the terminating channel can enjoy this benefit. The transi- 
tion rate corresponding to this case is Pf x 7;.,j x ,u where p 
represents the channel termination rate. 

The last case is the occurrence of a fault. Fault occur- 
rence to a link triggers activation of the backup channels 
running through the failed link. The activated backup chan- 
nels reclaim their resources which were given as extra re- 
sources to other co-existing primary channels to temporar- 
ily enhance their QoS. This will cause the primary channels 
to return their extra resources. If there still remain extra re- 
sources after the activation of backup channels, they will be 
re-distributed to the existing primary channels. This transi- 
tion rate is Pf x Ai,, x y where y represents the link failure 
rate. 

3.3 On obtaining parameters 

In the previous subsection, we presented a Markov 
model to analyze DR-connections with elastic QoS. So far, 
we described all the parameters associated with state transi- 
tions. Next, we discuss how to determine these parameters. 

The link failure rate is a network-dependent parame- 
ter and can be obtained from network service providers. 
Parameters such as DR-connection arrival and termination 
rates are application-dependent and can be obtained from 
application service providers. Parameters such as the prob- 
abilities of overlapping with the new channel and being 
indirectly-chained are network-dependent parameters, and 
are also partly related to applications. When the underly- 
ing network is a regular-topology network, these probabili- 
ties depend solely on the network topology and the average 
number of hops of channels. However, since the network we 
consider is a public network such as the Internet, it is almost 
impossible to parameterize these probabilities analytically. 
Moreover, since a channel may not take a shortest route due 
to the insufficient amount of available resources, the analy- 
sis based on network topology will differ in a real situation. 
A better approach would be to obtain them from real net- 
works with running applications. This is possible and sim- 
ple for network service providers to achieve by measuring 
and analyzing network activities. In this paper, we obtained 
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these parameters through detailed simulations. Likewise, 500 
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4 Numerical Results and Discussion 

This section presents and discusses our evaluation results 
of the proposed Markov model. The performance metric f 200 
used is the average bandwidth reserved for primary chan- 150 
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nels. 

Figure 2. An average bandwidth when the 
number of DR-connections increases. 

10Mbps. Although the bandwidth of each link in the Inter- 
net is different, we assume that the bandwidth is the same 
for all links in a given network. This kind of environment 
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can be easily found in intranets, and it is not difficult to re- 
lax the assumption. The minimum bandwidth required by 
a DR-connection is 1 OOKbps and the maximum bandwidth 
required is SOOKbps. For example, a video service requires 
at least 1 OOKbps for recognizable continuous images and 
SOOKbps for a high-quality image. The size of bandwidth 
increment or decrement is SOKbps or 100Kbps. The only 
difference between the two increment sizes is the number 
of states in the Markov chains. 

The probabilities P,, Py, Ai,;, B ; , , ,  and T, ;  are obtained 
using simulations. The simulation environments are as fol- 
lows. A random network is generated using the GT In- 
ternetworking Topology Models (GT-ITM) package [ 141. 
Thc gencrated network is a random or transit-stub network 
with 100 nodes [ 141. The parameters used to generate net- 
works are described in each figure showing the results if 
necessary. We measured the probabilities f f  and Ps af- 
ter setting up a certain number of DR-connections. Also, 
we generated and terminated randomly a certain number 
of DR-connections while maintaining the number of DR- 
connections in the network close to the initial number of 
DR-connections to measure the transition probabilities A,,,;, 
B ; , ,  and E,.,. The Markov models are solved using the 
SHARPE package [ 151. 

Figure 2 shows the average bandwidth of a DR- 
connection as the number of DR-connections in the network 
increases. The network is generated using the Waxman dis- 
tribution [ 161 with parameters a = 0.33 and p = 0 where 
a and are the parameters of Waxman distribution. The 
number of nodes in the generated network is 100 and the 
number of edges is 354. The average degree of connection 
is 3.48 and average diameter is 8. The DR-connection ar- 
rival rate (also termination rate) is given 0.001 and the link 
failure rate is given 0 to see only the effect of the new DR- 
connection arrival and termination. The utilities of all con- 
nections are the same for fair distribution of resources. The 
solid line represents the simulation results and the dashed 
line with the x marks represent the analytical results using 
a 9-state Markov chain (A = SOKbps). The top dotted line 
represents the ideal average bandwidth of the network when 
all the network resources are utilized and equally distributed 

to DR-connections in the network. This ideal average band- 
width is computed by the following formula: 

bandwidth of one link 
avg. no. of  realtinie channels on one link 

- BW x Edge - 
NChan x avghop 

where BW represents the bandwidth of one link, Edge rep- 
resents the number of edges in the network, NChan rep- 
resents the number of channels in the system, and avghop 
represents average hops of channels. The small discrepancy 
between the simulation and analytical results is due to the 
difference between the assumption on the network topol- 
ogy and the reality of the generated network topology. We 
assumed that all the nodes in the network show same behav- 
iors, but in  reality, the leaf nodes have different behaviors as 
compared to the non-leaf nodes. 

Table 1 shows the average bandwidth for different incre- 
ment sizes of bandwidth. The label “Random” in the table 
represents a random network using the Waxman model and 
“Tier” represents a transit-stub network model [ 141. Note 
that the actual number of DR-connections in the “tiered” 
network is much less than the number of connections shown 
in the left column. This is because most DR-connections are 
rejected due to the shortage of bandwidths in the transit-stub 
network. The number of connections shown in the left col- 
umn represents the number of connections which have been 
tried to be set up. The table shows no difference in the aver- 
age bandwidth even though they have a different number of 
states. The two schemes show a similar average behavior, 
but the scheme with a smaller increment size provides band- 
width close to the average bandwidth. However, the scheme 
with a smaller increment size changes its bandwidth more 
frequently than the scheme with a larger increment size. 

Figure 3 shows the average bandwidth when the num- 
ber of nodes in the network varies. The number of nodes 
is varied from 100 to 500. Networks are randomly gen- 
erated using the Waxman distribution with a = 0.33 and 
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Table 1. Comparison of average bandwidth of 
the Markov chains with different numbers of 
states. 

No. of 
channels 

Random Tier 
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Figure 3. Average bandwidth when the num- 
ber of nodes is varied. 

p = 0. The number of DR-connections loaded is 3000. The 
solid line represents the analytical results and the dashed 
line represents the simulation results. The upper dotted line 
represents the number of edges in the randomly-generated 
network. The number of edges increases rapidly with the 
number of nodes when the parameters of Waxman distribu- 
tion remains unchanged. 

Figure 4 shows the effect of link failures in the network. 
The network is randomly generated with 100 nodes and 354 
edges. A Markov chain with 9 states is used to evaluate the 
effect. The failure rate is varied from 0.001 to 0.0000001. 
The DR-connection request arrival and termination rates are 
set to 0.001. The solid (labeled “Avg2OOOft”) and dotted (la- 
beled “Avg3OOOft”) lines represent the average bandwidth 
of real-time channels when there are 2000 and 3000 real- 
time channels in the network, respectively. The result shows 
no effect of link failures on the average bandwidth since the 
link failure rate is too small compared to the DR-connection 
request arrival and termination rates. 

5 Conclusion 

In this paper, we have modeled and evaluated the per- 
formance of dependable real-time connections with elastic 

200 ’  ‘ . ” . ’ “ ’ ’ “ ’ ’ “ ‘ . . I  
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failure rate 

Figure 4. Average bandwidth when the link 
failure rate is varied. 

QoS. Fault-tolerance is achieved with the backup-channel 
reservation scheme and the elastic QoS described by a min- 
max model. Our analysis is based on the development of a 
Markov model for the dynamics of DR-connections. Three 
parameters characterizing transitions between states are ar- 
rival of a new DR-connection, termination of an existing 
DR-connection, and activation of backup channels to re- 
cover from a component failure. The probabilities of transi- 
tioning to different states are functions of network topology 
and network congestion. Since the network considered here 
is a random point-to-point network like the Internet, i t  is al- 
most impossible to find closed-form expressions for these 
transition probabilities. Since these probabilities must be 
obtained from real networks, we derived them using realis- 
tic simulations. Using the Markov model, we have analyzed 
the average bandwidth reserved for each DR-connection 
and shown the trend of average bandwidth change caused 
by the increase of network load. The proposed analysis 
model can be expanded to include other issues related to, 
for example, network traffic. 
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