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Abstract—This paper addresses how to supportboth real-time
and non-real-time communication services in a wireless LAN with
dynamic time-division duplexed (D-TDD) transmission. With
D-TDD, a frequency channel is time-shared for both downlink
and uplink transmissions under the dynamic access control of the
base station. The base station 1) handles uplink transmissions by
polling mobiles in certain order determined on a per-connection
(per-message) basis for transmitting real-time (non-real-time)
traffic from mobiles and 2) schedules the transmission of down-
link packets. To handle location-dependent, time-varying, and
bursty errors, we adopt the channel-state prediction, transmission
deferment, and retransmission. We consider the problems of
scheduling and multiplexing downlink packet transmissions,
and polling mobiles for uplink transmissions depending on the
channel state. We also establish conditions necessary to admit
each new real-time connection by checking if the connection’s
delivery-delay bound can be guaranteed as long as the channel
stays in good condition without compromising any of the existing
guarantees. Last, the performance of the proposed protocol is
evaluated to demonstrate how the protocol works and to study the
effects of various parameters of the protocol.

Index Terms—Admission tests, dynamic time-division duplexing
(D-TDD), location-dependent errors, MAC protocol, polling, pri-
ority scheduling, QoS-sensitive communication, wireless LAN.

I. INTRODUCTION

W IRELESS LAN’s are emerging as an attractive alterna-
tive, or complement, to wired LAN’s [2], [25] because

they enable us to set up and reconfigure LAN’s easily without
incurring the cost of wiring. WLAN’s are characterized as high-
speed wireless systems that cover relatively small geographical
areas, as compared to other wireless systems such as cellular,
PCS, and mobile data radio systems. WLAN’s are expected
to be the solution to the problem of meeting the growing de-
mand for mobile clients to have access to the existing high-speed
wired networks. As the need for broadband multimedia commu-
nications involving digital audio and video grows, it is increas-
ingly important for communication systems to support various
traffic with quality-of-service (QoS) guarantees.

Depending on its distinct characteristics and QoS re-
quirements, diverse traffic is categorized into two classes as
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TABLE I
CLASSIFICATION OF HETEROGENEOUS

TRAFFIC

summarized in Table I: 1) class-I real-time traffic such as voice
and video that requires bounded delays, but is usually tolerant
of some packet losses; and 2) class-II traffic like the conven-
tional data services that requires loss-free transmission, but
requires no bounded delay. Class II can be divided further into
two subclasses: a) class II-A, which is delay-sensitive like FTP
and remote log-in; and b) class II-B, which is delay-tolerant
like paging and e-mail. Class II-A is given priority over class
II-B. Real-time communication service deals with the first
traffic class, in which the packet delivery delay is bounded at
the cost of some packet losses depending on the time-varying
channel condition, while non-real-time communication service
is for the second traffic class. In this paper, we consider a
unified WLAN architecture, composed of a base station (BS)
and a number of mobiles, which provides both real-time and
non-real-time communication services.

The integrated communication services considered here
can be divided into four types: 1) downlink real-time, 2)
uplink real-time, 3) downlink non-real-time, and 4) uplink
non-real-time services, where the downlink (uplink) is for
transmitting BS-to-mobile (mobile-to-BS) traffic. To guarantee
the timely delivery of packets, real-time traffic is handled by
a connection-oriented service, while non-real-time traffic is
handled by a connection-less service. Dynamic time-division
duplexed (D-TDD) transmission is used, and hence, the same
frequency channel is time-shared for downlink and uplink
transmissions under the dynamic access control of the BS.

Due to the different nature of uplink and downlink trans-
missions, they are treated differently. For the downlink, the BS
schedules the transmission of those packets that had already ar-
rived at the BS. On the other hand, the exact status of uplink
packets in mobiles is not known to the BS. Thus, mobiles re-
quest the BS for permission to transmit their uplink packets,
which, upon reception of the requests, schedules uplink trans-
mission permissions. These requests are made on aper-connec-
tion basis for the real-time service and on aper-messagebasis
for the non-real-time service, where a message is composed of
a number of packets. The BS can give a mobile a packet-trans-
mission permission bypolling the mobile. Real-time traffic is
given priority over non-real-time traffic for its timely delivery.

1063–6692/00$10.00 © 2000 IEEE
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The WLAN system should provide:

1) timely delivery of real-time packets while minimizing
packet losses;

2) virtually error-free transmission of non-real-time packets;
3) good average delay and throughput performance of non-

real-time traffic utilizing the bandwidth left unused by
real-time traffic;

4) fair usage of a channel for non-real-time traffic among
mobiles;

5) low latencies for non-real-time packet transmissions and
real-time connection setup, and in handling handoff re-
quests.

We design a medium access control (MAC) protocol that can
support these requirements, the scheduling of uplink and down-
link packet transmissions, and the admission control of newly
requested real-time connections in a dynamic environment with
location-dependent and bursty errors.

This paper is organized as follows. Section II states the spec-
ification and assumptions of the wireless network under consid-
eration. In Section III, we describe the MAC protocol to support
both real-time and non-real-time traffic. Section IV presents the
run-time scheduling of real-time and non-real-time traffic, and
the admission-control scheme for real-time connection requests.
The proposed protocol is evaluated in Section V. Section VI dis-
cusses related work, putting our protocol in a comparative per-
spective. This paper concludes with Section VII.

II. A SSUMPTIONS ANDSYSTEM SPECIFICATIONS

Before presenting our protocols, we state the assumptions and
specification of the WLAN under consideration.

A. Network Specification

The WLAN of our interest is based on an infrastructure that
is composed of a wired backbone network and a (possibly large)
number of base stations, which cover the whole geographic area
in service. Each BS handles an area, called acell, where all the
mobiles in the cell communicate through the BS. In this system,
the downlink and uplink in a cell can respectively be thought
as the end-most and front-most links of a multihop end-to-end
connection. Since wireless links usually have much less band-
width than the wired counterpart, the former might become the
bottleneck of the end-to-end communication performance. We
will, in this paper, focus on the uplink and downlink transmis-
sions within a single cell.

Each mobile is assumed to transmit packets with some lim-
ited transmission power so as to reach the BS only, which is
located at the “center” of the cell. So our system differs from
peer-to-peer communication systems, which do not require any
infrastructure, e.g.,ad hocnetworks. The lower the transmis-
sion power, the better, since 1) mobile devices operate with bat-
teries and 2) the transmitted signals in a cell are nothing but
inter-cell interferences to other cells. In this sense, it is desir-
able to transmit packets with as low a power as possible, which
may, unfortunately, cause thehiddenterminal problem [2]. In
Fig. 1, the transmission ranges of mobiles 1 and 2 do not allow
them to hear each other, but both can be heard by the BS in be-
tween. Mobiles 1 and 2 are hidden terminals to each other. So,

Fig. 1. The hidden terminal problem.

in a cell, the uplink (mobile-to-BS) is not a broadcast channel
while the downlink (BS-to-mobile) is. Hence, mobiles are as-
sumed not to listen directly to one another even if some can, de-
pending on their relative locations. When a mobile wants to send
a packet, regardless whether the packet is destined for another
mobile in the same cell or a mobile or static node outside the
cell, it first sends the packet to its BS. The BS will then forward
the packet to its final destination, sometimes via a wired back-
bone network, i.e., when the packet is destined for a node outside
the cell. When the BS transmits packets through the broadcast
downlink, all but the destination mobile in the cell ignore them.
Note that only the BS can determine if a collision has occurred
in the uplink channel. In summary, the system under consid-
eration can be considered as a network with thestar topology
whose center is the BS.

B. Dynamic Time-Division Duplexed Transmission

Dynamic time-division duplexed transmission is used in
the system, i.e., a wireless channel over a frequency slot is
time-shared for both downlink and uplink transmissions under
the BS’s dynamic access control. We could instead use: 1)
frequency-division duplexed (FDD) transmission as in most
cellular systems, in which two different frequency channels are
allocated for uplink and downlink or 2) static TDD in which
a portion (usually a half) of each time frame is allocated for
the uplink and the remaining portion is for the downlink. Even
though these static duplexing transmissions are simpler, and
adopted in most currently available cellular systems, D-TDD
is shown to offer more efficient link utilization in case of
unbalanced and time-varying uplink and downlink traffic [8].
Considering the growing number of applications involved with
unbalanced two-way traffic (e.g., web browsing), D-TDD is a
very promising and important design choice.

C. Location-Dependent Errors and Their Control

It is well known that a wireless channel is inherently un-
reliable due mainly to noises, interferences, fadings, etc. We
use ahybrid of forward-error correction (FEC) and automatic
repeat request (ARQ). That is, the receiver tries to correct
errors first, and if unsuccessful, a decoding failure is declared,
implying the detection of a packet error. A selective-repeat
ARQ is used, so the receiver sends an ACK or NAK for each
received packet according to the decoding result, and only
NAKed packets will be retransmitted by the sender. However,
real-time packets can be retransmitted only for a limited time
due to their timing constraints or deadlines, which should
be met by appropriately scheduling packet transmissions.
Wireless channels, in many cases, are known to experience
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TABLE II
COMPARISON OFREAL-TIME AND NON-REAL-TIME COMMUNICATION

SERVICES IN THEPROPOSEDPROTOCOL

location-dependent, time-varying, and bursty errors, switching
back and forth between good and bad states over time [12],
[13], [29], [30]. A channelis defined between each mobile and
the BS. Channel probe and transmission deferment are adopted
to handle the above-mentioned types of errors, i.e., before
transmitting each real-time packet over a channel, the channel
condition is probed through a hand-shaking mechanism, and if
the condition is bad, the transmission is deferred, and a different
packet is scheduled for transmission. This in turn reduces the
need of retransmissions significantly. Since the prediction of
channel condition/state cannot be perfect, a packet transmission
may fail. Deferred or erroneously transmitted real-time packets
must be scheduled for (re)transmission before their deadline
in a best effort manner so that they will not compromise the
other undeferred packets’ deadline guarantees. We assume that
certain channel coding is used for the receiver to detect and cor-
rect errors in packets it received. However, the MAC protocol
should provide the means of channel probing and feedback
from the receiver to the sender for possible retransmissions.

Throughout the rest of this paper, we will ignore the packet-
propagation delay, since it is usually small relative to the other
delay components like queueing and transmission delays in a
cell1 Last, all packets, like ATM cells, are assumed to be of the
same fixed size. So, a long message is fragmented into a number
of packets of identical size at the transmitter. With a selective-re-
peat ARQ scheme, fragmentation could be effective. Otherwise,
a long message received in error could result in the retransmis-
sion of the entire message, wasting a significant amount of net-
work resources.

III. PROTOCOLDESCRIPTION

This section describes the proposed protocol that supports
both real-time and non-real-time communication services. In
this protocol, due to their different QoS requirements, real-time
and non-real-time packets are treated differently. Table II sum-
marizes how the two communication services are differentiated
and supported. Throughout this and the next sections, we give a
detailed account of each entry in the table. We will first outline
the protocol and then present in the next section the details of
both the scheduling and admission-control schemes.

A. Downlink Versus Uplink

A BS has full control of the transmission of all downlink and
uplink packets within its cell. For the downlink, the BS just
schedules the transmission of the packets, which had already ar-
rived at the BS. In contrast, the exact number of pending uplink
packets in each mobile is not known to the BS. Mobiles request

1A cell in this paper refers to amicrocell, which has coverage of a few hundred
meters, or apicocell, which covers small indoor areas [25].

the BS’s permission to transmit uplink packets, and upon re-
ception of these requests, the BS schedules uplink packet trans-
missions. These requests are made on a per-connection basis
for the real-time service, and on a per-message2 basis for the
non-real-time service as explained below. The BS gives a mo-
bile packet-transmission permission bypolling the mobile, i.e.,
checking if it has a packet to transmit. That is, the BS schedules
the order of both polling and downlink packet transmissions.

B. Real-Time Versus Non-Real-Time

The real-time communication service is provided through
connection-oriented communication. Real-time traffic like
audio and video usually arrives regularly or periodically and a
real-time session/connection usually lasts for a long time, as
compared to randomly arriving non-real-time traffic. Moreover,
it is desired to guarantee the requested delivery-delay bound for
eachreal-time packet, and hence, we need to set up a real-time
connection. For a connection to be admitted, a request should
be made to the BS with the connection specification including
the requested delay bound. Then, the BS performs an admission
test to decide if it is possible to guarantee the requested delay
bound without violating the existing connections’ guarantees.
At run-time, the BS performs priority-based scheduling on
packets to guarantee the required delay bounds for all admitted
real-time connections provided their channels stay in good
condition. A connection is defined to beunidirectional, i.e.,
downlink or uplink. For the sake of notational simplicity, it is
assumed that anactive mobile has only one connection even
though it is usually expected to have at least two connections
(i.e., one for uplink and the other for downlink) at a time.
Active mobile with downlink (uplink) real-time connection
is called downlink (uplink) real-time mobile non-real-time
communication service, on the other hand, is connectionless
(or best effort). Whenever a non-real-time packet arrives at
the BS, its transmission is scheduled by the BS. If an uplink
message arrives, or is generated at a mobile, the mobile should
request the BS’s permission to transmit the message; the BS
then schedules the transmission permission for that mobile.
Some form of scheduling is also needed to give each mobile
fair access to the wireless link. Use of the wireless link is
prioritized; when there is a pending schedule to poll mobiles for
uplink real-time packets or there are “eligible” (to be defined
later) downlink real-time packets, the BS will continue to poll
mobiles for uplink real-time packets or transmit downlink
real-time packets. However, whenever there is no such a polling
schedule nor any downlink real-time packet to transmit, the BS
will transmit downlink non-real-time packets or poll mobiles
for the transmission of uplink non-real-time packets. As will
be described later, the prioritized channel usage becomes more
complicated when location-dependent errors must be handled
efficiently.

C. Slotted Channels

A frequency channel is slotted along the time axis with three
types of slots:packet-transmission slot, transmission-request

2A message, in this paper, is referred to as a number of non-real-time packets,
which arrive at the same time.
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slot, and control mini-slot. For simplicity, it is assumed that
both packet-transmission and transmission-request slots have
the same size while the control mini-slot has the size

where is an even number much larger than one.
First, a (fixed-size) downlink or uplink packet is transmitted in
a packet-transmission slot. Within a packet, the following infor-
mation can be piggybacked:

• information within a downlink packet to give a mobile
permission to transmit uplink packets;

• ACK/NAK for a previously received packet within a
downlink or uplink packet;

• a message-transmission or connection-setup request by a
mobile within an uplink packet.

Second, the transmission-request slot is used by mobiles to
convey a request to the BS. Specifically, the usage is threefold.

• A non-real-time message transmission can be requested
with (mobile ID, Class II-A/B ID, the number of packets
in the message).

• A real-time connection-setup request can be made with
(mobile ID, connection specification).

• A handoff request can be made by a mobile, which is com-
municating with an adjacent BS in the overlapping region
of two cells, with (previous cell ID, mobile ID, connection
specification).

Last, using the control mini-slot, a control packet is transmitted
by the BS or by a mobile. A control packet can be used for the
following cases:

• for the BS to poll a mobile for transmission of an uplink
packet;

• for the BS to issue a transmission-request slot by an-
nouncing that the next slot is a transmission-request slot;

• for the BS to announce the admission-test result for a
newly requested or handed-off real-time connection;

• for a real-time mobile to return the transmission permis-
sion to the BS without transmitting any packet;

• for the BS or a mobile to send an ACK/NAK for each
received packet;

• for the BS to send or receive a channel-probing control
packet to predict the channel condition a mobile is expe-
riencing.

More than one of the above can be piggybacked in a control
packet, and only the last three cases use uplink control packets.

D. Transmission Request Access

As shown in Fig. 2, a transmission-request slot is divided into
two parts: 1) the first half is the set of 2 request mini-slots
used by mobiles and 2) the second half is the set of2 result-
announcing mini-slotscorresponding to the previous request
mini-slots. Then, the first request mini-slots are reserved
for real-time handoff requests. The request mini-slots are used
by a slotted ALOHA-like random access protocol: when the BS
issues a transmission-request slot, each mobile with pending re-
quests decides whether to make a request with probability
or not (i.e., in a -persistent manner). If it decided to send the
request, the mobile randomly chooses one of the last

request mini-slots, then sends it in that chosen mini-slot.
One difference with real-time handoff requests is that they are

Fig. 2. The structure of a transmission-request slot.

made through one of the first request mini-slots. The re-
sult of each of 2 mini-slots can be success3 , or collision, or
empty/unused. Using each of the next2 downlink mini-slots,
the result of the corresponding request mini-slot is announced.

The reason why mini-slots are reserved for real-time
handoff requests is because without this reservation, the handoff
requests, which should be made in a timely manner to guar-
antee the connection’s deadline, might be swamped by many re-
quests for non-real-time traffic transmissions. If any of re-
served mini-slots results in collision, all request mini-slots in the
following transmission-request slot are dedicated to real-time
handoff requests (i.e., so that the collided handoff
requests can be made successfully with a much higher proba-
bility. The initial value of can be adaptively set according
to the handoff rates. For example, if there was a collision in a
reserved request mini-slot, the size can be increased by one (and
this new value is used after the request slot with as
described above), then if there is no such collision for a certain
time period, it can be decremented by one.

The request access probability is determined by each mo-
bile independently of others. For the first attempt of a mes-
sage-transmission request,is set to 1. If the request becomes
unsuccessful, then is decreased according to

(1)

thus following the sequence 1, 1/2, 1/3, (i.e., the “harmonic”
backoff) [10]. Each unsuccessful request should be retrans-
mitted -persistently until it is successfully transmitted. Note
that there are two ways to transmit a request: one through a
transmission-request slot and the other by piggybacking it in an
uplink packet. Which of the two ways should be used depends
on the request type. First, for a non-real-time message-trans-
mission request, if a mobile has not yet transmitted all of its
pending uplink packets of which transmission requests had
already been made to the BS, then, upon arrival of another
message, the mobile need not use a contention-based transmis-
sion-request slot. Instead, the request can be piggybacked in an
uplink packet. Second, for a real-time connection-setup request,
the mobile transmits the request using either of two ways,
whichever becomes available first. Third, a handoff request
can be made only through a transmission-request slot since the
BS is unaware of the existence of that mobile. In this case, the
mobile will access transmission-request slots in a 1-persistent
manner. Due to the limited packet size, one may not be able
to piggyback all pending requests in a single uplink packet.

3Due to thecapture effects[2], a request can be transmitted successfully even
in the presence of concurrent requests from other mobiles.
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In such a case, priority is given in the order of: 1) real-time
connection-setup request; 2) class II-A message-transmission
request; and 3) class II-B message-transmission request.

E. Error-Handling Mechanisms

To handle location-dependent, time-varying, and bursty
channel errors, the channel state can be predicted via channel
probing before a packet is transmitted. That is, before polling
a mobile or transmitting a downlink packet to the mobile, the
BS transmits a probing control packet to the mobile, which
then returns the control packet to the BS. If the BS does not
receive the probing control packet correctly from the mobile,
the channel is considered bad, and the polling or transmission
is deferred. The channel condition is estimated before each
real-time packet transmission in order to reduce the need for
retransmitting real-time packets, since retransmission can be
really harmful in meeting deadlines while it is optional for the
non-real-time case (to reduce its significant overhead).

The ACK/NAK is sent from the receiver upon packet recep-
tion.4 The most desirable way to send an ACK/NAK is to pig-
gyback it in another packet. ACK/NAK for an uplink packet
can always be piggybacked since after each uplink packet trans-
mission, a downlink packet (or a control packet) will always be
transmitted from the BS. Note that a downlink (control) packet
and the piggybacked ACK/NAK may have different destination
mobiles. The packet transmitted after a downlink packet cannot
be a regular uplink packet from the destination mobile of the
previous downlink packet because the destination mobile trans-
mits an ACK/NAK via an uplink control packet right after it re-
ceived a downlink packet. If the destination mobile of a down-
link packet does not know the packet’s destination due to an
error in the packet, then the mobile will not transmit NAK either.
If the BS does not receive an ACK/NAK within after trans-
mitting a downlink packet, the packet will be assumed lost and
hence retransmitted later. In summary, 1) ACK/NAK for each
packet is transmitted right after its reception, 2) ACK/NAK for
an uplink packet is always piggybacked in a downlink (control)
packet, and 3) after a downlink packet transmission, a control
packet containing ACK/NAK is transmitted from the destina-
tion mobile unless an uplink packet transmission from that mo-
bile is scheduled next.

When a mobile is polled for a real-time (non-real-time)
packet transmission, if it does not have any real-time
(non-real-time) uplink packet to transmit,5 the mobile transmits
an uplink control packet, saying that it has no packets to
transmit. So, if the BS does not receive any (control) packet
within the mini-slot period the polling control packet had
not been received by the mobile due to an error, implying that
the mobile’s channel is bad, and hence the polling is deferred.
The issue of handling this deferment is addressed next.

4Actually, right after determining if the received packet can be corrected by
the channel decoder.

5Even though this should not happen with the non-real-time case if every-
thing went correctly because the polling is based on transmission requests from
mobiles

F. Real-Time Communication Service

Real-time connectionis specified by a triplet
where:

• : is the maximum number of packets that can
arrive in an interval of length

• : the packet delivery delay (i.e., from the mobile to the
BS, or from the BS to the mobile, hence a fraction of the
target end-to-end delay) bound for real-time packets of
connection which has the following relationship with

:

for downlink
for uplink.

(2)

As will be clear later, the BS will admit new connections and
schedule packet-transmissions and channel-polling based on
the minimum delay bound so that each packet’s delay is
bounded by as long as the channel condition continues
to be good. Once a packet transmission is deferred or fails, the
BS will attempt to deliver the packet within in a best effort
manner. Note that the larger the more likely packets will be
delivered in time under a time-varying channel condition.

To set up a real-time connection, the source node (which
is a mobile if it is an uplink connection) will request the BS
to set up the connection with its specification triplet. The BS
will then perform the admission test given in Section IV-B. De-
pending on the test result, the new connection will be admitted
or rejected. This test result is conveyed to the mobile through
a downlink control packet. If it is admitted, a connection is
set up: if it is an uplink connection, the BS starts to schedule
the polling for that mobile, or if it is a downlink connection,
it starts to schedule downlink real-time packets arriving at the
BS. Even though it was described in the context of a new con-
nection request, the same procedure can be used for a handoff
connection request. For an uplink connection, the BS just polls
mobiles assuming the contracted traffic characteristics because
the BS does not know the exact status of a mobile’s pending
real-time packets. The control packet for polling a mobile con-
tains the mobile ID. When a mobile is polled, it can transmit
one pending real-time packet through the uplink. Fig. 3 shows
how the channel probing and deferment work for both downlink
and uplink transmissions, where the label ‘X’ represents loss of
a control packet. The BS will attempt to transmit each deferred
polling or downlink packet later so that its delivery bound can
be met if the channel condition improves before the deadline ex-
pires without compromising other undeferred packet transmis-
sions as described in Section IV-A. The channel-state probing
can be used adaptively; that is, a real-time connection can be ser-
viced without this process initially, but later if this connection is
determined to suffer from time-varying errors, this process can
be invoked. Especially, a mobile that stays close to the BS will be
experiencing a very good channel, so it will not need this process
at all. Note that this channel probing imposes bandwidth over-
head; is consumed for each channel probing. As shown
in Fig. 3, the transmission of a real-time packet (both downlink
and uplink) consumes Note that the ACK/NAK of an
uplink packet can always be piggybacked in a downlink (con-
trol) packet, so it was not counted.
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Fig. 3. Real-time communication slot structures with channel probing.

G. Non-Real-Time Communication Service

The BS schedules the transmission of downlink non-real-time
packets or the polling for uplink non-real-time packet-trans-
mission permissions with lower priority than the scheduled
real-time traffic. Important concerns about non-real-time
communication service include:

• virtually error-free transmission via our retransmission-
based error control mechanism;

• (long-term) fair access to the link of mobiles: a round-
robin-based packet/polling scheduling is used for fairness;

• maximizing aggregate throughput: our non-real-time
scheduling is geared toward reduction of control packet
overheads associated with ACKs/NAK’s and polling.
Moreover, channel probing is not used as long as a
mobile’s channel continues to be good.

IV. RUN-TIME SCHEDULING AND ADMISSION CONTROL

As mentioned earlier, D-TDD requires uplink and downlink
real-time packets to be multiplexed and scheduled over the same
frequency channel. We need two different packet/polling sched-
uling policies for real-time and non-real-time services due to
their distinct requirements. To set up a real-time connection, the
BS performs an admission test to check if it can guarantee the
timely delivery of every real-time packet from the new channel
without compromising other existing guarantees.

A. Real-Time Traffic Scheduling

The conventional first-in-first-out (FIFO) scheduling is un-
able to bound the packet-delivery delay. So, we adopt a nonpre-
emptive earliest deadline first (EDF) scheduling algorithm—the
earlier the deadline the higher the priority. Liu and Layland [20]
proved that the deadline-driven scheduling is optimal among all
dynamic-priority scheduling policies when the deadline of each
task is equal to the end of its period. Our real-time scheduling
and admission control are based on the real-time channel pro-
tocol in [17].

1) Downlink Packet Scheduling:Thelogical arrival timefor
the th packet, arrived at the BS at time of real-time con-
nection is defined as

for

for
(3)

The logical deadlineof this packet is then A
packet with (i.e., arrived too early) is not trans-
mitted until it becomes ‘current’ since its immediate transmis-
sion might result in buffer overflow at the destination mobile.
By using this logical deadline, one can protect well-behaving
connections from misbehaving ones. For example, much more
than packets could arrive during from a misbehaving con-
nection with contract which can cause violation of
the bounded-delivery guarantees of packets belonging to other
well-behaving connections if their logical deadlines are not en-
forced. Note that is added to the logical arrival time in-
stead of in the calculation of the logical deadline. In this
way, the BS attempts to deliver each real-time packet within
its minimum delay bound as long as the destination mobile’s
channel remains in good condition. A deferred or erroneously
transmitted packet will be (re)transmitted when the channel is
predicted and its actual deadline can be met.

When the th packet, of real-time connection
arrives at the BS from the wired network at time it is
placed in a connection-specific FIFO queue and its logical
deadline is calculated. Then, the packet’s connection ID is fed
into queueR (meaning ‘ready’) if and the entries
of this queue are sorted according to the corresponding packets’
deadlines. On the other hand, if this connection
ID will be held in another queueH (meaning ‘hold’), and will
later be fed intoR at time (i.e., when it becomes
current). WhenR is selected for service, the connection, say,
whose ID is at the head ofR, is served, and then the connection
ID is removed fromR. To serve the BS: 1) drops all those
packets in queue whose deadlines cannot be met; 2) probes
the destination mobile’s channel; and 3) transmits the packet at
the head of queue if the channel condition is predicted to
be good; else it defers its transmission and places the connection
ID in a FIFO queueD (meaning ‘deferred’).

If the packet transmission upon prediction of a good channel
condition results in a NAK, the connection ID is placed into
a FIFO queueB (meaning ‘back-logged’). Both queuesD and
B are served similarly toR. For convenience, the process of
serving queueX is referred to as a “queueX service,” whereX is
R or D or B. Note that the (re)transmission of an once-deferred
or unsuccessfully tried packet should not cause other undeferred
packets to miss their deadlines. To achieve this, we use a book-
keeping counter, called thecredit counter which records
the time both queuesD andB can be served continually without
delaying queueR service. The CC is updated as follows:

• if a queueR service results in
a deferment;

• if a queueR service results in a packet
transmission;
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• if a channel is probed for a queueD
or B service;

• if a packet is transmitted via a
queueD or B service;

• if the link is used for non-real-time
traffic or transmission requests for the duration of

• if after any of the above updates.

As will be described in Section IV-B, is assumed
necessary for each packet transmission during the admission-
control phase, because packet transmission without deferment
takes and additional is reserved for one extra
channel probing for each packet. This is why
is added when a queueR service results in a deferment (packet
transmission).

When queueD is given priority over
queueR. Then,B is given next priority afterD. Basically, the
channel usage is prioritized in the order ofD, B, andR if

andR, D, andB if Whenever
the wireless link becomes free (after completing an on-going
transmission), the BS will choose the nonempty highest priority
queue for the next channel usage. When queueD is chosen,
the connection specified by the th entry ofD is served.
Unless the queueD service results in a deferment, the th
entry is removed, and all the following entries are shifted toward
the head withinD, i.e., the th entry becomes theth entry
for all The index is updated as follows, with
the initial value :

• if D becomes empty;
• when a queueD service results in

a deferment;
• when: 1) an entry in queueR is fed into the

empty queueD; 2) the last entry in queueD is served; or
3) becomes less than

In fact, if there is another condition—that is, the
queueD service flag —to serve queueD. Other-
wise, the link is used to serve the queue with the next priority.
The value of is updated as follows, with the initial value

:

• if any packet (other than control packets) is
transmitted over the channel;

• when an entry in queueR is fed into the empty
queueD, or a queueD service results in a deferment when

Note that by using once a packet transmission is de-
ferred, at least one packet is transmitted before serving this
packet again. This is reasonable since trying to continuously
serve a deferred packet can waste bandwidth significantly due to
continuous channel probes without its successful transmission.
The same rule is used for queueB by replacing and
with and respectively.

Note that the entries in real-time queuesR, D, andB specify
connection ID’s, not packet ID’s, and the packet with the
smallest deadline in each connection—irrespective of which
queue specifies this connection for a service—is transmitted. In
this way, we can maximize the chance to deliver packets before
their deadlines. Fig. 6 summarizes how to determine which

queue to serve, including the non-real-time queues that will be
covered later.

2) Polling Order: As mentioned earlier, the polling order for
uplink real-time mobiles is determined based on the contracted
traffic characteristics as follows.

1) The BS generates a polling request for uplink real-time
connection with periodically once every

2) The request generated at timeis sorted in queueR ac-
cording to the deadline along with downlink con-
nection ID’s, where Conceptu-
ally, a polling request for connectionis considered as
a packet of size including the channel
probing overhead.

3) When the request is at the head of queueR, the BS will
serve6 uplink real-time mobile up to times consec-
utively until the channel for this mobile is predicted to
be bad, or this mobile does not have any more pending
packets to transmit.

The deadline-driven scheduling plus the admission control de-
scribed in Section IV-B will ensure that the BS can start probing
the channel for uplink connectionas late as

after generation of the last polling request. Then, for theth
polling request generation time (where
for all all of packets generated during the interval of

will be transmitted by time as long as the
channel condition continues to be good. So, the worst case delay
will be which is or If the BS sends a
channel probing control packet to a mobile when this mobile
does not have any pending real-time packet, the mobile will
specify that it does not have any real-time packet via the re-
turning control packet so that the BS need not poll the mobile.
On the other hand, if a mobile completes the transmission of
all of its pending real-time packets after being polledtimes
(where the BS will be informed of this via the

th packet so that the BS need not poll the mobile again. When
polling for connection in queueR is deferred after polling it

times, where the polling request is queued
up in D with which is the number of polls to
be taken, as well as the connection ID. When this request is to
be served later, mobilewill be polled up to times consecu-
tively. The credit counter is updated with polling as follows:

•
if polling for connection in queueR is

deferred after it is polled times;
• if mobile had no

pending packet to transmit;
• if mobile

completed the transmission of its pending packets after
being polled times (where i.e., it had

pending packets;

The other rules associated with serving a polling request are the
same as those for real-time downlink packet transmissions. For

6By ‘serving’ an uplink real-time mobile, we imply that this mobile’s channel
is probed, and the mobile is polled if the channel is predicted to be good; other-
wise, the polling is deferred.
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each erroneously transmitted uplink packet, a polling request is
queued up inB.

3) Transmission-Request Slot Scheduling:Toachievelowla-
tenciesformessagetransmissionsorconnectionsetup/handoffre-
quests, it isnecessary to issuetransmission-requestslotsregularly
andfrequently.Whenit isdesirabletohaveatransmission-request
slot once every time units, this slot is issued with the same
scheduling used for polling with and

Notethatnochannelprobeismadebeforeissuinga
transmission-requestslotsincethereisnospecificdestinationmo-
bileinthiscase.Fortherestofthispaper,we“imagine”thereexists
avirtualuplinkconnectionwith
which is equivalent to transmission-request slots. However, the
scheduling discussed so far is valid only when the system is busy,
i.e., there always exist some downlink packets or uplink pollings
scheduledcontinuously. If not, theBSbasicallyhasnothing todo.
Then, the BS continues to issue transmission-request slots, thus
reducing the transmission-request access latency as much as pos-
sible.With theabovescheduling,during thesystembusyperiod,a
transmission-requestslotwillappear,onaverage,onceevery
time units, and the time span between two consecutive transmis-
sion-requestslots isboundedby Notethatthepacketsched-
uling itself cannot guarantee a bounded delivery delay. A proper
admissioncontrolshouldbeperformedtodetermineifasetofcon-
nections can be guaranteed to have their required delivery-delay
bounds using the above scheduling mechanisms.

B. Admission Test

We now consider the admission test for a new connection re-
quest. If the other communicating party of a mobile is outside
of the cell, the entire communication path will be divided into
one or two wireless links and a route within the wired network.
The admission test should consider end-to-end communication.
However, here we consider the admission test for a wireless link
only since the transmission over the wired links can be handled
by other known schemes like the one in [17]. (Admission tests
for the wired-network part have been studied by many other re-
searchers, and depend on the scheduling policy used in the in-
termediate nodes.) For a new connection to be established, the
results from admission tests on all components (on the commu-
nication path) should be positive.

As mentioned already, the admission control is applied so that
the delay of each packet in connectionfor all is bounded by

as long as mobile’s channel stays in good condition.
Let us consider a set of connections

The admission test is composed of two phases,
i.e., a bandwidth test phase, and a delay-bound test phase. For
the newly requested connectionnew, the bandwidth test is to
check if the sum of reserved bandwidth for each connection in-
cluding overheads satisfies the following condition:

(4)

where is the portion of the link capacity reserved for
real-time packet retransmissions and non-real-time traffic.
Note that instead of is needed for
a packet transmission to reserve additional for an extra

channel probing. The larger the more packets will make
their deadlines even under bad channel conditions. The value
of can be adapted depending on the channel conditions
of the existing connections and the observed packet-dropping
probability.

If a new connection does not satisfy the first condition, it is
rejected while it is considered for the second phase delay-bound
test only if it satisfies the first condition. The delay-bound test
is set up as follows. First, suppose the elements of set are
arranged in ascending order of where

if downlink
if uplink.

(5)

In fact, for both uplink and downlink packets. Note that
when a packet (or polling request) from each ofconnections
arrives at the same time, the packet (or polling request) from
a smaller numbered connection will have higher priority. To es-
tablish a real-time connection, the BS needs to check its schedu-
lability with the connection’s worst case delay. We can derive an
admission test similar to that in [17]. For downlink connection

packets are assumed to arrive periodically at the begin-
ning of each virtual packet-arrival period which represents
the worst case in terms of the delivery delay of these packets.
Then, the last of these packets should finish the transmis-
sion within as long as the channel continues to be good. If
this works correctly, uplink packets are also transmitted by the
minimum delay bound, as explained in Section IV-A2.

Now, for the schedulability test, we consider the transmission
time of the last of packets of downlink connection The
worst case packet-delivery delay occurs when its arrival coin-
cides with all other higher priority packet arrivals. This “crit-
ical” instant is denoted as time The transmission of the
packet can be delayed by all instances of higher priority packets
(and pollings) at and by the subsequent instances of these
packets (and polling requests). Arrival times of these instances
within the delay bound are given as

(6)

The total time required for transmitting this packet and others
with priority equal to, or higher than, this packet (or polling) is
given by

(7)

Note that the first and second terms of (7) denote, respectively,
an upper bound of the time to complete in-progress packet
transmission or polling and the time to transmit packets
of real-time connection The third term denotes the time to
transmit all packets with the same or higher priority. Note that
(5 ) instead of (3 ) was again assumed neces-
sary for a packet transmission. In fact, is affected by
uplink connections since the time to complete an in-progress
downlink packet transmission will be just 3 An uplink



52 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 1, FEBRUARY 2000

real-time mobile will be polled up to times consecutively
once it is polled

(8)

where is the set of uplink connections’ indexes. By
definition, will be at least even when there
is no uplink real-time connection. This follows from the
maximum possible non-real-time traffic transmission without
Throughput versus non-real-time offered load: and

interrupting real-time packet transmissions as
explained in Section IV-C. A set of connections is said
to be schedulable(i.e., all packet minimum delivery-delay
constraints will be met as long as the channel conditions
continue to be good) if the following condition holds:

for some

for all (9)

where is the number of connections and is given as in (6).
From this schedulability condition, we now derive the second
phase delay-bound test of a new connection when there already
exists a set of connections in the system. Note that the
schedulability condition in (9) already holds for the set of ex-
isting connections

• Upon arrival of a new connection request, the BS inserts
the newly requested connectionnewin the set of connec-
tions according to the ascending order of

• If new is a downlink connection, the admission test is to
check if the following condition holds:

for some

for (10)

• If new is an uplink connection, is recalculated
using (8).

• If has not changed, the admission test is
given by (10).

• If has changed, the admission test is given
by (9).

Note that if has not changed, the performance guar-
antees of connections with smaller’s are not affected by the
admission of connectionnew.

C. Non-Real-Time Traffic Scheduling

The transmission of non-real-time traffic is based on a mod-
ified round-robin scheduling policy with a set of two priori-
tized queues. Using the round-robin scheduling, it is possible
to give each mobile fair channel access as long as each mobile’s
channel condition continues to be good. When there aremo-
biles in the cell, the BS is equipped with the following two ser-
vice queues (in that order of priority): 1) a class II-A round-robin
queue (with entries), called queueRR.A, and 2) a class II-B
round-robin queue (with entries), called queueRR.B. The
th entry of a round-robin queue, corresponding to mobileis

composed of two parallel queues for the downlink and uplink,
respectively. The uplink queue has a number of uplink packets
requested for transmission permissions, which is the sum of the
number of packets in transmission permission-requested mes-
sages. On the other hand, the downlink queue buffers the down-

Fig. 4. A round-robin queue for non-real-time communications.

Fig. 5. An example of non-real-time transmissions.

link packets in a FIFO manner, which had arrived at the BS.
Fig. 4 shows a round-robin queue for mobiles in the cell.

We first describe how the round-robin queues work assuming
that there is no channel error, then address how to handle
channel errors. For theth entry’s turn, up to two packets for
mobile are served. To reduce the ACK/NAK-transmission
and polling overheads, it is desirable to sequentially serve one
downlink and one uplink packets. In this case, a downlink
packet destined for mobileis transmitted first with up to two
different pieces of piggybacked information: 1) ACK/NAK for
a previously transmitted uplink packet if the previous packet
was uplink and 2) the transmission permission for mobileto
transmit an uplink packet (i.e., a polling to mobile Then,
mobile will transmit an uplink packet with ACK/NAK for
the previously received downlink packet. Note that through
this transmission order, two mini-slots were saved, i.e., for one
downlink control packet to poll mobile and for one uplink
control packet for the ACK from mobile If the th entry
does not have both downlink and uplink requests, up to two
downlink or uplink packets for mobile can be transmitted
consecutively using two mini-slots for polling or ACK trans-
missions. An uplink packet and a downlink packet can also be
transmitted sequentially if a downlink packet arrives during the
transmission of an uplink packet.

An example of this non-real-time scheduling is shown
in Fig. 5, where a square and a small rectangle represent a
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Fig. 6. A pseudocode to determine which queue to serve when the wireless link becomes free.

packet transmission slot and a mini-slot, respectively. The
notation used is: is the th uplink packet transmission
of mobile is the th downlink packet transmission to
mobile is a polling to mobile is
the ACK/NAK for the previous packet transmission
represents the transmission from mobileand ‘+’ represents
piggybacking of the following information in the same (control)
packet. Four different cases are shown in chronological order:
1) an uplink packet from, and a downlink packet sequentially to,
mobile 0; (2) two uplink packets from mobile 1; (3) a downlink
packet to, and an uplink packet sequentially from, mobile 2;
and (4) two downlink packets to mobile 1. Note that two control
packets are used to transmit two packets from/to mobiles 0,
1, and 3. However, no control packet is used for mobile 2 to
receive one downlink and transmit one uplink packet.

Note that real-time traffic or higher priority non-real-time
traffic (such as class II-A traffic if the traffic considered is class
II-B) can take over the channel according to the priority rule
when the wireless link becomes free after 1) the completion of
the ACK transmission for a non-real-time downlink packet or 2)
the completion of a non-real-time uplink packet transmission.
For the latter case, the BS needs to piggyback the ACK/NAK
within the following (control) downlink packet. So, the BS can
switch to the real-time traffic service or a higher priority non-
real-time traffic service at the marked (with ) moments in
Fig. 5. The worst case delay before switching to the real-time
traffic service is shown in the figure, i.e., from to To in-
terrupt at there is a delay of up to 2 time units. This is why

should be at least 2 in (8). Even though it was not
shown in the figure, the request for an uplink message transmis-
sion can also be piggybacked in an uplink packet.

Now, let us assume that there was a NAK associated with a
packet transmission from/to mobileThen, the entry for this
mobile in the particular round-robin queue is marked “back-
logged,” indicating that the mobile’s channel condition is bad.
For this entry’s next service turn, the mobile’s channel is probed
first. If the channel is predicted to be good, the mobile’s packets
are served and the entry is marked “active.” Otherwise, the entry
stays back-logged without the mobile’s being served at all. For
the turn of the th entry, which is back-logged, theth non-
real-time compensation counter is increased by the
number of packets to be served if the entry was active, where

is if the queue is for class II-A (class II-B). This
counter is increased when an entry becomes back-logged as
well. For example, if uplink class II-A packet in Fig. 5
is erroneously transmitted, the zeroth entry of queueRR.A is
marked back-logged, and is increased by two since
both and could be transmitted if the channel was

good. For the turn of theth entry which becomes active, as
many as packets of mobile are served con-
tinually. Then, is reset to zero. In this way, we can
achieve long-term fairness among mobiles. Note also that be-
fore serving the first entry in a round-robin queue, if all the
entries are marked back-logged, the round-robin queue service
flag is set to zero, where is again if the queue

is for class II-A (class II-B). ’s are set to 1 whenever a
packet is transmitted over the channel. A round-robin queue can
be served only when its flag is 1. This way we can reduce the
overhead associated with the channel probing for non-real-time
traffic while being able to serve class II-B traffic when all mo-
biles with class II-A traffic are experiencing bad channel condi-
tions. Note that the channel is probed for back-logged connec-
tions only in order to reduce unnecessary bandwidth waste for
channel probing.

An ACK/NAK can be lost due to errors. Because the feedback
should be received right after the packet transmission, the sender
assumes, in case of ACK/NAK loss, that the packet transmission
was not successful and retransmits the previous packet later. The
receiver, in turn, knows that the previous ACK/NAK was lost
when it receives a duplicate packet. If the receiver is the BS, the
BS needs to update a round-robin queue’s entry by increasing
the number of uplink packet requests by one since it received
the same packet again. Last, recall that the above-mentioned
scheduling is applied whenever 1) all the real-time queuesR, D,
andB are empty or 2) queueR is empty,

and Fig. 6 provides a pseudocode to
determine which queue to be served whenever the wireless link
becomes free.

V. EXPERIMENTAL RESULTS AND DISCUSSION

This section evaluates and discusses the performance of the
proposed scheme. We first state the assumptions and the system
specification used in the evaluation study.

A. Assumptions and System Specification

We assume that there are mobiles in the cell, and
the duration of a mini-slot is used as a basictime unit. Only
one request can be transmitted in a transmission-request slot
or piggybacked in an uplink packet by a mobile. The wireless
channel is modeled as follows.

C1: The channel between the BS and a mobile is modeled by
a Markov chain as shown in Fig. 7. The channels of two different
mobiles are assumed to be independent.

C2: A transition between the good and bad states can
happen at mini-slot boundaries with the transition probability
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Fig. 7. Two-state Markov chain modeled channel.

from the good to bad states (from bad to good
states).

C3: For a given average time duration at the good
(bad) state, We assume that

and

C4: Each request could be received in error 1) when it is cor-
rupted due to channel errors or 2) when it collides with another
request within the same request mini-slot.

C5: If a packet transmission duration overlaps with a time
in the bad state, the packet is received in error. The packet is
received correctly otherwise.

C6: Every packet received in error is assumed to be detected
by the channel decoder.

The real-time traffic of interest is specified as follows.

R1: Four types of real-time connections are considered with
the connection specification : 1) type-1 downlink
(1, 200, 300); 2) type-1 uplink (1, 200, 500); (3) type-2 downlink
(1, 500, 600); and (4) type-2 uplink (1, 500, 1100). Note that
type-1 (or 2) downlink and uplink connections have the same

and

R2: Real-time connections arrive according to a Poisson
process with rate Half of them are handoff connections,
which arrive from adjacent cells.

R3: The lifetime of each connectionis distributed geomet-
rically with mean

Last, the assumptions on non-real-time traffic are as follows.

N1: Downlink (uplink) messages arrive according to a
Poisson process with rate (messages/mini-slot). The
overall message-arrival rate is defined to be

N2: The downlink class II-A (II-B) messages, destined for
each of mobiles, arrive independently at the BS with rate

N3: The uplink class II-A (II-B) messages arrive indepen-
dently with rate at each of mobiles.

N4: The number of packets in a class II-A (II-B) message is
geometrically-distributed with average 2 (18).

A frequently used parameter, theoffered load, is defined as
the overall expected number of the packets to be transmitted
within a slot. For the overall non-real-time message-arrival rate

(messages/mini-slot), the offered load from non-real-time
traffic, is given by

(packets/slot) (11)

Fig. 8. The admission region for real-time connections:K = 20 andT =

200:

of which half is for class II-A and the other half is for class II-B.
On the other hand, the offered load from real-time traffic is
given by

(packets/slot) (12)

where represents the averaging operation,is the frac-
tion of type- (both downlink and uplink) connections out of the
total real-time connection arrivals, is the of type- con-
nection and is the of type- connection .

B. Interworking of Real-Time Connections with Non-Real-Time
Traffic

Throughout this subsection, the following parameters are
used: and so there are
request mini-slots within a transmission-request slot. Three
request mini-slots are reserved for handoff requests, i.e.,

We first consider the admission region of type-1 and
-2 connections depending on the reserved link capacity portion

for real-time packet retransmissions and non-real-time
traffic. Using (4) and (9), each pair of the numbers of type-1
and -2 connections is tested; a pair represents a set
of type-1 connections and type-2 connections. Fig. 8
shows the curves representing the admission regions for three
different values. For each line, a set of connections for
each pair under or on a curve can be admitted into the system.
For example, six type-1 uplink connections and two type-2
uplink connections can coexist in the system at a time when

We observe that the larger the smaller
the admission region, as it should be. The admission regions
for and are the same is due to the effect
of in (7) for the delay-bound test. Note that the
admission regions of both downlink and uplink connections
are the same since both downlink and uplink connections of
the same type have the same and Now, let us consider
the performance of real-time traffic. For further study, we
assume that and only type-1 uplink connections were
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TABLE III
PERFORMANCE OFREAL-TIME TRAFFIC WHEN NONREAL-TIME UPLINK

TRAFFIC ARRIVES WITH� = 0:0005: K = 20 AND T = 200

generated, where each of them is a constant bit rate (CBR)
connection, i.e., packets are generated everytime units.
We learned from the previous admission-region figure that up
to five type-1 uplink connections can be admitted at a time. The
reason why we consider only uplink connections is to examine
the access latency of uplink connection requests, which is
a very important performance measure. In the simulation,
non-real-time uplink traffic arrives with rate Note
that the performance of real-time traffic is almost unaffected by
non-real-time traffic because real-time traffic is given priority
over non-real-time traffic. (Some small effect can appear due
to nonpreemptive transmission of non-real-time traffic, and
packet deferments of real-time traffic.) Table III shows the
real-time offered load real-time traffic throughput, connec-
tion-blocking probability, average and maximum packet delays,
and packet-dropping probability (i.e., packet drops due to the
deadline expirations) for three different arrival rates of
real-time connections. The blocking probability represents both
new-connection blocks and handoff connection drops since
a half of the entire real-time connection arrivals are assumed
to be handoffs in our simulation. As the real-time connection
arrival rate increases, more connections are blocked. We also
observed that the larger the larger the average packet delay
and the packet-dropping probability, since the more real-time
connections exist, the longer a scheduled polling is likely to
be delayed. However, the maximum delay is observed to be
always 500, which is the delay bound Note that this delay
is bounded at the cost of some packet drops. We can easily
expect that the larger the larger the connection-blocking
probability, and the smaller packet-dropping probability.

Fig. 9 shows the average uplink class II-A message-trans-
mission delay for four different real-time traffic-arrival rates.
We observed that the larger the larger the delay is for a
given non-real-time offered load because real-time traffic
is given priority over non-real-time traffic. Note that a half of
non-real-time offered load is from class II-B. This is the reason
why the delay of class II-A could not be infinite even for the
offered load is more than one. Even though it is not shown, the
delay of class II-B is surely infinite for the offered load greater
than one. The next subsection will elaborate on the performance
of non-real-time communication service.

Next, we consider the request-access latency, which is
defined as the time span from the arrival of a request to its
successful reception by the BS. Recall that a request access is
made through the transmission request slot or piggybacking
for: 1) non-real-time (class II-A and II-B) message-transmis-
sion requests; 2) a new real-time connection request; and 3) a
handoff request. The request-access latencies for four different

Fig. 9. Average uplink class II-A message-transmission delay versus
non-real-time offered load: for different real-time connection-arrival rates� ;

K = 20 andT = 200:

Fig. 10. Average request-access latency versus non-real-time offered load:
� = 0:001; K = 20; andT = 200:

cases are plotted in Fig. 10 when and only uplink
non-real-time traffic exists. We observe that the request-access
latency for real-time and handoff connections are reasonably
low (less than 150) throughout the whole non-real-time of-
fered load examined. Especially, the request-access latency
for handoff connections are saturated by 120 beginning

Note that the request-access latency of handoff
connections should be kept low because otherwise, the handoff
will not be smooth. To give a detailed account, we divide the
entire non-real-time offered loads examined into three regions:
1) lightly loaded region: to 2) moderately
loaded region: to and 3) heavily loaded region:

to First, we consider the request-access latency
of non-real-time traffic. In the lightly loaded region, both the
latencies of class II-A and II-B traffic increase monotonically.
Class II-B traffic’s access latency is larger since class II-A’s
requests are given priority. In the moderately loaded region,
class II-B traffic’s access latency starts to decrease due to
the effect of piggybacked requests. Class II-A traffic’s access
latency, on the other hand, continues to increase further due
to the effect of piggybacked requests. That is, in this region,
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as the offered load increases, more requests will be made via
piggybacked requests. The piggybacked request-access delay
will increase since the time span between two consecutive
services of a mobile will increase due to the increasing number
of mobiles with pending requests in round-robin queues.

In the heavily loaded region, class II-A request-access latency
is saturated at around 500 while class II-B request-access la-
tency increases slowly beginning at around 600. In this region,
non-real-time requests are likely to be made only though the pig-
gybacked requests since the non-real-time round-robin service
queues in the BS are unlikely to be empty. In this case, a mobile
is supposed to have a chance to transmit two uplink packets once
every 440 time units when there is no real-time traffic since there
are ten mobiles and two packets (plus two control packets) can
be transmitted at each round-robin turn. So, the request-access
latency would be about 220 when there is no real-time traffic.
Due to real-time connections, these chances are delayed more,
depending on the real-time arrival rate. It is found to be about
500 for class II-A traffic when The request access
of class II-B traffic is likely to be delayed more since only one
request for a traffic class can be piggybacked in a packet.

The access latency of real-time and handoff connection re-
quests is found to be lower than that of non-real-time traffic over
the entire offered load region. This is because real-time connec-
tion requests are given priority over non-real-time transmission
requests, and (which is three in our simulations) request
mini-slots are reserved for handoff requests. For the very lightly
loaded region (say the latencies for all types of re-
quests are about the same since almost every request is made
through a transmission-request slot and is mostly successful be-
cause collisions rarely occur. As the offered load increases, all
the latencies increase while the handoff request latency is sat-
urated. In the moderately loaded region, the access latency for
real-time connections starts to decrease. This is again because
some of transmission requests are piggybacked. Then, in the
heavily loaded region, real-time and handoff request-access la-
tencies are saturated at around 100 and 120, respectively. The
real-time request-access latency is smaller than the handoff re-
quest-access latency since a handoff request can only be made
through the transmission-request slot, while a new connection
request can be made through either a transmission-request slot
or piggybacking. They are about 100 since the period of issuing
the transmission-request slot , while they are about
the same since the effect of the piggybacked request is neg-
ligible. The exact request-access latencies will depend on the
real-time connection-arrival rate but the overall tendency
observed remains the same irrespective of the rate.

C. Non-Real-Time Communication Service

Here we examine in detail the performance of non-real-time
communication service. To understand the non-real-time
communication service better, we generated only non-real-time
traffic for the simulations, i.e., Fig. 11 shows the
average message-transmission delays for both class II-A and
II-B for two extreme cases: one with downlink traffic arrivals
only (marked with ‘down’) and the other with uplink traffic
arrivals only (marked with ‘up’). We observe that the delays
with downlink traffic arrivals are a bit smaller than those with

Fig. 11. Average message-transmission delay versus non-real-time offered
load when downlink or uplink traffic exists:K = 20 andT = 200:

Fig. 12. Average message-transmission delay versus non-real-time offered
load when downlink and uplink traffic arrive with the same rate, i.e.,� = � :
K = 20 andT = 200:

uplink traffic arrivals. This indicates the effect of the uplink
transmission-request access latency. For both cases, class II-B’s
delay goes to infinity at around while class II-A’s
delay goes to infinity at around This means that
class II-B traffic is rarely transmitted for This is
reasonable since a half of the offered load is from class II-B,
and the maximum achievable throughput is less than one. The
fact that class II-A’s delay goes to infinity at around
means that the maximum achievable throughput is about 0.8.
Fig. 12 shows the average message-transmission delays for
both class II-A and II-B when a half of arrived messages are
downlink and the other half are uplink, i.e., The
general tendency is the same as in the previous figure, but the
maximum achievable throughput is found to increase since the
delay of class II-A is still about 2000 (i.e., within the figure)
even for This shows the effect of sequential
transmission of a downlink packet and an uplink packet without
any control packet at a mobile’s turn in the BS round-robin
queue.

These facts can be seen clearer in Fig. 13. First, beginning at
the throughput of class II-B starts to decrease while
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Fig. 13. Throughput versus non-real-time offered load:K = 20 andT =

200:

Fig. 14. Average uplink class II-A message transmission delay versus
non-real-time offered load: with different values ofT : K = 20:

that of class II-A continues to increase. When the maximum
achievable throughput is reached, the throughput is saturated
there, i.e., about 0.8 for both only downlink (marked with
‘down’) and only uplink (marked with ‘up’) arrival cases. Note
that the throughputs for both downlink and uplink arrival case
(marked with ‘down/up’) for a given offered load are larger
than, or equal to, those for the other two extreme cases. The
maximum achievable throughput for the latter case is found
to be about 0.86. The reason why the maximum achievable
throughput is less than one is due to the overhead of transmis-
sion-request slots, polling mini-slots, ACK/NAK-transmitting
mini-slots, and channel probing processes.

So far, we used the value of i.e., the average
interval between two transmission-request slots is about 200.
Fig. 14 shows the average transmission delays of uplink class
II-A messages for three different values. Note that the
larger the larger the maximum achievable throughput
could be. The delay is found to increase abruptly at around

for a large This is because the larger
the more chance of a mobile having a message to request upon
appearance of a transmission-request slot. So, the larger

Fig. 15. Average uplink class II-A message-transmission delay versus
non-real-time offered load: forT = 600 and with different values ofK:

the more likely a request is to collide with others, and the larger
the delay eventually. This effect is lessened dramatically after

due to the increases of piggybacked requests. Even
though it is not shown here, the access latency of real-time
connection requests also has a similar abrupt increase at some
regions of offered load with large This observation
implies that too large a is not desirable.

Fig. 15 shows the effect of values when As
increases, the peak delay at is found, on average,

to decrease while the delay increases. A largemeans a large
packet size and an increased number of request mini-slots in a
transmission-request slot. The decreased peak delay is due to
the second fact, and the increased average delay is due to the
first fact.

Note that too large a is not good even though the peak
delay is reduced because a large fixed-size packet is likely to be
transmitted with some empty portion, thus lowering the system
utilization. From the above two figures, one can conclude that
the choice of and is closely related to each other, and
hence, they should be considered together so that there is no
undesirable peak in the average delay.

VI. RELATED WORK

Recently, there have been significant research efforts to
support QoS guarantees in wireless networks. A wireless MAC
protocol in [9] can be considered as a polling scheme using
stop-and-go queueing for real-time traffic, and FIFO queueing
for non-real-time traffic. However, this scheme can support
only a finite number of delay bounds due to the inherent
limitation of stop-and-go queueing. The authors of [6] dealt
with the scheduling and admission control for a TDMA system
to support variable bit rate (VBR) connections with different
packet-dropping probabilities. However, it deals with the uplink
only, and connections are allowed to have only two different
delay bounds. Both of the schemes do not provide proper
means to handle wireless channel errors. Remote-queueing
multiple access (RQMA) in [15] also addresses how to provide
QoS for heterogeneous traffic using existing packet-scheduling
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algorithms designed for wired networks. This scheme also han-
dles channel errors via a FEC/ARQ hybrid like ours. However,
it did not consider how to handle location-dependent errors.

An emerging WLAN MAC standard, IEEE 802.11, provides
both real-time and non-real-time communication services using
polling and carrier sense multiple access/collision avoidance
(CSMA/CA) [11]. The CSMA-based protocol is not suitable for
a network environment with the star topology considered in this
paper, since carrier sensing is not possible in such an environ-
ment. The IEEE 802.11 also does not specify the polling order,
admission control, and how to handle channel errors which are
all essential for real-time communication.

QoS-supporting wireless systems have recently been studied
in the context of wireless ATM. The distributed queueing
request update multiple access (DQRUMA) is used for
BAHAMA as a MAC protocol [14], [18]. DQRUMA is a
demand-assignment access scheme, which has some limited
support for real-time traffic due to its contention-based ac-
cess of transmission requests. In fact, the polling for uplink
non-real-time transmission in our system can be classified as
this demand-assignment access scheme because transmission
requests are made on a per-message basis, and the permission
is given via polling. The MAC protocol for a wireless ATM
in [7] uses a polling scheme. However, it deals with uplink
accesses only. the seamless wireless ATM network (SWAN)
[1] also uses a polling scheme as a MAC protocol, but such
details as polling scheduling and admission control were left
unaddressed. WATMnet [28] uses a dynamic TDD/TDMA as
the MAC to support heterogeneous traffic. The MAC protocol
in WAND (MASCARA) [26] is another MAC protocol for a
wireless ATM system (named WAND) using reservation and
contention-based TDD/TDMA techniques. The authors of
[19] proposed a wireless MAC protocol for wireless ATM, in
which the access and scheduling procedures are distributed.
Basically, none of the above wireless ATM schemes deals with
location-dependent and bursty errors explicitly.

There have also been remarkable research efforts for
QoS-provisioning CDMA systems, e.g., [3], [10]. While the
CDMA technology is expected to dominate for the third-gen-
eration (3G) wireless systems, it is not suitable for typical
WLAN environments since the data rate of an individual user
can hardly be commensurate with the system bandwidth due to
the spreading factor. The authors of [4] provide a good survey
of MAC protocols covering both TDMA and CDMA-based
schemes for wireless multimedia networks while a good survey
of wideband local access schemes comparing both wireless
LAN and wireless ATM technologies can be found in [24].

Recently, there have been significant research efforts
on packet scheduling to handle location-dependent and
bursty errors based on channel-prediction mechanisms and
packet-transmission deferments [5], [16], [21]–[23], [27]. Most
of the work has focused on how to provide (long-term) fair
access to a wireless link in the presence of location-dependent
errors [16], [21]–[23], [27]. Moreover, some of these have
limitations, such as the issue of expediting the retransmission
of packets was not addressed [16], [22], [23]. We adopted two
different types of packet-scheduling policies to handle both
real-time and non-real-time traffic, in which EDF scheduling is

used for real-time traffic to bound packet-delivery delays at the
cost of some possible packet drops, and round-robin scheduling
is used for non-real-time traffic to achieve both error-free
transmissions and long-term fairness among different mobiles.

Our scheduling for real-time communication guarantees that
each connection receives the service it was promised as long
as its channel continues to be good while a connection with
deferred transmissions is served in a best effort manner. In
that sense, our scheduling is different from those in [21]–[23],
which compensate the bandwidth of connections which ex-
perienced deferments by reducing the bandwidth of other
connections which received more bandwidth than promised
before. Our non-real-time scheduling, however, is based on
these scheduling algorithms. The scheduling policy in [27]
does not have an explicit concept of compensation like our
real-time scheduling, and it does not address how to bound
packet delay bounds either. Last, our real-time scheduling is
deadline-driven, so it can bound delays without addressing the
fair access issue explicitly, but fairness is also a main concern
in our non-real-time scheduling.

We adopted the polling scheme as in [1], [7], and [9] for
both real-time and non-real-time traffic with different polling
and scheduling strategies. The D-TDD technique in [1], [9],
[15], [26], [28] was also used for more efficient and flexible
utilization of a frequency channel. We showed how to support
the distinct QoS requirements of heterogeneous traffic (i.e.,
bounded delivery-delay for real-time and virtually loss-free
transmission for non-real-time traffic), including the transmis-
sion/polling scheduling and admission control for real-time
connections, in the dynamic environment with location-depen-
dent, time-varying, and bursty errors.

VII. CONCLUSION

This paper considered how to support both real-time and
non-real-time communication services in a WLAN. We pro-
posed a MAC protocol based on polling mobiles for their
uplink accesses with slotted ALOHA-based and piggybacked
transmission requests. A variation of EDF scheduling is used
for real-time traffic to bound delivery delays at the cost of
some packet losses depending on the channel conditions while
a variation of round-robin scheduling is used for non-real-time
traffic to achieve error-free transmissions and long-term
fairness among mobiles. Also addressed are the problems
of 1) multiplexing downlink and uplink traffic for D-TDD
transmission and 2) handling location-dependent, time-varying,
and bursty channel errors. An admission test for each new
real-time connection request has been established, determining
if the requested packet delivery-delay bound can be guaranteed
without violating the existing guarantees.

An extensive evaluation study has shown the proposed
scheme to work well and meet the design goals. We first con-
sidered the admission regions of real-time connections for four
types of connections, and the average performance of real-time
traffic. We also examined the interworking of real-time and
non-real-time traffic while emphasizing the access delays
of non-real-time messages, real-time connection requests,
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and handoff requests. Last, the performance of non-real-time
communication service was evaluated in detail.
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