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Abstract rithms using message combiningatx2®  aafck 29 x 2°

This paper presents new algorithms for all-to-all per- tori or meshes witto(d) time complexities due to message
sonalized exchange in multidimensional torus-connected

i : - o startups and2*!)  (in 2D) op(2*®)  (in 3D) due to mes-
multiprocessors. Unlike existing message-combining algo- transmissions. Th lqorithms differ from h
rithms in which the number of nodes in each dimension>29¢ TansSMISSIONS. ese algo S er irom eac

should be power-of-two and square, the proposed algo_qther primarily in the way that pairwise exchange opera-
rithms accommodate non-power-of-two tori where thetlons are schedul'ed. However, they have all been Qeflned
number of nodes in each dimension need not be power-off—c?r meshes_ or tO.I’I where the number of processors in each
two. In addition, destinations remain fixed over a larger d|men5|.on Is an integer power-of-two an.d square.

number of steps in the proposed algorithms, thus making !N this paper, we present new algorithms for all-to-all
them amenable to optimizations. Finally, the data struc- Pérsonalized exchange for multidimensional tori. The
tures used are simple, hence making substantial saving oflg0rithms utilize message combining to reduce the time

message-rearrangement time. associated with message startups. They are suitable for a
wide range of torus topologies. The salient features of the
1. Introduction proposed algorithms are (i) unlike existing message-com-

bining algorithms in which the number of nodes in each

Interprocessor communication may become a main botdimension should be power-of-two and square, they
tleneck to scalable parallel implementations of computa-accommodate non-power-of-two and non-square tori, (ii)
tion-intensive applications. This has motivated the they are simple in that destinations remain fixed over a
development of efficient and innovative algorithms for |arger number of steps, and are thus amenable to optimiza-
demanding interprocessor communication patterns such agons, e.g., caching of message buffers, locality optimiza-
collective communicatiof#,6]. Among several collective tions, etc., (iii) they are the first message-combining
communication patterngll-to-all personalized exchange algorithms for such 3D or higher dimensional tori, (iv) the
or complete exchanges generally the most demanding data structures are simple and save substantial message-
communication pattern, where every node communicates aearrangement time, and (v) they can be extended to
distinct message to every other node in the system.Mi an  higher-dimensional networks.

node system, each noée 1si<sN , has  blocks of data The following section presents the performance model
B[i, 11, B[i, 2], ..., B[i,N], one distinct block for each other and parameters used in this paper. We propose the algo-
node. After the all-to-all personalized exchange operation,rithm for 2D tori in Section 3. The algorithm is extended to
each node, has blocks of dak, i1, B[2,i],....B[N,i] , multidimensional networks in Section 4. Section 5 evalu-
one from each other node. Many scientific parallel applica-ates the performance of the proposed algorithms. Our
tions require this all-to-all personalized exchange commu-results are summarized in Section 6.
nication.
Bokhari and Berryman [1], Sunder et al. [10], and 2. Performance Model and Parameters

Tseng et al. [13] proposed all-to-all personalized exchange

) . - d The target architecture is torus-connected, wormhole-
algorithms using message combiningzfhx 2 meshes or

i } ) ) . | switched [5] multiprocessors. The proposed algorithms
tori. These algorithms incur an execution time a2 apply equally well to networks using virtual cut-through or

due to message startups am@®") due to message tranpacket switching. Each packet is partitioned into a number
missions. In [8,9], Suh and Yalamanchili proposed algo- of flits. We assume that each processor Natistinct m-



byte message blocks. We also assume that the channélocks to scatter, and the blocks are divided into nixne
width is one flit, the flit size is one byte, and each processollock groups (BGs) considering nine SMs (SM00, SMO01,
has one pair of injection/consumption buffers for the inter- SM02, SM10, SM11, SM12, SM20, SM21, and SM22)
nal processor-router channel (i.e., one-port architecture)and 16 nodes in each SM. In Figure 1(d), each node in
All'links are full duplex channels. In this paperstapis group 00 has 9 BGs to scatter with distinct markings,
the basic unit of a contention-free communication and awhere each BG is destined for the SM which has the same

phaseis a sequence of steps. marking as the BG in Figure 1(c). Thus, BGs of identical
A common metric used to evaluate the performance ofmarking will be gathered in one node in the SM which has
inter-processor communicationdsmpletion timeor com- the same marking as the BGs, when all-to-all personalized

munication timeln general, the completion time includes exchange operation is completed successfully. Before start-
startup time, message-transmission time, propagatioring transmission, the BGs are stored in a 2D array and they
delay, and data-rearrangement time between communicaare arranged by considering the following steps (to be
tion steps/phases. Performance parameters include the stadescribed in Section 3.3). In step 1 of phase 1, each node
tup time per message), message-transmission time per transmits the BGs in the second and third columns while
flit (t,), per-hop propagation delay)(and data-rearrange- receiving the same number of blocks along a row as illus-
ment time per byte( ). Thus, completion tinT@ for one trated i_n Figure 1(d). The data arrays after step 1 are illus-
communication step can be expresse@=ag.+mt +ht, if trated in Figure 1(e). In step 2 of phase 1, each node

one message block is transmitted to the destinationtover trarr:]semr:tsnige Bofség the t:IIr:q coleuTr; wh'&lﬁerecteelvng tBhCe;
hops in a contention-free manner using wormhole switch-.sn"jl%1 hunodir are thg (e?ede tl_gtérd fo( ))(.)de ' S't pSM fj
ing. It does not include the data-rearrangement time' ¢ r S stn r nodes in s an

between steps. SMs in the same column as shown in Figure 1(f). Now,

. . . . phase 2 starts and each node changes dimensions and
In this paper, the logical data structure in each node is E{)ransmits BGs along a column. In step 1 of phase 2 (step 2
2D (in Section 3) omD array (in Section 4). We also 9 ' P P P

. . . of phase 2), each node transmits the BGs in the second and
assume that if physically non-contiguous blocks are trans-

. . third rows (third row) while receiving the same number of
mitted from this array, a message-rearrangement step mu R .
X o Gs along a column as shown in Figure 1(f) (Figure 1 (g)).
be taken place prior to transmission.

After step 2 of phase 2, all BGs gathered in each node have
3. Algorithm for 2D Tori the same marking (see Figure 1(h)), which indicates that
all-to-all personalized exchange among nodes in group 00

For anrx Cc torus, where and are multiples of four is achieved successfully.

andRs C , each node is identified by a label, c) , where In phases 1 and 2, nodes in the same group performs all-
0<r<R-1 andosc<C-1 . Each node is included in one to-all personalized exchange operation among them, just as
of 16 node groups according to the following rule: described above. However, since nodes in 16 distinct

groups perform the operations in parallel, we should
schedule links to avoid channel contention. If we consider

For example, in a2x 12 torus shown in Figure 1(b), nine & row (or column), each node in the row (or column) is

nodes of identical marking are included in the same groupincluded in one of four node groups. Since nodes in four
groups cannot transmit message blocks along two direc-

subtorus. Figure 1(a)tions in the row (or column) in parallel without channel
illustrates thesx 3 subtorus formed by group 00 to which contention, two node groups should be assigned to two
nine nodes, P(0,0), P(0,4), P(0,8), P(4,0), P(4,4), P(4,8)directions in the other dimension for contention-free trans-
P(8,0), P(8,4), and P(8,8) belong. In addition, if we divide missions. Since there are four directions, positive ra (
an Rx C torus into4x4 contiguous submeshes (SMs), negative row (), positive column+c), and negative col-
each node in a SM is included in one of 16 distinct groups.umn ¢c), four node groups share distinct directions
according to the result ¢f+c) mod 4 operation (see Fig-
ure 1(b)). In phase 2, each node changes dimensions then
The proposed 2D algorithm consists of four phases. Inperforms transmission along the new dimension.
phases 1 and 2, messages are exchanged, performing all- After phase 2, each node in a SM has blocks originated
to-all personalized exchange, among nodes in the sam&om nodes in the same node group and destined for the 16
group. For an illustrative purpose, we consider all-to-all nodes in the same SM to which the node belongs. In the
personalized exchange in1ax 12  torus. Figure 1(c) is anext two phases (phases 3 and 4), message transmissions
simplified representation of Figure 1(a), where only SMs are performed among nodes in distinct groups and in the
and nodes in group 00 are shown. Each node has 144ame SM. Each SM can be divided into fau2 sub-

IF rmod 4 =iand ¢ mod 4 =j, P(r,c) is included in group i.

The nodes in a group form %u%

3.1 An Overview
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Figure 1. Node groups, a 3x3 subtorus formed by a node group, and all-to-all personalized exchange operation
among nodes in a subtorus.

meshes. In eachx2 submesh, there are four nodes ifF (r+c) mod 4 =2, P(r,c) —» P(r, (c-4) mod C). 3
upper left, upper right, lower left, and lower right. In the IF (r+c) mod 4 =3, P(r.c) ~ P((r-4) mod R, c). 4)
two steps of phase 3, four nodes in the same position ifppase 1 require%—1 steps. Throughout tl'gese steps

2x 2 submeshes exchange blocks (see Figures 1(i) and (j),]c h 1 h nod _ block fived
where only one SM is shown). In each step, each node' Phase 1, each node transmits message blocks to a fixe

transmits blocks destined for the destination node itself asdestlnanon node along the direction selected by the node.

well as blocks destined for the other three nodes in theSince the size of a subtorus?&% , there are at r%ost
2x 2 submesh to which the destination node belongs. After . .
nodes in a row or column (note thatc ). Consider

phase 3, each node in2a2 submesh has blocks origi:
nated from nodes in distinct four groups and destined forbIOCkS of a node (e.g., node A) to be scattered to all nodes.

nodes in the samex2  submesh to which the nodeIn step 1, node A transmits all of its blocks except those to

belongs. In the two steps of phase 4, four nodes in eac}?e transmitted by itself in phaseslz, 3 and 4, to the next
node (e.g., node B) along the direction selected by the
2x2 submesh exchange blocks to complete all-to-all per-

. : nodes. In step 2, node B extracts blocks to be transmitted
sonalized exchange (see Figures 1(k) and (I)). The follow-, " . : -
) : . : : ; by itself in phases 2, 3, and 4, then transmits the remaining
ing subsections describe the algorithm in detail.

blocks to the next node (e.g., node C) along the direction
3.2 Communication Pattern selected by the nodes. This procedure repeats and in the
last step in phase 1, the last node (e.g., node L) along the
direction receives only the blocks to be transmitted by the

) node in phases 2, 3, and 4. In the same manner, the other
Phase 1: . .
IF (r+c) mod 4 =0, P(1,c) - P(r, (c+4) mod C). @ nodes also scatter their blocks to all nodes in the same
IF (r+c) mod 4 =1, P(r,c) — P((r+4) mod R, c). ) node group and in the same column or ronr#fc  , then

In phase 1, the following operations are performed:



each node that satisfies the above conditions (2) and (43.3 Data Array

finish the operations in phase 1§r+1 steps, and idle or In this subsection, the contents of transmitted blocks
] A and the array structure in each communication step are
send empty messages during the remaugﬂﬁ@ steps.  described in detail.
In phase 2, all nodes change dimensions then transmit |njtially, P(r,c) has Rc distinct blocks to distribute to
message blocks along the new dimension. In phase 2, thgther nodes in two dimensional arr&{u,v], where

following operations are performed: O<us<R-1 and 0sv<C-1 if (r+c)modd =0or 2 (i.e.,
Phase 2: nodes that transmit blocks along a row and a column in
IF (r+c) mod 4 =0, P(r,c) - P((r+4) mod R, c). (5) phases 1 and 2, respectively), @rsuscCc-1 and
IF (r+c) mod 4 =1, P(r.c) — P(r, (c+4) mod C). ®) 0<v<R-1 if (r+c)mods = 1 or 3 (i.e., nodes that trans-

IF (r+c) mod 4 =2, P(r,c) - P((r-4) mod R, c). () . .

IF (r+c) mod 4 =3, P(r.c) - P(r, (c-4) mod C). ®) mit blocks along a column and a row in phases 1 and 2,

) .. respectively). We assume that the array is ordered in col-
Phase 2 also requw%-l steps and the communicatioy mn major, and if blocks to be transmitted are not contigu-
pattern is the same as that in phase 1. Each node in a row ous, then they should be rearranged before transmission.
column of phase 1 (e.g., each node A, B, C,..., L) transmitsThe initial data structure of a node is dependent upon the
blocks along a column or row in its new dimension in par- communication pattern in phases 1 and 2. A block destined
allel. In each step, each node extracts blocks for itself andor the node that is hops away from the node along the
blocks to be transmitted by itself in phases 3 and 4, therdirection that the node takes in phase 1 is locat&u0].
transmits the remaining blocks to the next destinationIn B[u,v], a block destined for the node thatisops away

node. Thus. afte€—1 steps of phase 2, each node hagrom the node irB[u,0] along the direction the node takes
T 4 _ ’ ~In phase 2 is located.
blocks originated from nodes in the same group, destined

for itself and to be transmitted by the node in phases 3 and N Stepi, 1<i< %‘1’ of phase 1, each node transmits
4. As in phase 1, iRz Cc then each node that satisfies theblocks in columnsti  througb-1  to its destination node,
above conditions (2) and (4) finish the operations in phasevhile receiving the same number of blocks: In step 1, each
gode transmits all blocks except those to be transmitted by
itself in phases 2, 3, and 4 (i.e., blocks in the first four col-
remainingC;R steps. umns). Among the blocks received in step 1, each node
4 extracts the blocks to be transmitted by itself in following
Now, the network can be divided in%g 4x4  sub- phases (i.e., blocks in the 5th through 8th columns), then
meshes. All nodes in ax4  submesh are included in disitransmits the remaining blocks to its destination node in

tinct node groups and have blocks originated from nodes irStep 2. This procedure repeats until the last step of phase 1.

their respective groups. In the next two phases all-to-all  |n stepj, 1Sjg9_17 of phase 2, each node transmits
personalized exchange operation is performed amon 4

nodes within each submesh. In phase 3, the following ope

lin %-1 steps and idle or send empty messages during th

Eolocks in rows4j througlt -1 to its destination node in

ations are performed: phase 2, while receiving the same number of blocks from
its source node in phase 2: In step 1, each node transmits
Step 1 of Phase 3: all blocks except those will be transmitted by itself in

IF (r+c) mod 4 =even AND ¢ mod4=0 or 1, P(r,c) - P(r, c+2).

IF (+¢) mod 4 =even AND ¢ mod4=2 or 3, P(rc) - P(r c-2). phases 3 and 4 (|.e._, blocks in the first four rows). Among
IF (r+c) mod 4 =odd AND r mod4=0 or 1, P(r,c) — P(r+2, c). the blocks received in step 1, each node extracts the blocks
IF (r+c) mod 4 =odd AND r mod4=2 or 3, P(r,c) - P(r-2, c). to be transmitted by itself in phases 3 and 4 (i.e., blocks in
Step 2 of Phase 3: i ini

IF (r+c) mod 4 <even AND r modd=0 or 1, P(r.c) - P(2, ). the 5th through Sth _rows) theq transmits th_e remaining
IF (r+c) mod 4 =even AND r mod4=2 or 3, P(r.c) - P(-2, c). blocks to its destination node in step 2. This procedure
IF (r+c) mod 4 =odd AND ¢ mod4=0 or 1, P(r,c) - P(r, c+2). repeats until the last step of phase 2.

IF (r+c) mod 4 =odd AND c mod4=2 or 3, P(r.c) - P(r, c-2). After phase 2, each node in4x4  submesh fas

In phase 4, the network is further divided into2 sub- blocks originated from all nodes in the same gro§-§ (

meshes and two steps are required as follows: nodes) destined for nodes in the 4 submesh to which

Step 1 of Phase 4: the node belongs. But blocks destined for each node in the
IF ¢ mod 2=0, P(r,c) - P(r, c+1). 4x 4 submesh are distributed. Thus, before phase 3, the
'S':t;p'go(‘)jfﬁisz(z,c) = P(nc-1) blocks are rearranged: If we dividesa4  submesh into
IF r mod 2=0, P(r,c) — P(r+1, c). 2x2 submeshes, there are fomk 2 submeshes - one

IF r mod 2=1, P(r,c) — P(r-1, c). includes a node P (e.g., SO), another includes the partner



node in stepl of phase 3 (e.g., S1), another includes thévely. Thus, the total number of hops is-2 and the
partner node in step 2 of phase 3 (e.g., S2), and the oth@nessage propagation cost is expressexj@si)t,
submesh (e.g., S3). Blocks destined for SO, S1, S3, and S2
(e.g., BO, B1, B3, and B2, respectively) are arranged in tha#. Algorithm for n-Dimensional Tori
order in data array of node P. In step 1 of phase 3, node P i i i
sends blocks destined for S1 and S3 (i.e., B1 and B3) while . 1 € algorithm for 2D tori can be extendedntdimen-
receiving the same number of blocks, BO and B2, from thesmnal tori in a stra|ghtforward manner. Before describing
partner node in stepl of phase 3. Now, blocks in node P'4n€ generah-dimensional algorithm, it may be helpful to
data array are B0, BO, B2, and B2, in that order. In the nex{'St describe a 3D algorithm.
step, node P sends B2's while receiving BO's. 4.1  Algorithm for 3D Tori

After phase 3, each node in2x2 submesh mas For ana. xa.xa. 3D torus. where. a. a.  are a multi-
blocks originated from all nodes in four node groups des- 1772773 ’ &1 2, s ,
tined for four nodes in the submesh to which the nodeP!® Of four anda,za,za; , each node is labeled with
belongs, and the blocks are distributed. Thus, before phas8(% Y. 2, Whereosx<a-1 ,0sY<a-1 , and<Z=<a;1
4, the blocks are rearranged: blocks destined for the nod&ach node is included in one of 64 node groups according
itself (e.g., NO), partner node in step 1 of phase 4 (e.g.!o the following rule:
N1), partner node in step 2 of phase 4 (e.g., N2), and th?FXmodzI
other node (e.g., N3). Blocks destined for NO, N1, N3, and
N2 are arranged in that order in data array of node NO, an&Communication Pattern:
the block transmissions in phase 4 are performed in therhe proposed algorithm requires five phases. In phase 1,
same manner as those in phase 3. Now, after phase 4, evefiye following operations are performed:

node hakc blocks, one block from every node in the net-
work Phase 1:
' IF (X+Y) mod 4 =0 and Z mod 4=0 or 2, P(X,Y,Z) —» P((X+4) mod a,,Y,Z).

H P IF (X+Y) mod 4 =1 and Z mod 4=0 or 2, P(X,Y,Z) —» P(X,(Y+4) mod a,,Z).

3.4 CompleXIty AnaIySIS IF (X+Y) mod 4 =2 and Z mod 4=0 or 2, P(X,Y,Z) — P((X-4) mod a,,Y,Z).

In this subsection, we analyze the time costs required by; ;X“’)d fzog 4PE';’ $nzﬁ; z msg( 452720; )2 P(ZYY,)Z) - P(X,(Y-4) mod a, 7).
. . mod 4=1, Y,Z) - ,Y,(Z+4) mod ag).

the pro_po_sed algorithm in terms of startup cost, message;. . 423 PXY.2) -~ P(X.Y.(2-4) mod ag).

transmission cost, data-rearrangement cost, and message

propagation cost. The communication pattern of phase 1 in a 2D topas$-(

c tern A is performed in even numbered X-Y planes, while
(2) Startup costFor anrxc 2D torusz -1 steps per inter-plane  communicationspdttern Q are performed
phase are required in phases 1 and 2, and two steps pamong nodes in odd numbered planes (see Figure 2(a)).

=i, Y mod4=j, and Z mod4=k, P(X,Y,Z) is included in group fk.

phase are required in phases 3 and 4. Thus, a to%al of There aree%—l steps in phase 1.

steps are required. In phase 2, the following operations are performed:

(b) Message-transmission cobt stepp of phase 1, where Phase 2:

1<p<S_1, R(C-4p) blocks (sincer< C ) are transmitted. F (X*Y) mod 4 =0, P(X,Y.Z) — P(X,(Y+4) mod &, 2).
4 IF (X+Y) mod 4 =1, P(X,Y,Z) — P((X+4) mod a,,Y,Z).
IF (X+Y) mod 4 =2, P(X,Y,Z) — P(X,(Y-4) mod ay,Z).
IF (X+Y) mod 4 =3, P(X,Y,Z) — P((X-4) mod a,,Y,Z).
are transmitted. In phases 3 and 4, there are four steps and .
In phase 2, every node in each X-Y plane follows the com-

munication pattern of phase 2 in a 2D tonpatiern B as

In stepq of phase 2, Wheu&qs%—l R(C-4q) blocks

RTC blocks are transmitted in each step. Thus, the total

number of transmitted blocks %Q(C +4) . shown in Figure 2(b). There are a%el steps in phase 2.

(c) Data-rearrangement castit the end of each phase In phase 3, the following operations are performed:
blocks are rearranged to prepare for the next phase. Since

Phase 3:
there are four phases, three data-rearrangement steps &fx:y)mod 4 =0and Z mod 4=1 or 3, P(X.YZ

( ) — P((X+4) mod a,,Y.2).
required. Thus, the total data-rearrangement cost iSF (x+Y)mod4=1and Zmod 4=1 or 3, P(X,Y,Z) - P(X,(Y+4) mod ay,Z).
3(RC)mp . IF (X+Y) mod 4 =2and Z mod 4=1 or 3, P(X,Y,Z) - P((X-4) mod a,,Y,Z).

IF (X+Y) mod 4 =3and Z mod 4=1 or 3, P(X,Y,Z) - P(X,(Y-4) mod ay,Z).

(d) Message propagation cost phases 1 and 2, there are IF Z mod 4=0, then P(X.Y,2) — P(X.Y, (Z+4) mod ag).
%—2 steps. In each step, the number of hops to the destindE Zmod 4=2, then P(X,Y.Z) — P(X.Y, (Z-4) mod ag).

tion is four. In each of two steps in phases 3 and 4, then phase 3, nodes in even numbered planes fqilatiern
number of hops to the destination is two and one, respecC while nodes in the other planes follguattern Aas



shown in Figure 2(c)n phase 3, there too a%é—l steps.

After phase 3, the network is divided i&éé‘g_a?’ 4xaxa

three steps. In each step, every node exchanges messages
along X-, Y-, and Z-dimension, respectively (see Figures
2(9)-(i), where only onex2x2 submesh is shown). That
is, the following operations are performed in each step of

submeshes. Now, phase 4 initiates and has three steps. Thease 5:

following operations are performed in each step of phase
submesh is

(see Figures 2(d)-(f), where only one 4x 4
shown):

Step 1 of Phase 4:

IF (X+Y) mod 2=0, Y mod 4=0 or 1, and Z mod 2=0, P(X,Y,Z) — P(X+2,Y,Z).
IF (X+Y) mod 2=0, Y mod 4=2 or 3, and Z mod 2=0, P(X,Y,Z) - P(X-2,Y,2).
IF (X+Y) mod 2=1, X mod 4=0 or 1, and Z mod 2=0, P(X,Y,Z) - P(X,Y+2,2).
IF (X+Y) mod 2=1, X mod 4=2 or 3, and Z mod 2=0, P(X,Y,Z) —» P(X,Y-2,Z).

IF Zmod 4=1, P(X,Y,Z) —» P(X,Y,Z+2).

IF Zmod 4=3, P(X,Y,Z) — P(X,Y.Z-2).

Step 2 of Phase 4:

IF (X+Y) mod 2=0 and X mod 4=0 or 1, P(X,Y,Z) - P(X,Y+2,2).
IF (X+Y) mod 2=0 and X mod 4=2 or 3, P(X,Y,Z) - P(X,Y-2,Z).

IF (X+Y) mod 2=1 and Y mod 4=0 or 1, P(X,Y,Z) - P(X+2,Y,2).
IF (X+Y) mod 2=1 and Y mod 4=2 or 3, P(X,Y,Z) - P(X-2,Y,Z).

Step 3 of Phase 4:

IF (X+Y) mod 2=0, Y mod 4=0 or 1, and Z mod 2=1, P(X,Y,Z) —» P(X+2,Y,Z).
IF (X+Y) mod 2=0, Y mod 4=2 or 3, and Z mod 2=1, P(X,Y,Z) - P(X-2,Y,Z).

IF (X+Y) mod 2=1, X mod 4=0 or 1, and Z mod 2=1, P(X,Y,Z) - P(X,Y+2,2).
IF (X+Y) mod 2=1, X mod 4=2 or 3, and Z mod 2=1, P(X,Y,Z) - P(X,Y-2,Z).

IF Zmod 4=0, P(X,Y,Z) —» P(X,Y,Z+2).

IF Zmod 4=2, P(X,Y,Z) —» P(X,Y.Z-2).

After phase 4, the network is further divided iRt

Step 1 of Phase 5:

IF X mod 2=0, P(X,Y,Z) — P(X+1,Y,2).
IF X mod 2=1, P(X,Y,Z) - P(X-1,Y,2).
Step 2 of Phase 5:

IF Y mod 2=0, P(X,Y,Z) — P(X,Y+1,Z).
IF Y mod 2=1, P(X,Y,Z) - P(X,Y-1,2).
Step 3 of Phase 5:

IF Z mod 2=0, P(X,Y,Z) - P(X,Y,Z+1).
IF Z mod 2=1, P(X,Y,Z) - P(X,Y,Z-1).
Data Array:

Now, consider the data array of each node. Initially each
node hasaja,a, distinct blocks in a three dimensional
array Blu,v,w], where 0su<a -1, Osv<a,-1, and
0s<wsag-1. Since the data array structure in 3D tori is
very similar to that in 2D tori and can be extended in a
straightforward manner, we just examine the communica-
tion requirements in node P(0,0,0). In step 1 of phase 1,
P(0,0,0) sends to P(4,0,0) block§4..a;-1,*,*], while
receiving the same number of blocks from node;-P(a

4,0,0). The notatiorB[4..a;-1,*,*] identifies all blocks

2x2x2 submeshes. Now, phase 5 is initiated and there arérom B[4,0,0] to B[a;-1,a;-1,a3-1]. In the next step,
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Figure 2. Communication pattern in a 12x12x12 torus.

P(0,0,0) transmits block8[8..a;-1,*,*] to P(4,0,0). In
general, in step, of phaseﬂs,slsazl—l , P(0,0,0) trans-
mits blocks B[4s;..a;-1,*,*]. In step s, of phase 2,
1sszs%2—1, P(0,0,0) transmits blockB[*, 4s,..a5-1,*]

to P(0,4,0). In step, of phase Bgsss%—l , P(0,0,0)

transmits block®[*,*, 4s3..a3-1] to P(0,0,4). The blocks

transmitted by node P(0,0,0) in each step of phases 1, 2,
and 3 in a12x 12x12 torus are shown in Figure 3. After

vlvx
Y
Z,

(a) Phase 1 step 1 (c) Phase 2stepl (e) Phase 3 step 1

(b) Phase 1 step 2 (d) Phase 2step2  (f) Phase 3 step 2
[ == blocks transmitted |

Figure 3. Blocks transmitted in each step in phases 1,
2, and 3 for a 12x12x12 torus.




phase 3, blocks originated from nodes in the same grou;‘)jIre
destined for nodes in thex4x4 submesh in which
P(0,0,0) is included are gathered in P(0,0,0). Thus, in six Lo the destination is four. In phasesl andn+2, n steps

steps in phases 4 and 5, the blocks destined for the othé}'® reduired in each phase and the number of hops to the
nodes in thetx 4x4 submesh are transmitted. destination is two and one, respectively. Thus, message

propagation cost is expressecngs - 1)t,

-1 steps per phase. In each step, the number of hops

4.2 Extension ton-Dimensional Tori

Now, we describe a generaldimensional algorithm. 5. Performance Evaluation

Since the extension famr-dimensional tori can be made Thus far, we analyzed the time cost required by the pro-
similarly to the 2D-3D extension, we describe the  posed algorithm in terms of startup cost, message-trans-
dimensional algorithm briefly in this subsection. mission cost, data-rearrangement cost, and message

For ana, x...xa, n-dimensional tori, where,, ..., a, propagation cost. In this section, the performance of the
are a multiple of four and,> ... >a, , there are2 phases.  proposed algorithms are evaluated and compared with that
In the firstn phases, messages are transmitted amongpf existing algorithms.

. . a a
nodes in the same group which form %Tk xZ” sub- Network Y— o xa torus
torus. To avoid channel contention, the dimensions in
which messages are transmitted are distributed in each Startup Cost %:+2BS n%+1gs
phase. In general, fordimensional tori, nodes in the even
numbered unit along the dimensiofollow the communi- Message Trans. Cost %:(C+4)mtc g(al+4)(a1a2...an)mtc
cation patterns ofnfl)-dimensional networks during the
first n-1 phases and then perform the communicationg>22-Rearangement Cos§ 3(RCmp | (n+1)(a;ay...a,)mp
along the last dimension (i.e., dimensionin phasen, Propagation Cost 2(C-1y n(a, -1y

while the other nodes perform the communications alongTab|e 1: Performance summary of the proposed
the dimensiom in phase 1 and then follow the communi- g|gorithms.

cations of §-1)-dimensional networks during the remain-
ing n-1 phases. In phasasl andn+2, message exchanges
are performed among nodesdrx .. x4  ang..x2 n-
dimensional submeshes, respectively.

The time complexities of the proposed algorithms are
summarized in Table 1. We are not aware of any existing
message-combining algorithms ferdimensional tori,
where the number of nodes in each dimension is not
4.3 Complexity Analysis power-of-two. For 2D tori, Tseng et al. [13] proposed an
algorithm using message combining. In the algorithm, the
or| are assumed to be power-of-two square networks. If
we apply the proposed 2D algorithm to power-of-two
) square tori, the startup time and message-transmission time
a,>...2a,, there aren+2 phases. In the first phases,  gre equivalent to those in [13] (see Table 2). But, the pro-

In this subsection, we analyze the time cost required by,
the proposed algorithm.
(a) Startup costFor ana, x... xa, n-dimensional torus,

%1_1 steps per phase are required. In phasdsandn+2, posed algoritlhm is advantageous with respect t_o data-rear-

rangement time and message propagation time. In the
n steps are required in each phase. Thus, atot%b# 15 proposed 2D algorithm, data rearrangement is required
steps is required. between phases to prepare for the next phase 2frx &

torus, there are four phases in the proposed algorithm, thus
only three rearrangement steps are required, regardless of
each of the firsn phases,(a;-4¥)(a,...a,) blocks are the network size. However, in the algorithm [13], data rear-
transmitted (sincey, 2a,>...2a, ). In each step of phasesrangement is required between steps rather than phases (in
our physical model of data array: if non-contiguous blocks
are transmitted, the blocks should be rearranged or cop-

total number of transmitted blocksga, + 4)(a;...a) - ied). Thus, the algorithm [13] required~*+1  data-rear-

(c) Data-rearrangement castt the end of each phase rangement steps. With respect to the total propagation
blocks are rearranged to prepare for the next phase. Sinceelay, the proposed algorithm requires four hops (in phases
there aren+2 phasesp+1 data-rearrangement steps are 1 and 2), two hops (in phase 3), and one hop (in phase 4)
required. Thus, the total data-rearrangement cost igper step, regardless of the network size. Thus, this algo-

(n+1)(a,8,...a,)mp . rithm which exhibits time complexity ob(2") compares
(d) Message propagation cosh the firstn phases, there favorably to the algorithm [13] which exhibits time com-

. . a .
(b) Message-transmission co$t steps ,1<s< 21—1 , in

n+1 andn+2, %(alaz...an) blocks are transmitted. Thus, the



Network [13] [0 Proposed
Startup Cost 24 t+ 2)t (3d-3)t 241+ 2)tg
Message-Transmission Cost (2*7%+ 2%%m, (9 4+ (d?—5d +3)2%°Y mt, (229724 2% mt,
Data-Rearrangement Cost 4+ 1)2%mp (92* %+ (d?—5d + )22 Yy mp (3)2%%mp
Z d
Propagation Cost %(22d_1+ 10)t, (132 2-3d-3)t, (2 t-2)
Table 2: Comparison of completion time in two algorithms fora2 ~ 9x29 torus.

plexity of 0(2%% due to propagation time. Thus, overall the ~ When applied to power-of-two square tori, the proposed

proposed algorithm exhibits better performance than thedlgorithms exhibit_ better performance than the algorithm
existing algorithm [13] for power-of-two and square tori, [13], but the algorithm [9] shows much lower startup costs

even though the proposed algorithm is targeted at the netihan that of the proposed algorithm although the proposed
works whose size of each dimension need not be power_ofalgorlthms are favorable in other parameters. Thus, it may

two and square. In [9], Suh and Yalamanchili proposed arPe interesting tp study the compar_ative performance of the
algorithm using message combining for power-of-two tori. Proposed algorithms and the algorithm [9].

For a2’ x2° torus, message startup cosk(ig for the algo-

rithm [9] while it iso(2%) for the proposed algorithm. The 1] S. H. Bokhari and H. B “Complete Exch
S , : . H. Bokhari and H. Berryman, “Complete Exchange on a
message-transmission cost of the proposed algorithm id Circuit Switched Mesh,Scalable High Performance Comput-

0(2*% as the algorithm [9] but lower than that of the algo- ) ggﬁogfifhenqﬁp&- ﬁQOh-306, C1992.I e Exch 5

- ; ; . H. Bokhari, “Multiphase Complete Exchange on Paragon,
rithm [9]. The time complexity due to data rearrangement SP2, and CS-2JEEE Parallel & Distributed Technologyp.

for the algorithm [9] iso(2*®) , while that of the proposed __ 45-59, Fall 1996. _

. ) 2 ) . 3] W. J. Dally, “Performance Analysis &fary n-cube Intercon-
algorithm iso(2°") . With respect to the total propagation = " nection Networks,IEEE Trans. on Computevol. 39, no. 6,
time, the proposed algorithm exhibits time complexity of __Pp- 775-785, June 1992. _ ) ,

d . . 4] P. K. McKinley and Y.-J. Tsai and D. Robinson, “Collective
0(2") as the algorithm [9], but a little lower than that of the =~ Communication in Wormhole-routed Massively Parallel

algorithm [9]. Thus, the proposed algorithm is advanta- _ Computers,” IEEE Computer, pp. 39-50, December 1995.

. . [5] L. M. Ni and P. K. McKinley, “A Survey of Wormhole Rout-
geous over the algorithm [9] in all parameters except the ing Techniques in Direct NetworkdEEE Computervol. 26,

startup cost. pp. 62-76, February 1993.

[6] D. K. Panda, “Issues in Designing Efficient and Practical
Algorithms for Collective Communication on Wormhole-
Routed Systems,” Technical Report TR-25, Dept. of Com-
puter and Information Science, Ohio State University.
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