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Abstract

This paper examines the use of adaptable priority mark-
ing for providing soft bandwidth guarantees to individual
connections or connection groups over the Internet. In con-
trast to other proposals for service differentiation which fo-
cus on providing firm performance guarantees, the proposed
scheme does not require resource reservation for individual
connections and can be supported with minimal changes to
the network infrastructure. It uses modest support from the
network in the form of priority handling for appropriately
marked packets and relies on intelligent transmission con-
trol mechanisms at the edges of the network to achieve the
desired throughput levels. The paper describes the control
mechanisms and evaluates their behavior in various network
environments. These mechanisms are shown to have several
salient features which make them suitable for deployment in
an evolving Internet.

1 Introduction

The current Internet offers best-effort service to all traf-
fic. In an attempt to enrich this service model, the Internet
Engineering Task Force (IETF) is considering a number of
architectural extensions that permit the allocation of differ-
ent levels of service to different users. One of the outcomes
of this effort is an architecture that provides service discrim-
ination by explicit allocation and scheduling of resources in
the network. This model, based on the Resource Reservation
Setup Protocol (RSVP) [3, 22] and its associated suite of ser-
vice classes [20, 21], is the Internet incarnation of the tradi-
tional “circuit-based” quality of service architecture. While
this service architecture provides a solid foundation for pro-

viding different classes of service in the Internet, it mandates
significant changes to the Internet infrastructure. Because
of this, a more evolutionary approach to provide service dif-
ferentiation in the Internet using the type-of-service (ToS)
bits in the IP header [1, 7, 8, 18, 19] has recently gained a
lot of momentum. The crux of these proposals [4, 10, 12]
is to define a simple set of mechanisms for handling packets
with different priorities reflected in the ToS bits in the packet
header. The interior routers use these mechanisms to provide
a very basic ToS architecture, pushing most of the complex-
ity to the edges of the network.

A ToS architecture does away with the problem of main-
taining and managing flow states in the core of the network.
However, in order to provide firm service assurances, one
still needs to provision the network to handle the offered
load. One way to keep the offered load from exceeding the
provisioned capacity is to assign traffic profiles to users and
networks and then monitor and enforce them [4, 6, 10, 17]
at the user-network and network-network interfaces. Such
approaches that provide firm guarantees on performance re-
quire end-to-end signaling in order to communicate the traf-
fic profiles throughout the network. They also require polic-
ing and shaping to enforce the traffic profiles at the network
boundaries. We propose an alternative approach to service
discrimination that provides soft bandwidth guarantees, but
eliminates the need for end-to-end signaling and enforcement
of traffic profiles.

We consider a network service model that is a modest
enhancement to the best-effort service provided by today’s
Internet. More specifically, we assume that the network
supports a one-bit priority scheme with lower loss rates for
higher priority traffic. Similar service models have been pro-
posed in a number of recent articles presented in theIETF

and other forums [12]. As in other ToS architectures, in our
model (Figure 1), traffic is monitored at both user-network
and network-network interfaces. However, instead of strictly
allocating and enforcing traffic profiles on an end-to-end ba-
sis, we use a more flexible model that relies on adaptive traf-
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Figure 1. Packet Marking Scenarios

fic control at the host and at the edges of the network. In our
model, the user or network administrator specifies a desired
minimum service rate for a connection or connection group
and communicates this to a control engine located at or near
the host-network interface. The objective of the control en-
gine, which we call a packet marking engine (PME), is to
monitor and sustain the requested level of service by setting
the ToS bits in the packet headers appropriately. By default,
all packets are generated as low priority packets. If the ob-
served service rate at the low priority level either meets or
exceeds the requested service rate, thePME assumes the role
of a passive monitor. If however, the observed throughput
falls below the minimum target rate, thePME starts priori-
tizing packets until the desired target rate is reached. Once
the target is reached, it strives to reduce the number of pri-
ority packets without falling below the minimum requested
rate. In our architecture, traffic needs to be monitored and
marked only at the host-network interface. However, the end-
host and network edge mechanisms described in this paper
are intelligent enough to adapt appropriately in network en-
vironments where packets are re-marked and/or dropped at
the network-network interfaces for the purpose of enforcing
bi-lateral service level agreements between providers.

As with any type of differential service mechanism, we
assume that the network provides incentives that would pre-
vent users from continually requesting the highest level of
service. Usage-based pricing is an example of one such in-
centive mechanism. Many Internet service providers, such
as UUNet, PSINet, MCI, already provide services wherein
users are charged based on link utilization measured over
fixed time intervals. It is rather simple to extend this pric-
ing model to levy higher prices for the high priority traffic.
Such a pricing mechanism would encourage judicious use of
priority service based on application requirements and usage
policies. While pricing is not the focus of this study, we note
that one of the key advantages of the proposed architecture is
that it can provide simple mechanisms for calculating near-
optimal prices based on congestion costs [15].

In the following sections, we demonstrate the efficacy and
the robustness of the proposed framework. Using extensive

simulations, we show that the proposed architecture adapts
with the traffic dynamics in the Internet to eliminate the risk
of congestion collapse. When used in conjunction with intel-
ligent queue management, it can also identify and penalize
non-adaptive and/or malicious flows and hence provides suf-
ficient incentives for applications to be well-behaved. We
also address the issue of incremental deployment and dis-
cuss how the proposed architecture can be embedded in more
elaborate service differentiation frameworks [5, 11].

The rest of the paper is organized as follows. Section 2
provides the background for the discussion that follows. Sec-
tions 3 and 4 examine different approaches to adaptive packet
marking. Section 5 addresses the pragmatics of deploying
the proposed scheme in the Internet. We conclude in sec-
tion 6.

2 Type-of-Service Architecture

In this section, we present a brief overview of our service
architecture. As mentioned earlier, our objective is to de-
velop a differentiated services framework without using end-
to-end signaling and without enforcing explicit profiles on
individual traffic flows at the network boundaries. Towards
this end, we assume a network infrastructure that supports
two traffic types: priority and best-effort. We assume that
the traffic types are carried in the ToS bits in the IP header
and that by default, all packets are initially sent with their
ToS bits cleared (best-effort). For reasons of simplicity, these
packets are referred to as unmarked packets. Consequently,
we refer to the priority traffic as marked traffic. While there
is no guaranteed service level associated with the priority
class, it is assumed that the higher priority generally trans-
lates into a better quality of service. In line with the Internet
design philosophy, in our service architecture, most of the
intelligence is at the edges of the network. The routers and
gateways provide only modest functionality to support ser-
vice discrimination, namely appropriate handling of multi-
priority traffic.

There are a number of alternative approaches to providing
priority services in the network. One obvious technique is
to maintain separate queues for each class and serving them
according to their scheduling priority. Another approach is
to use a commonFIFO queue for all traffic and provide ser-
vice differentiation by applying different drop preferences to
marked and unmarked packets. A commonFIFO queue not
only simplifies the scheduling functionality at the router, it
also helps maintain packet ordering. Although maintaining
packet ordering is not a requirement at the IP layer, failure
to do so may have serious performance impacts on transport
protocols such asTCP. We take the latter approach and use
an enhanced version of theRED (Random Early Detection)
algorithm for providing service differentiation between pri-
ority levels. In classicalRED routers, a singleFIFO queue
is maintained for all packets. Packets are dropped randomly
with a given probability when the queue length exceeds a
certain threshold. The drop probability itself depends on the



Every acknowledgement:
pwnd = mprob * (obw * rtt)
if (obw < tbw)

pwnd = pwnd + 1/cwnd
else

pwnd = pwnd - 1/cwnd
mprob = pwnd / (obw * rtt)

Figure 2. Adaptive marking algorithm.

queue length and the time elapsed since the last packet was
dropped. Enhanced Random Early Detection (ERED) is a mi-
nor modification to the originalRED algorithm. InERED, the
drop probabilities of marked packets are lower than that of
unmarked packets.

Given this service model, our goal is to develop packet
marking schemes which can be deployed at the host-network
interface that will allow an individual connection or a con-
nection group to achieve a target throughput specified by the
user or network administrator. For example, a user may re-
quest a specific target rate for a particular connection or an
aggregate rate for a group of connections. The objective of
the packet marking scheme is to monitor the throughput re-
ceived by the connection or connection group and appropri-
ately adjust the packet marking so that the sustained rate is
maintained satisfying all the policy constraints. Due the par-
ticular nature of the service model, at times it may not be
possible to sustain the requested target rate due to over com-
mitment of resources. Such lapses may also be caused by
partial deployment of IP type-of-service or oversubscription.
A significant part of our effort goes into detecting such cases
and taking appropriate actions whenever required.

We consider marking mechanisms of two different fla-
vors: (1) where the marking engine is transparent and poten-
tially external to the host, and (2) where the marking engine
is integrated with the host. In either case, the packet marking
engine (PME) maintains a local state that includes the target
throughput requested for a connection or a group of connec-
tions. It passively monitors the throughput or the aggregate
throughput for a connection or a connection group and ad-
justs packet marking in order to achieve the target through-
put requested by the user. Placing thePME external to the
host has significant deployment benefits since it can be in-
tegrated into the infrastructure without affecting the hosts
and routers. On the other hand, integrating thePME with the
host protocol engine can provide a solution that adapts better
with the flow and congestion control mechanisms used at the
transport layer. In particular, we consider the integration of
the PME and theTCP control mechanisms. In the rest of the
paper, we focus onTCP as the transport protocol of choice.
However, the proposed schemes can be easily generalized to
any transport protocol that is responsive to congestion in the
network.

3 Source Transparent Marking

A PME snoops on connections passing through it and mea-
sures their observed throughputs. If the measured throughput
is sufficiently close to the requested target rate, it takes the
role of a passive monitor. However, if the observed through-
put of a connection is lower than its requested target, the
PME takes a more active role and starts marking packets be-
longing to the connection or connection group. The fraction
of marked packets varies from 0 to 1 depending upon the
measured and target throughputs. Selective marking essen-
tially upgrades a fraction of the packets belonging to the con-
nection to the higher priority level. ThePME constantly ad-
justs the fraction of packets to be marked in order to sustain
a bandwidth close to the requested target rate, while keeping
the number of marked packets as low as possible.

One of the important tasks performed by aPME is mea-
suring the throughput seen by connections passing through
it. This is fed into the packet marking process that has to
adapt to the changes in observed throughput caused by varia-
tions in network load. While the overall measure of network
performance from an application’s point of view is good-
put, thePME used in our experiments only measures the local
bandwidth consumed by a connection. It counts bandwidth
against a connection or connection group when it receives a
packet from it, even though the packet may be dropped later
on in the transit path. One of the reasons for measuring local
throughput, instead of end-to-end goodput, is simplicity. The
PME does not have to understand the transport layer protocol
semantics in order to determine whether or not the applica-
tion’s data was actually delivered. In some cases, even if the
PME is well aware of the transport layer semantics, it may
not have access to the stream of acknowledgments from the
receiver to computegoodput. This may be the case when
the forward and the return paths of connections are differ-
ent. The most important reason for counting local through-
put is to give incentive for end hosts to send packets which
have a good chance of being delivered. Thus, a malicious
or non-adaptive source has its packets counted against itself
regardless of whether they have been delivered.

The most important task of aPME is to adaptively adjust
the packet marking rate based on the measured throughput.
In this paper, we consider a probabilistic marking scheme
where the packets are marked randomly as they pass through
the PME . The marking probability (mprob) is periodically
updated depending on the observed bandwidth (obw) and the
corresponding target bandwidth (tbw). Figure 2 shows a al-
gorithm that updates the marking probability in a network-
friendly manner. It draws on the windowing mechanisms
used inTCP and tries to ensure that the number of marked
(or unmarked) packets in the network increases by no more
than 1 per round-trip time. This is in some sense similar to
the linear increase algorithm for congestion avoidance used
by TCP [13]. As shown in Figure 2, we compute an esti-
mated number of marked packets in flight (pwnd) by taking
the estimated congestion window given as the product of the
observed bandwidth and the estimated round-trip time (rtt)
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Figure 3. Performance of marking algorithm.

and multiplying it by the marking probability. At every up-
date epoch, if the observed bandwidth is less than the target
rate, pwnd is incremented linearly (1/cwnd). This ensures
that the number of marked packets increases by no more than
one in every round-trip time. Similarly, when the observed
bandwidth is higher than the target rate, the decrease in the
number of marked packets (and hence increase in the number
of unmarked packets) is limited to one every round-trip time.

In order to understand the effect of packet marking, we
simulated a simple scenario using thens [16] network sim-
ulator. As shown in Figure 3(a), the simulated network con-
sists of six nodes,n0 throughn5, and five links connecting
them. Each link is labeled with its respective link bandwidth
and has a transmission delay of10ms. The queues in the
routers areERED queues withminth of 10 packets,maxth
of 80 packets, and an initial drop probability of 0.05 for un-
marked packets. Marked packets have a drop probability two
orders of magnitude less than that of unmarked packets, but
use the same threshold values. Additional experiments us-
ing ERED queues with separate threshholds for priority and
best-effort traffic were also performed and showed similar re-
sults. We simulate three connections between nodesn0 and
n5: an infinite best-effortTCP connection (C1), a second infi-
niteTCP connection (C2) with a 4Mbs target bandwidth, and
a thirdTCP connection (C3) that toggles between on and off
states every 50 seconds, but has a throughput requirement of
4Mbs when it is on. We assume that the observed through-
puts and marking probabilities are updated every 100ms.

In this network configuration, when onlyC1 andC2 are
active, the bottle link bandwidth of 10Mbs is shared evenly
between them and thus, no packet marking is required for
C2 to achieve its target of 4Mbs. However, whenC3 is ac-
tive, an even share of the bottleneck bandwidth (3.33Mbs)
does not satisfy the target throughput requested byC2 and
C3. ThePME has to mark packets belonging toC2andC3 in
order for them to obtain the higher throughput. Figure 3(b)
shows the throughput seen by different connections with the
PME implementing the packet marking algorithm presented

in Figure 2. As seen from the graph, the marking algorithm
is very reactive to changes in the network load and hence ob-
served throughput. Consequently, connectionC2 maintains
an average throughput at or above its 4Mbs target most of
the time.

While these experiments show how per-connection target
throughputs can be achieved,PME can also meet the through-
put target of an aggregation of connections. As in the case
of individual connections, it simply monitors the throughput
of the connection group and adjusts the marking rate based
on the observed throughput and requested target. Figure 3(c)
shows the results of an experiment where aPME controls two
sets of connections sharing a 10Mbs bottleneck link. The
first set of connections requires at least 6Mbs of bandwidth
at all times while the other set is simply treated as best-effort.
In this simulation, there are 3 identical connections in the first
set and 4 identical connections in the second set. Initially,
only the three connections of the first set are active. Thus, the
aggregate bandwidth seen is the entire link bandwidth with
each source receiving a third of the bandwidth. Note that
the marking rate for the connection group is zero as there is
enough bandwidth available to meet the target service level.
At t = 100s, one best-effort connection is started. Since an
even split of the bandwidth gives each connection approxi-
mately 2.5Mbs, the three connections in the first set get a
total of 7.5Mbs without any packet marking. Att = 200s,
the other three best-effort connections are started. In this
case, an even split of the bandwidth across all connections is
not sufficient to sustain the target rate of 6Mbs for the first
set. Thus, thePME begins to mark packets in order to sustain
the target rate of 6Mbs. As the figure shows, the marking
increases to a level sufficient to maintain the target rate. The
best-effort connections then get an equal share of the leftover
4Mbs. Finally, att = 300s, all connections of the first set
are terminated. As the figure shows, the best-effort connec-
tions get the entire 10Mbs with each getting a fair share of
it.
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Figure 4. Bandwidth sharing using source transparent (a & b) and source aware (c & d) marking.

4 Source Integrated Approach

One of the problems with having thePME external and
transparent to the source is that it has little control on the
flow and congestion control mechanisms excercised by the
source. This lack of control can have detrimental impact
on performance. For example, while a source transpar-
ent PME is fairly effective in maintaining the observered
throughput close to the target bandwidth, it often marks more
packets than required. In an ideal scenario, a connection
that stripes its packets accross two priorities should receive
a fair share of the best-effort bandwidth in addition to the
bandwidth received due to priority packets. ATCP source
oblivious of the packet marking fails to compete fairly with
best-effort connections for its share of best-effort bandwidth.
Consequently, thePME marks more packets than it should
have, had the connection received its fair share of the best-
effort bandwidth.

Figure 4(a) presents results from an experiment that
demonstrates this. In this experiment, we spawn connection
C1 with a target bandwidth of 3Mbs, and 5 best-effort con-
nections (C2, C3, C4, C5, C6) between nodesn0 and n5.
Figure 4 shows the marking rate, the best-effort bandwidth,
and the total bandwidth received byC1 along with the to-
tal bandwidth received byC2, one of the 5 identical best-
effort connections. As shown in the figure,C1 gets a much
smaller share of the best-effort bandwidth thanC2. Thus, it
must mark a larger portion of its packets than it should in
order to maintain the desired level of performance. This phe-
nomenon can be easily explained if we examine the window
trace of the 3Mbs connection. Figure 4(b) plots both the pri-
ority and best-effort portions of the connection’s congestion
window. As the figure shows, when the application requires
additional bandwidth it must send priority packetsin placeof
best-effort packets. Thus, when the connection sends priority
packets, it cannot compete fairly for the available best-effort
bandwidth.

In order to address this problem, we experimented with a

After every acknowledgment
pwnd = mprob *cwnd
bwnd = (1-mprob )*cwnd
if (obw < tbw)

if (pwnd < pssthresh )
pwnd = pwnd + pwnd/cwnd

else pwnd = pwnd + 1/cwnd
if (bwnd < bssthresh )

bwnd = bwnd + bwnd/cwnd
else bwnd = bwnd + 1/cwnd

else
if (pwnd > 0)

if (bwnd < bssthresh )
pwnd = pwnd - bwnd/cwnd

else pwnd = pwnd - 1/cwnd
else

if (bwnd < bssthresh )
bwnd = bwnd + bwnd/cwnd

else bwnd = bwnd + 1/cwnd
if (pwnd < 0) pwnd = 0
cwnd = pwnd + bwnd
mprob = pwnd/cwnd

Figure 5. Customized congestion window opening.

PME that is integrated with theTCP sender. Figures 5 and 6
show the new algorithm. In this scheme, the congestion win-
dow (cwnd) maintained by aTCP source is split into two
parts: (1) a priority window (pwnd) which is a measure of
the number of marked packets that are in the network, and (2)
a best-effort window (bwnd) that reflects the number of un-
marked packets that are outstanding. Upon a loss, the sender
determines whether the lost packet was sent as a marked or an
unmarked packet. The loss of a marked packet is an indica-
tion of severe congestion in the network. Consequently, both
the priority and best-effort windows are reduced. However,
the loss of an unmarked packet is an indication of conges-



After every segment loss from dupack
pwnd = mprob *cwnd
bwnd = (1-mprob )*cwnd
if (priority loss)

cwnd = cwnd /2
pssthresh =mprob *cwnd
bssthresh =(1-mprob )*cwnd

else
bwnd = bwnd/2
bssthresh = bwnd
cwnd = pwnd + bwnd
mprob = pwnd/cwnd

Figure 6. Customized congestion window closing.

tion potentially only in the best-effort service class and hence
only the best-effort window is backed off. The procedure
for opening the congestion window is also modified. The
connection keeps track of two additional thresholds values,
namelypssthreshandbssthreshwhich are updated whenever
the connection experiences a priority and a best-effort loss,
respectively. When a connection is below its target band-
width, it opens up both the priority and best-effort windows.
If either one of the windows is below its respective thresh-
hold (pssthreshandbssthresh), it is in the slow start mode.
Note that the increases are scaled so that the overall conges-
tion window does not grow any faster than that in an unmod-
ified TCP. Scaling these increases is slightly conservative,
since it temporarily hinders the source from growing its best-
effort window as quickly as other best-effort sources. How-
ever, the conservative behavior aids in avoiding congestion
collapse scenarios. When either window is above its thresh-
hold, it increases linearly (i.e. one segment per round-trip
time). Note that while cwnd grows by two segments every
round-trip time, the best-effort part of the window (bwnd)
only grows as quickly as the cwnd of a best-effort connec-
tion. While this modified windowing algorithm is essential
in obtaining a fair share of the best-effort bandwidth in a
network that supports service differentiation, it essentially
behaves like two fairly independent connections. In a net-
work that does not support end-to-end service differentiation,
a TCP source modified in this manner may receive twice as
much bandwidth as compared to unmodifiedTCP sources.
We discuss additional modifications to address this aspect
in Section 5. Figure 4(c)&(d) shows results from the ex-
periment presented in Figure 4(a) & (b) using the algorithm
described above. In contrast to Figure 4(a), the amount of
best-effort bandwidth received by the 3Mbs source closely
matches the bandwidth received by the best-effort sources.
Figure 4(d) shows the priority and best-effort windows of the
3Mbs connection. In contrast to Figure 4(b), the connection
is able to compete for best-effort bandwidth independent of
the priority marking.

To further examine the issue of fair bandwidth sharing, we

took a closer look at the packet marking rate and its deviation
from the theoretically computed optimal marking rate1. The
computation of ideal marking rates is quite straightforward.
For example, suppose we have a network with a bottleneck
link of bandwidthB. Assume thatn connections with target
rates ofRi, i = 1; 2; : : : ; n, are passing through it. Letri be
the optimal marking rate of the connection with a target rate
of Ri, and letb be share of best-effort bandwidth received by
all connections. A connectionj with Rj < b, is essentially
a best-effort connection withrj = 0. The following set of
equations capture the system constraints.

ri + b = RiPn

i=1 ri+ nb = B

Figure 7 shows the results of an experiment with two con-
nectionsC1 and C2 with target rates of 3Mbs and 2Mbs,
respectively, and six best-effort connections sharing a bottle-
neck link of 10Mbs. The connectionsC1andC2start at time
t = 0s, followed by two best-effort connections att = 100s,
another two att = 200s, and the last two att = 300s. Fig-
ure 7(a) shows the bandwidth received byC1 and C2 and
three of the best-effort connections. Figure 7(b) shows the
marking rate of bothC1 andC2, as well as their calculated
ideal marking rates. At timet = 0s, when only two connec-
tions are on-line, a fair split of the bandwidth satisfies target
rates of bothC1 andC2. Thus, neither source marks any of
their packets and each gets approximately half of the bottle-
neck bandwidth. Att = 100s, two best-effort connections
are added. At this point,C1 needs to mark at a 0.67Mbs

rate and each of the sources should get 2.33Mbs of the ex-
cess best-effort bandwidth. SinceC2’s share of best-effort
bandwidth is more than its target rate, it need not mark any
of its packets. As Figure 7 shows, the marking rate and total
bandwidth graphs reflect the change. Att = 200s, two more
best-effort connections are added. Now,C1 has to mark at
a rate of 1.75Mbs while C2 needs to mark at at a rate of
0.75Mbs. This leaves each source 1.25Mbs of the excess
bandwidth. As the total bandwidth graph shows, the best-
effort connections get about 1.25Mbs while C1 andC2 get
their respective target bandwidths. The marking rates ofC1
andC2 also adapt to this change, increasing to the optimal
marking rates. Finally, att = 300s, the last two best-effort
sources are added. This time,C1 needs to mark at 2.17Mbs

while C2 needs to mark at 1.17Mbs. Each connection now
gets 0.83Mbs of the excess bandwidth. Again, as the graphs
show, both the priority and best-effort connections perform
as expected.

To examine the impact that the windowing modifications
have, we performed the same set of experiments with a
source transparentPME . SinceTCP windowing algorithms
restricts the connectionsC1 andC2 from competing for the
excess bandwidth, in this case, thePME consistently over-
marks its packets. Increased marking can potentially fill the
ERED queue with marked packets, making it behave more

1We note that when optimal marking is achieved, accurate congestion-

based pricing can be done using the marking rate of a connection.
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Figure 7. Source integrated packet marking.

like a regularRED queue. Loss of priority packets causes pe-
riods of time where throughputs of connectionsC1 andC2
drop significantly below their target rates.

5 Deployment Issues

There are several problems in deploying new service dif-
ferentiation and transport protocol schemes in the Internet. In
this section, we address how the adaptive marking schemes
perform when oversubscription occurs, when non-responsive
flows are present, and when only part of the network supports
service differentiation.

5.1 Handling Oversubscription

One of the key advantages of using an adaptive packet
marking scheme is that it obviates the need for a signal-
ing protocol. However, since there is no resource reserva-
tion, the service guarantees it provides are necessarily soft.
When aggregate demand exceeds capacity, all connections
with non-zero target rates carry only marked packets. Con-
sequently, they only compete for priority bandwidth and the
ERED queue at the bottleneck degenerates into toRED queue
serving only priority traffic. In the case of a source transpar-
ent PME, since the underlyingTCP windowing algorithm is
not changed, the requested target bandwidth does not influ-
ence the throughput a source receives. Consequently, each
source receives an equal fair share of the bottleneck band-
width.

Over-subscription results in the same outcome when the
PME is integrated within the source. In this case, since the
algorithms for growing and shrinking the priority window
are independent of the bandwidth demand, the windowing
algorithm simply behaves as normalTCP. This adaptation in
presence of overload prevents possible congestion collapse.
Figure 8(a) shows an example scenario with four connections

C1, C2, C3, andC4 spanning the network. The connections
C1andC2have a target rate of of 5Mbs each while connec-
tionsC3andC4aim at a target rate of 10Mbs. As the figure
shows, when using the integrated marking scheme, each con-
nection gets a fair share of the bottleneck bandwidth when
the demand exceeds the capacity.

An alternative policy to handle over-subscribscription, is
to provide weighted bandwidth sharing depending on the tar-
get rates or the importance of the connections or connection
groups. Since the proposed scheme uses only a single prior-
ity bit, it cannot itself be used to provide weighted bandwidth
sharing in times of over-subscription. However, it is possi-
ble to implement weighted bandwidth sharing by using addi-
tional priority levels which give the network an indication of
the connection’s target rate and/or importance.

5.2 Dealing with Non-responsive Flows

One of the potential risks in an adaptive approach to ser-
vice differentiation is that proliferation of applications which
do not adapt to network dynamics can lead to severe perfor-
mance degradadtion and even congestion collapse. Thus, an
important issue in deploying the proposed scheme is the pro-
tection of the network against non-responsive flows [9, 14].
A salient feature of our scheme is that it provides perfor-
mance incentives for applications to adapt to network dy-
namics and help avoid congestion collapse. When used
in conjunction with intelligent queue management mecha-
nisms, it can also penalize non-responsive flows.

Figure 9(a) shows a network configuration which con-
sists of fourTCP connections (T1, T2, T3, and T4) which
are competing for bandwidth with a non-responsive flow
(M1) across a 10Mbs link. The aggregate target rate for
the TCP connections is 7Mbs. The target rate for the non-
responsive flow is 3Mbs. Initially, only theTCP sources are
active and each competes fairly for the link bandwidth. The
non-responsive flow starts transmitting at 1Mbs at t = 100s
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Figure 8. Oversubscription

and at 3Mbs at t = 200s. As shown in the figure, the ag-
gregate throughput of theTCP connections drops when the
non-responsive flow becomes active, but remains at a rate
close to 7Mbs. At t = 300s, the non-responsive flow in-
creases its transmission rate to 5Mbs, thus exceeding its al-
located rate of 3Mbs. As shown in the figure, the marking
rate of this flow immediately drops to zero and the loss rate
increases to approximately the difference between the trans-
mission rate and the allocated rate. The reason why this hap-
pens is that thePME observes that the non-responsive flow is
sending packets at a rate which is higher than its given rate.
In order to encourage sources to send packets which are de-
liverable, thePME counts every packet it receives for a par-
ticular flow against its allocation. The non-responsive flow
further increases its transmission rate to 7Mbs at t = 400s.
Again, the throughput observed by the flow remains fairly
constant near its allocated rate of 3Mbs, while the amount of
packets which are dropped increases at the same rate as the
transmission rate. Thus, the non-responsive flow gains little
by transmitting any amount above its allocated rate.

In the previous experiment, the non-responsive flow does,
in fact, have a negative impact on theTCP connections.
As Figure 9(b) shows, the aggregate marking rate of the
TCP connections approaches the aggregate transmission rate,
since the unmarked packets from the non-responsive flow
dominates any of the excess bandwidth available. In ef-
fect, the non-responsive flow obtains all of the available best-
effort bandwidth while shutting out all other well-behaved
connections. In order to provide more fairness between con-
nections competing for best-effort bandwidth, we enhanced
the bottleneckERED queue with additional fairness mecha-
nisms based onFRED [14]. Figure 9(c) shows the results
of the experiment. As the figure shows, when the non-
responsive flow begins transmitting at a rate higher than
3Mbs, thePME reduces its marking to zero as described ear-
lier. Since the flow does not respond to congestion signals
given by the bottleneck queue and continues to send an in-

ordinate amount of unmarked packets, the fairERED queue
detects the flow and limits its throughput to a fair share of
the best-effort bandwidth. In this case, a fair share of the
bandwidth is 2Mbs. Thus, by sending over its target rate
of 3Mbs without regard to congestion in the network, the
non-responsive flow reduces its own observed throughput to
2Mbs. Note that given a fair share of the best-effort band-
width, theTCP flows can now maintain their 7Mbs aggre-
gate target rate without marking any packets. This is in con-
trast to Figure 9(b), where theTCP flows are forced to have
all of their packets marked in order to maintain their target
rate. Thus, the malicious flow hurts itself while helping other
flows as it sends over its target rate without regard to network
congestion.

5.3 Dealing with Heterogeniety

One of the salient features of the proposed scheme is its
ability to operate in a network that does not provide service
differentiation. When thePME is transparent to the source,
TCP transmission control mechanisms are not affected as a
result of packet marking. Thus, the lack of service differen-
tiation simply makes the packet marking ineffective and the
TCP sources behave as if they are operating in a best-effort
network. When thePME is integrated with the source, the sit-
uation is little different. In this case, we essentially have two
connections with differing priorities. Hence, in absence of
service differentiation, this scheme can potentially be twice
as aggressive as a regularTCP connection. While such be-
havior may be justified when a user is charged for marked
packets, it may be desirable to turn off marking when service
differentiation is not supported by the network.

To address this, we implemented a simple mechanism for
turning off the marking and modified windowing when the
network does not support end-to-end service differentiation.
Note that the bottleneck of a connection may shift from a link
that supports service differentiation to one that does not and
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Figure 9. Non-responsive flows

vice versa. Hence detection of service differentiation on a
connection path is not a one time process; it requires constant
monitoring. To minimize the cost of monitoring and at the
same time remain reactive to changes in the networkdynam-
ics, we use an exponential back off algorithm to determine
monitoring intervals. In particular, the source keeps track of
the inter-drop times for both priority and best-effort packets.
In a network which supports service discrimination, the num-
ber of priority packets transmitted between successive prior-
ity packet drops is expected to be substantially greater than
the number of best-effort packets transmitted between suc-
cessive non-priority packet drops. When this is not the case,
the source simply turns off the marking and the windowing
algorithm, reverting back to normalTCP. After a preset in-
terval, marking is turned on again and the source monitors
inter-drop intervals to detect service differentiation. If it fails
to detect service differentiation, it shuts down marking for
twice the duration it had before. If the source observes that
service differentiation is supported by the network, the con-
nection continues using the modified windowing algorithm
and resets the backoff interval to its initial (smaller) value.

The backoff mechanisms used when thePME is integrated
into the source adapt quickly to the changes in the net-
work. This helps the source adapt its windowing and mark-
ing strategy as the bottleneck link shifts from non-priority to
priority queues in a heterogeneous network. Figure 10(a)
shows a network with 4 nodes wherer0 implements the
ERED queueing mechanism whiler1 andr2 are simple drop-
tail gateways. In this network, we simulate two priority con-
nectionsC1 andC2 with 4Mbs target bandwidths and sev-
eral transient best-effort connections. We use the transient
connections to move the bottleneck link fromr0-r2 to r2-r3.
Figure 10(b) shows the throughputs seen by different sources
as the bottleneck moves from one link to another. We start
with connectionsC1 andC2 going fromr0 to r3. In the ab-
sence of any other connections, they do not have to mark
any of their packets in order to achieve their target rates. At
t = 100s, a best-effort connection is spawned betweenr0

and r1. Since a fair share of the bottleneck bandwidth of
10Mbs does not satisfy the target rates of connectionsC1
andC2, they both mark their packets at a rate of 2Mbs. From
the equations outlined in Section 4, this is the optimal mark-
ing rate in this scenario. Each connection also receives 2Mbs

of the leftover best-effort bandwidth. Att = 200s, the best-
effort connection terminates and two new best-effort connec-
tions are started between nodesr1 andr3. At this time, the
bottleneck link is betweenr2 andr3 which happens to be a
drop-tail queue with no support for service differentiation.
In this case, even thoughC1 andC2 fail to sustain their tar-
get rates, they back off their marking and revert back to the
original windowing algorithm. Consequently, all four con-
nections now receive an equal share of the bottleneck band-
width of 10Mbs. At t = 300s, the best-effort connections
terminate and a new best-effort connection is spawned be-
tween nodesr0 and r1. At this point, the bottleneck shifts
to the linkr0-r2 which supports service differentiation. This
change is detected byC1 andC2 and they turn on marking
to reach their target rate of 4Mbs. Finally, att = 400s, the
best-effort connection terminates, leaving the network in its
initial state. The connectionsC1 andC2 once again turn off
their marking since they can support their target throughput
without packet marking.

6 Conclusions

In this paper, we have proposed and analyzed adaptive
packet marking algorithms for providing soft bandwidth
guarantees over the Internet. We have considered marking al-
gorithms that are external and transparent to the source, and
algorithms that are integrated with the congestion and flow
control mechanisms at the source. Both sets of algorithms
have advantages and disadvantages from the standpoint of
performance and deployment issues. The results presented in
this paper clearly demonstrate that simple service differentia-
tion, when used in conjunction with adaptive source control,
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Figure 10. Effects of heterogeneity.

can be an effective means to provide quality of service in the
Internet.

This work can be extended in several ways. We are cur-
rently investigating the impact of marking packets at multiple
places in the network. Alsounder investigation is the inter-
action and interoperability of the proposed schemes with al-
ternative mechanisms to support quality of service in the In-
ternet. Finally, generalization of the two priority ToS scheme
to multiple priorities is also under consideration.
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