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Abstract 
A wireless local area network (WLAN) or a cell with 
quality-of-service (QoS guarantees for various types of 

topology is adopted as the topology of a cell which con- 
sists of a base station and a number of mobile clients. 
Dynamic Time Division Duplexed (TDD transmission 

shared for downlink and uplink transmissions under the 
dynamic control of the base station. We divide traf- 
fic into two classes: class I (real-time and 11 (non- 

fic,  class-11 traffic is transmitted, while uplink iransmis- 
sions are controlled with a reservation scheme. Class- 
I traffic is handled with the framing strategy [l] com- 
bined with the admission test for adding Reus class-I 
connections. Finally, we present the performance (aver- 
age  de lay  and throughput) evaluation of the reservation 
scheme for class-11 Ira& using both analytical calcula- 
tions and simulations. 

1 Introduction 
Wireless LANs (WLANs) are emerging as an attrac- 

tive alternative or complementary to wired LANs [2,3], 
because they allow us to set up and reconfigure LANs 
easily without incurring the cost of wiring. They are 
generally characterized as high-speed wireless systems 
which cover relatively small areas compared to other 
wireless systems such as cellular, PCS, and mobile data 
radio systems. It is expected that they will meet the 
growing demand that mobile clients should have ac- 
cess to  the existing high-speed wired networks. As the 
interest in broadband multimedia communications in- 
volving digital audio and video grows, a number of re- 
searchers have been looking into ways of providing QoS 
guarantees in wired point-to-point WANs [1,4,5] and 
LANs [SI. 

In this paper, we consider how to provide QoS guar- 
antees for heterogeneous traffic on a WLAN. The fol- 
lowing three types of QoS are considered: (1) maximum 
packet delivery delay; (2) transmission throughput; and 
(3) packet loss tolerance. We categorize various traffic 

*The work reported in this paper was supported in part by the 
US Department of Transportation under Grant No, DTFH61-93- 
X-00017. Any opinions, findings, and conclusions or recommen- 
dations expressed in this publication are those of the authors and 
do not necessarily reflect the views of the funding agency. 

traffic is considered. 4 centralized (i.e., star) network 

is used, and hence, the same frequency c R annel is time- 

real-time). Whenever there is no eligi I le class-I traf- 

into two classes: (1) class-I real-time traffic like real- 
time data, video, and voice which requires bounded 
delay and guaranteed throughput, but is usually loss- 
tolerable; and (2) class-I1 non-real-time traffic like the 
conventional data traffic which requires zero loss, but 
requires no bounded delay nor guaranteed throughput. 
Class I1 is also divided further into two subclasses: (i) 
delay-sensitive class 11-A like F T P  and remote log-in; 
and (ii) delay-tolerable class 11-B like paging and e-mail. 
Class 11-A has priority over class 11-B. 

We adopt a reservation scheme which is similar to  the 
reservation ALOHA 171 or PRMA [8] for uplink class-I1 
traffic transmissions. (The reservation scheme proposed 
in this paper differs from the previous work, but appears 
similar in the sense of adopting collision-based reserva- 
tion schemes.) This reservation scheme is a promising 
multiple access protocol for class-I1 traffic, ~ t s  it provides 
higher throughput and smaller average delay than other 
collision-based random access protocols like ALOHA as 
in [9]. Basically, class-I1 traffic is transmitted when 
there is no class-I traffic to  be transmitted since it has 
a lower priority than class I. 

The framing strategy [I], which was originally pro- 
posed as a framework for congestion management in 
integrated service packet networks, is used with some 
modifications. The framing strategy is composed of 
a smoothness traffic model and stop-and-go queueing, 
and provides both packet-delay bound and guaranteed 
transmission throughput. Each connection of class I 
should follow a smoothness traffic model, and each new 
connection needs to pass the a priori admission test 
with a traffic model, implying that the framing strategy 
reserve slots for class-I connections according to their 
traffic model. To implement the framing strategy, it is 
necessary to schedule the uplink and downlink trans- 
missions. 

The paper is organized as follows. Section 2 shows 
the specifications and assumptions of the WLAN under 
consideration. Section 3 describes the proposed proto- 
col, including the reservation scheme for class-I1 traf- 
fic. Section 4 considers the framing strategy with QoS 
guarantees for class I and defines the admission test for 
establishing a new connection. Section 5 presents the 
analysis and simulation results of the performance of 
the reservation scheme for class 11. Finally, the paper 
concludes with Section 6. 
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Figure 1: A centralized wireless network with a base sta- 
tion. 

2 Specifications and Assumptions of 

As shown in Fig. 1, the WLAN under consideration 
consists of a base station (denoted by B) and several 
mobile clients (denoted by numbers) forming a star net- 
work, called a cell. The base station is connected to a 
wired high-speed network. In this topology, the uplink 
(mobile-to-base) is not a broadcast channel while the 
downlink (base-to-mobile) is. Hence, mobile clients are 
not able to  listen directly to  other mobiles using the 
same frequency channel. This assumed situation can 
occur in real world due to  the existence of hidden ter- 
minals [3]. 

The entire wireless network may consist of several 
cells, and mobile clients may move from one cell to 
another. However, we will in this paper focus on the 
communication within a single cell, hence the uplink 
and downlink transmissions only. Since wireless links 
usually have much less bandwidth than the wired coun- 
terpart, the former might become a bottleneck. Since 
the base stations are connected to a wired network, the 
other communicating party of each mobile in a cell can 
be a node in the wired network, or a mobile in another 
cell, or another mobile in the same cell. In any case, the 
wireless link in the cell is considered as the end-most 
link (for downlink) or the front-most link (for uplink) 
of the entire multi-hop communication. Note that the 
downlink traffic comes from the wired network or mo- 
biles in the same cell, and the uplink traffic is generated 
by mobiles. 

Dynamic Time Division Duplexed (TDD) transmis- 
sion is used in the network, and hence, the base station 
multiplexes the uplink and downlink packet transmis- 
sions dynamically according to the traffic load over a 
frequency channel. We could instead use frequency di- 
vision duplexed (FDD) transmission, in which two dif- 
ferent frequency channels are allocated for uplink and 
downlink transmissions, or static TDD in which a por- 
tion (usually a half) of each time frame is allocated for 
uplink and the other part for downlink. FDD is the 
common duplexing mode in cellular systems, and static 
TDD was adopted in the DECT system [2]. But, dy- 
namic TDD allows for more efficient link utilization in 
the case of unbalanced uplink and downlink traffic, e.g., 
non-interactive data  transmissions, as shown in [9]. We 
assume all packets, like ATM cells, to  be of the same 
fixed size. Throughout the remainder of this paper, we 
will ignore the packet-propagation delay, because it is 
usually small relative to the other delay components 

System 

like queuing and transmission delays in the cell.' 
Since the wireless channel is inherently unreliable 

(due to noises, interferences, and multipath fadings), we 
need a special means to  ensure the error-free delivery 
of packets through each wireless link. Usually, a com- 
bined channel coding and diversity scheme [2] is used 
to meet this need. To handle various types of traffic in 
our system, we can apply error-handling schemes adap- 
tively. We adopt an ARQ (Automatic Retransmission 
reQuest) scheme for class IT to  ensure virtually error- 
free transmission of data. But, it is ruled out for class I 
because of its difficulty in making delivery-delay guar- 
antees. We use an FEC (Forward Error Correction) 
scheme for class I, instead.2 To this end, the receiver 
is equipped with a dual-mode channel decoder: a re- 
ceived packet is decoded by an error-correction decoder 
(if class I) or an error-detection decoder (if class 11). The 
dual-mode receiver is expected to  work well since using 
a channel code, the decoder can detect more errors than 
those correctable. We will not consider error-combating 
techniques any more since they are not within the pri- 
mary scope of this paper, but we assume that a packet is 
received correctly unless that packet collides with con- 
current packets. 

3 Protocol Description 
When a mobile wants to send a packet, regardless 

whether it is destined for another client in the same cell 
or for a remote cell, it must send the packet to its base 
station first, which will then forward the packet to  the 
final destination, sometimes via other base stations. We 
adopt two different strategies for class I and 11. First, 
class-I traffic is transmitted via connections, i.e., for 
each of class-I (downlink or uplink) connections, a fi- 
nite number of slots are reserved to meet the required 
&OS. Each connection (between the base station and 
a mobile) is identified by: (1) for which client and (2) 
for downlink or uplink. For the &OS provision, class-I 
traffic has priority over class-I1 traffic, where the trans- 
mission is controlled by the framing strategy (to be dis- 
cussed in the next section). Class-I1 traffic doesn't need 
the concept of connection, but if there is a pending mes- 
sage (which consists of a number of packets), it will be 
transmitted when there are available slots, Le., when 
no class-I traffic is being transmitted over the link. For 
uplink class-I1 traffic, a request of slot reservation for 
transmission is made for each message. 

A slot and a control mini-slot alternate continuously 
as shown in Fig. 2. In a slot of duration T,, a packet 
is transmitted. By dynamic TDD transmission, each 
slot can be used for either downlink or uplink transmis- 
sion under the control of the base station. A control 
mini-slot of duration Tms is used to transmit a control 
packet. Control packets are used by the base station 

'A cell in this aper refers to a micro-cell which has coverage 
of the order of a &v hundredmeters, or a p k o - c e l l ,  which covers 
small indoor areas [2]. 

2Although combined FEC and diversity seems to be the only 
way for error-protection of class I, it is extremely difficult to 
guarantee the virtually error-free transmission of packets of these 
classes over the wireless link due to the error-correcting capabil- 
ity limit of the underlying FEC scheme. S o  the proposed scheme 
here might not be applicable for reliability-critical real-time data 
trafic of class I. 

8d.2.2 
1031 



k 
frame duration = T 

RS( ) MS(I) S(2 RS( ) MS(3) 
control mini-slot 

reservation slot 

RS( ) 

, 
Ill1 I I I I I  I11 

~ii2.t” .I result announcing mini-slot 
reservation mini-slot 

Figure 2:  Dividing the time-axis into mini-slots, slots, and 
reservation slots. A frame includes a number of slots. 

to announce to  the mobiles information of the next slot 
(1) for downlink or uplink, ( 2 )  for class I or 11, and (3) 
for which client. These regularly alternating slots and 
mini-slots are expected to  help each mobile synchronize 
to the global transmission system. We will henceforth 
use T,, as a basic time unit. Assume that a slot dura- 
tion is an even number multiple of a mini-slot duration, 
i.e., I( = T,/Tm, is an even number. 

There exist slots, called reservation slots, which are 
used for requesting an uplink class-I connection estab- 
lishment or an uplink class-I1 message transmission. A 
reservation slot consists of I- mini-slots of duration T,, . 
It is divided into two parts: (1) the first half is a set of 
1 - / 2  reservation mini-slots used by mobiles to  request 
uplink transmissions; and (2) the second half is a set 
of K / 2  result-announcing mini-slots for each of the cor- 
responding previous reservation mini-slots. The reser- 
vation mini-slots are accessed by a slotted ALOHA-like 
random access protocol: when a reservation slot is is- 
sued by the base station, each mobile with a pending 
request chooses one of I</2 mini-slots randomly, and 
then sends the request in that chosen mini-slot with 
the traffic information. The result of each of K / 2  mini- 
slots can be success (of which mobile3), or collision, or 
empty/unused. Using each of the next K / 2  downlink 
mini-slots, the result of the corresponding reservation 
mini-slot is announced. 

If a reservation slot contains only “collided” reserva- 
tion mini-slots, the base station will issue reservation 
slots consecutively until a successful reservation mini- 
slot appears in a reservation slot. Using this policy, the 
base station will obtain at least one successful reser- 
vation request for mobiles who want to make a slot 
reservation. A mobile whose reservation request col- 
lided with others will retransmit the request again in 
the subsequent reservation slots with the probability qr 
until it is successful. (The retransmission probability qr 
can be determined adaptively according to the results 
of all of K / 2  reservation mini-slots.) If a reservation 
request is successful, the base station will be informed 
that the mobile who made the request wants (1) to send 
a pending class-I1 message, or ( 2 )  to establish a class-I 
connection. 

For dynamic TDD transmission, the base station 
needs to  multiplex between downlink and uplink trans- 
missions. The base station does not know if a mobile 
has a pending message without receiving a reservation 
request. Basically, a reservation slot is issued after 

3Due to the capture effects 13 

vation requests from other mobiles. 

a reservation request can be 
transmitted successfully even in t L e presence of concurrent reser- 
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Figure 4: Two frames with duration T( = 3TJ. 

policy, by which any packet which violates the smooth- 
ness is assumed not to  be generated until the beginning 
of the next frame. In the wired part of the network, 
we assume the existence of a traffic regulator like the 
(Mi ,  %)-smooth admission policy or leaky-bucket [4] in 
the source end nodes and a flow/congestion control or 
packet scheduling scheme such as the framing strategy 
and Weighted Fair Queueing (or PGPS) [4] in interme- 
diate nodes. Thus, the traffic arriving at the base sta- 
tion from the wired network will have the smoothness 
property, which can then be converted to the (Al., Tj)- 
smooth model. Moreover, the downlink traffic hom a 
mobile within the cell (in case of the intra-cell com- 
munications) will also have the the smoothness prop- 
erty (as explained later). So, it is possible to  adopt the 
(M.,Tj)-smooth model for a downlink connection j as 
wed. 

Suppose there are G frame sizes, T i ,  T i ,  . . . , TL, and 
each frame size is a multiple of smaller frame sizes, i.e., 

Tgf = I ,  g = 1 , 2 , . . . , G -  1, (1) 

for some integer I,. For all g, 

Ti = Kg . (Ts + Tms), (2) 

for some integer IC,, i.e., there are a finite number of 
slots in each frame. Each frame of duration Ti is called 
a type-g frame. For each connection i, Ti = Tgf for some 
g, and the connection is called the type-g connection. 
Fig. 4 shows the case of G = 2 and TI = 3Tz. Note 
that all frames are incorporated into a single frequency 
channel. As shown in the next subsection, the packets 
in a type-g connection will be guaranteed to have a 
delivery delay bound 2Tgf, implying the existence of G 
delivery delay bounds. 
4.2 Stop-and-Go Queueing 
Downlink Transmissions: The transmission from 
the base station to  mobile clients can be viewed as tak- 
ing place over a single link in a wired network since it is 
broadcast-type communication. Stop-and-go queueing 
is used for downlink transmissions with the following 
rules. 
R1. A downlink packet of a type-g connection that has 

arrived a t  the base station during a frame does 
not become eligible until the beginning of the next 
frame. During a frame, the set of eligible packets 
of the corresponding type are transmitted. 

R2. Any eligible packet of a type-g connection, g = 
2 , 3 ,  . . . , G, has priority over eligible packets of type 

R3. The  wireless link should not be left idle whenever 
g' g. 

there are eligible packets in the queues. 

T'2 Ti 1 (=2 v2) 3 T'2 2 T'1 (4 T'2) 
~ ~ U l / U I l D 2 ~ U 3 1 U l / D 2 ~ " ~ ~  ID2/U3[U31 IUIIUI/ 1 I 1 

B B .E B 
connection 2 packets' arrival moments 

Figure 5: An example of stopand-go queueing. 

To implement the above rule, the base station is 
equipped with G FIFO queues. 
Uplink Transmissions: During each type-g frame, 
the base station issues (via mini-slots) up to 
xjT,=~i1 Mi slots for type-g uplink connections with 
the same priority given in R2. Within the same type, 
uplink connections have priority over downlink connec- 
tions, and so in each frame, uplink slots are issued first, 
and then eligible downlink packets are transmitted. For 
uplink connection i, the base station will issue up to Mi 
uplink slots or until the corresponding mobile sends a 
packet marked as the last packet. Then, the next con- 
nection is served. When a slot is issued for connection i 
in a frame, the connection i mobile transmits a packet 
which was generated during the previous frame via the 
issued slot, and marks the last packet arrived in the 
previous frame. Now, the traffic arrived a t  the base 
station from each mobile client also has the ( M i ,  3)- 
smoothness. 

Using the above transmission rules, all of the 
connection-i packets, which conform to the smoothness, 
will be transmitted until the end of the next type-g 
frame (when % = Ti), and thus are guaranteed to be 
transmitted within a delay of 2z. For each connection 
i, up to  Mi packets can be transmitted over a frame 
of duration 3, and so, it is guaranteed to  have the 
throughput of hl, . T8/%. 
Example 1 We ignore the mini-slots assuming that 
Tms << T,. Suppose there are three class-I connections, 
where connection 1 and 3 are for the uplink and connec- 
tion 2 is for the downlink with the smoothness parame- 
ters {(Mi,%)} = {(2,4Ts),(1,4Ts),(2,8T,)}. So, there 
are two frame sizes, i.e., G = 2, where T[ = 8Ts and 
T i  = 4Ts. In Fig. 5, an example of stop-and-go queue- 
ing for this set of connections is shown. The slots for 
connection 1, 2, and 3 are marked with U1, 02 ,  and 
U 3 ,  respectively. The packet arrivals of connection 2 
are also marked b y  arrows. One can see that Connection 
1 has priority over connection 2 since connection 1 is 
uplink. Connection 3 has the lowest priority. Through 
the blank slois in the figure, class-11 traffic, if any, will 
be transmitted b y  the rules presented in Section 3. 

4.3 Admission Tests 
If a new connection is to  be added, it has to  pass 

the following simple admission test depending on the 
frame-size constraints. Downlink connections requests 
come from the wired network (or from a mobile origi- 
nating a connection within the same cell) with the traf- 
fic characteristics ( M i ,  %), while uplink connection re- 
quests come from mobile clients via a reservation slot. 
The admission test is given as 

G 

i".r,' (E + G % J ) / q  5 1, (3) 
g=1 
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where Mgf = C I T , = T ~ l  Mi is the number of the re- 
served slots within a type-g frame, in which the ex- 
isting connections and the newly-requested connection 
are included. If the results of the above test is posi- 
tive, it is possible to  provide the required &OS to  the 
new connection without compromising the existing con- 
nections' guarantees, and so, the base station starts to  
serve the new connection beginning at the next frame. 
The basic idea of the admission test is the total reserved 
throughput for class-I connections plus the redundancy 
of mini-slots should be less than, or equal to, one. The 
readers are referred to  [lo] for a formal proof. Note 
that in Example 1, the summation in Eq. (3) is exactly 
one, implying that all of the slots be reserved for the 
three class-I connections. It might sometimes be de- 
sirable to  set aside a certain portion of throughput for 
class-I1 traffic (say S ) .  In such a case, Eq. (3) should 
be modified by replacing one with 1 - S(Ts +Tm,)/T,. 

5 Performance Analysis of Class-I1 

This section analyzes the performance of the reserva- 
tion scheme for class-I1 communications, where smaller 
average delay and larger throughput are desirable. 
Here, all traffic belongs to class 11, where class 11-A 
and 11-B are not differentiated for simplicity, and hence, 
only one base station service queue is implemented. As 
described in Section 3, when there exists class-I traf- 
fic, the reservation scheme considered here is activated 
whenever there are no eligible class-I packets to be 
transmitted. 

For uplink accesses using the reservation scheme, we 
use the model of IC, clients with the following assump- 
tions. 
Al .  Message length has a geometric distribution with 

parameter pl measured in the number of packets. 
A2. Downlink messages arrive from the wired network 

according to  a Poisson process with the overall ar- 
rival rate Ad (messages/mini-slot). 

A3. Messages are generated a t  each of the I(, clients 
according to  independent Poisson processes with 
the generation rate A U / K u  (messages/mini-slot). 

A4. Each collided request must be retransmitted in a 
later reservation mini-slot until the request is suc- 
cessfully received. 

A5. Closed-loop behavior of clients, i.e., backlogged 
clients will discard newly-generated messages un- 
til the successful transmission of the request. 

A client is said to  be backlogged when it was notified by 
the base station to  have a collided request and hence 
must retransmit it. Note that from A l ,  we consider 
the inter-cell communications only since downlink mes- 
sages are assumed to  arrive exclusively from the wired 
network. We also make the following simplifications of 
the scheme to  facilitate the derivation. 
S1. Even if a reservation slot contains only collided 

reservation mini-slots, the base station will not is- 
sue another reservation slot. 

S2. MNRSL will be set to 1. 

Communications 

S3. The retransmission probability y,. will be assigned 

By S1 and S 2 ,  a message transmission and a reservation 
slot will alternate continuously when the base station 
service queue is not empty. 
Markov Chain Modelling: The pair ( M ( k ) ,  N ( k ) )  is 
modelled by a 2-dimensional Markov chain, where M ( k )  
is the number of the backlogged clients requesting up- 
link message transmission and N(k) is the number of 
the downlink messages or uplink requests in the base 
station service queue a t  the end of the k-th reservation 
slot. Fig. 3 shows a timing diagram of class-I1 com- 
munications with the state transition moments and the 
change of state N ( k ) .  Each of the M ( k )  backlogged 
clients will transmit a request in the ( k  + 1)-th reserva- 
tion slot, independently of each other, with probability 
q,.. Each of the IC, - M ( k )  other clients will transmit a 
request in the ( k +  1)-th reservation slot if one (or more) 
such messages are generated since the last reservation 
slot. Tnr(IC) (= Ln,.(k)(Tms + T,)) is the time period 
from the k-th reservation slot t,o the (IC + 1)-th reserva- 
tion slot, and so &,.(k) is the number of corresponding 
slots including the reservation slot during T,,.(k) with 
the following conditional distribution given N(IC) = n: 

a fixed constant. 

if 1 = 1 , n  = 0, 

(4) 
if 1 # 1, n = 0, 
if 1 < 2 , n  # 0, 

The distribution of the number of the downlink message 
arrivals, Na(k) ,  from the end of the ( k  - 1)-th reserva- 
tion slot to the end of the k-th reservation slot given 
L,,.(k - I) = I is 

The probability that a non-backlogged client requests 
in the k-th reservation slot given L,,(k - 1) = 1 is 

(6) I - 1 - e -A*l (Tmsws) /Ku 
q g  - 

Let Q$(i,m) be the probability that i out of IC, - m 
non-backlogged clients transmit requests in the k-th 
reservation slot, and let Q,.(i, m) be the probability 
that i of m backlogged clients transmit requests given 
M(IC - 1) = 7 7 1  and L,,.(k - 1) = 1 ,  then 

I<, - 772 

(7) 

Now, N,.(k)  + Ng(k)  clients will transmit requests in 
the k-th reservation slot. Accordingly, we obtain the 
following state transition relationship: 

8d.2.5 
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where T ( k )  = 0 if N ( k )  = 0 and 1 if N ( k )  >_ 1, and 
N,(k)  is the number of the successful requests during 
the k-th reservation slot.* 

The probability P u ( j ,  k, f) that out of clients suc- 
ceed in the k-th reservation slot (with i reservation re- 
quest mini-slots) is given by 

i f 3  > i o r  (3 = i a n d  i > i), 
-3 , i - ; ) / i k ,  otherwise, 

(9) 
where A(k’, I’) is the number of cases such that k’ clients 
requested during one of I’ mini-slots, and all of them 
failed: 

if IC’ = 0, 
if k’ = 1, 

if k’ 2 2 ,  
(10) 

k’ where (n1n3...n9) (= k’!/nl!nz! f .  .n,!) is the g-th order 
multinomial coefficient, and the condition C of the g-th 
order vector n = ( ~ ~ 1 , 7 1 2 , .  . . , ng} is: (i) ni = k’; 
(ii) for all i, ni 2 ni+l; and (iii) for all i, ni 2 2. The 9’- 
th  order vector m = {ml , m2, . . . , mg‘}, which directly 
depends on the vector n, satisfies: (i) E::, mi = g; (ii) 
g’ = ni; and (iii) mi is the number of nj’s such 
that nj = i. 

Finally, we can easily derive the state transition 
probabilities of M ( k )  and N 
( M ( k ) ,  N ( k ) ,  Lnr(k))  = (m, 

respectively, given 

K,-m m 

g=O r=O 

.Pu(g - i , g+r ,Lms) ,  (11) 

for I(, - m 2 i 2 -Lms + 1 if m > Lm, and Ir‘, - 
m 2 i 2 -m if m 5 L,,, where Lm, is the number 
of the reservation mini-slots in a reservation slot, i.e., 
Lm, = K / 2  = T,/(2Tm,), and 

Pn,n+j(?, n , o  
Ci=o qh(a)Qs(j - aim, I ) ,  if = 0, (12) 

for j 2 0 if n = 0 and j 2 -1 if n > 0, where Q,(ilm, I )  
is the probability of N , ( k )  = i given M ( k  - 1) = m and 
L,,(k - 1) = I :  

K,.-m m 

(13) 
The conditional state transition probability of the 
2-dimensional Markov cha.in ( M ( k ) ,  Ar(k))  given 
L,, (k) = 1 is: 

Pf,,n),(m+i,n+j) = Pm,m+i(m, n1 l ) ~ n , n + j ( m ,  n, 1 ) .  
(14) 

Averaging the effect of the condition L n r ( k ) ,  we obtain 
the state transition probability: 

00 

P(m ,n ) ,(m +i ,n +j ) = P/m ,n 1 ,(m +i ,n + j  1 PL m v ( k  11 ~ ( k  (1 In) * 

(15) 
/= 1 

Finally, we can obtain the steady-state probability: 

rm,n = lim P ( M ( k )  = m , N ( k )  = n).  (1G)  k-co  

Uplink Request Success Rate: The request success 
rate from the ( k  - 1)-th reservation slot to the k-th 
reservation slot‘given ’N,(k) = i and Ln,(k - 1) = 1 is: 

i 
Ri(i ,  I )  = 

i(Tms + Ts) 
By averaging N, (k )  and Ln,(k , we get the uplink re- 
quest success rate given M(k-1 = m and N(k-1) = n. 

Lm. 00 

i = l  /=I  

We define two new continuous-time processes k f ( t )  = 
M ( k )  and xr(t) = N ( k ) ,  if t E [Ek ,Ek+l ) ,  where Ek 
is the end time of the Ic-th reservation slot. Note that 
M ( t )  denotes the number of backlogged clients at time 
t .  We can obtain the steady-state probability of this 
process as follows: 

where E[.] is the expectation of a random variable, 
~ k q  = limk,, P(Ar (k )  = n)  = cm rm,n,  and L;,. is 
the number of the slots between two consecutive reser- 
vation slots, Ln,.(Ic), given N ( k )  = n. It is easily shown 
to  be E[Li,.] = 1 and E[Lh,] = 1 + 1/p,. For a given 
time t ,  if M ( t )  = n and f i ( t )  = m, then the conditional 
request success rate is RIs(m,n). Thus, by averaging 
this over time, we get the average request success rate: 

m n  

Average Request Success Delay: We derive the de- 
lay from the generation of a message to a success- 
ful request for its transmission. The first term in 
the delay is the average time V from the message 
generation to the beginning of next reservation slot. 
When N ( k )  = 0, L n r ( k )  = 1. Then the gener- 
ation time of a message - generated in [ B k , B k + l )  
for an arbitrary k - will be uniformly distributed in 
[Bk,Bb+l] [113, where B k + 1  - B k  = T, + Tms,  since 
messages are generated according to a Poisson process, 
and so E[VlA‘(k) = 01 = (T,+Tm,)/2. When N ( k )  > 0, 
Ln,(k) has a geometric distribution plus one. Since the 
geometric distribution is memoryless, when a message 
was generated, E[VIN(k)  > 01 is approximated to be 
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E[L~,.-l](T,+T,,). Consequently, we obtain the mean 
value of V as: 

E[V] 55: - (T, + T,,)+p + E[& - 13 
2 

.(T, + T,,)(l - 7 i 2 9 ) .  (21) 

Secondly, according to  Little’s theorem, the average 
time spent in the backlog is the ratio of the average 
of backlogged clients to  the average message genera- 
tion rate G,,, or E[A?]/Gnew, where the average of 
backlogged clients E l k ]  = Em E, m+,,,. Now, the 
average delay measured is given as: 

E[if] 
(mini-slots), (22) 

where the first term corresponds to  the time to the next 
reservation slot, the second term to a reservation slot 
time, and the third term to  the average backlog delay. 
For the whole system to  be stable, the average rate of 
new message generation must equal the average mes- 
sage transmission request success rate, i.e., G,,, = R:. 
Finally, we get the desired throughput-delay relation 
under the stable condition: 

D: = E[V] + Ts + - 
Gn e w 

(niini-slots). (23) E [ icf] 
D: = E[V] + T, + J 

RU 

Throughput Analysis: Due to  the existence of con- 
trol mini-slots and reservation slots, the maximum 
achievable throughput WtTtz is less than one, and is 
dependent on the message length distribution. Assum- 
ing that for all I C ,  N ( k )  > 0, a reservation slot and a 
message transmission will alternate continuously, thus 
achieving the maximum possible throughput which is 
given by 

Note that the actual total incoming rate (including both 
uplink and downlink) to the base station service queue 
is Atotai = Ad+R:. Now, ifAt?taiE[L;,.-1]Ts 2 
i.e., if the base station service queue is in the sta- 
ble condition, the downlink throughput wd and uplink 
throughput W, would be 

wd = AdE[LAr - 1]Ts, 
w, = R;E[L:, - i ]~ , .  (25) 

Average Delay: First of all, we need the queueing de- 
lay in the base station service queue] i.e., the average 
delay from the entrance of a downlink message or an 
uplink request into the service queue to the start of its 
transmission. We first obtain the average number of 
the queued downlink messages or uplink requests in the 
base station service queue which is given by 

E[AT - llfi > 11 = E(. - l)7iFq, (26) 
n 

because AT(t)-l corresponds to  the number of downlink 
messages or queued requests in the base station service 
queue for [Ek, Ek+l) .  Now, the queueing delay is given 
using Little’s theorem: 

where G‘,,, = Atotal = A d  + R: for the system to  be 
stable. Now, the downlink delay is given by 

Dd = E[LA,. - l](Ts + T&) + E[V] -4- D,, (28) 

where E[V]  is the average time from a downlink message 
arrival to the end of the next reservation slot, which is 
approximated to  the value from Eq. (21), and the uplink 
delay is given by 

Du = E[LA, - l](Ts + L)  + D: + Dq. (29) 

In both equations, the first terms stand for the mes- 
sage transmission delays, the second terms for the de- 
lays from the arrival/generation of a message to  the 
entrance into the base station service queue, and the 
third for the queueing delays in the service queue. 
Numerical and Simulation Results: We show some 
analytical calculation results using the equations above, 
and compare them with the simulation results. For the 
simulations, we generated Poisson traffic, and followed 
the assumptions given a t  the beginning of this section. 
The results are based on pr = 0.1, = l . ,  K, = 5, 
Ii‘ = T,/T,, = 10 (and so L,, = 5). 

Fig. 6 (a) plots the uplink delays D, as Xu increases 
for three different A d  values, while Fig. G (b) plots the 
downlink delays Dd as A d  increases. We observe that 
the numeric calculations (with mark calc) and the simu- 
lations (with mark siml) are very close to  each other for 
the same parameters. Note that we did rarely use ap- 
proximations for our analysis except for in Eq. (21). In 
both cases, delays are almost constant for small rates, 
but monotonically increase, and then go to  infinity as 
the actual total incomingrate &tal (= Ad+ R:) goes to 
W ~ ~ ~ / ( E [ L A ,  - 1]T,) ( M  8.2Ge-3 in the results). Due 
to the closed-loop behavior of the clients, Ri 5 A,. 
Hence, in the figures, the marginal rates (at which de- 
lays become infinite) appear larger for uplink under the 
same parameters. Note that the uplink delays arejarger 
than the downlink delays by as much as T, + E[M]/R: 
under the same condition from Eqs. (28) and (28). 

Fig. 7 compares the simplified protocol with the sim- 
plifications S1 and S2 (marked with siml) and the ac- 
tual protocol without S1 and S2 (marked with sim2) 
using the simulation results of the delay-versus-rate re- 
lationship. For the actual protocol, MNRSL = 10 was 
used. In both graphs, we observe that delays are smaller 
for the actual protocol, especially for large rates, since 
the messages can be transmitted consecutively without 
the appearance of a reservation if the first message has 
less than MNRSI; packets. Consequently, the marginal 
rates are larger for the actual protocol, implying that 
the maximum achievable throughput be larger for the 
actual protocol. 
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siml:A,,=0.00001 + 
calc:A,,=0.00001 ------- I siml:L=0.00200 x 
calc:A~=0.00200 

sim1:A -0.00400 x 
calc:L$O 00400 - - - - 

le-05 1 e-04 1 e-03 1 e-02 
k,, (packetdmini slot) 

500 

400 

siml:A,,=0.00001 + 
calc:~=O.00001 ------- - siml:A,,=O.00200 x 

siml:~=0.00400 x 
- calc:A,,=0.00400 

calc:k,,=,=0,00200 .............. 

. -- 
1 e-05 1 e-04 1 e-03 1 e-02 

(packetdmini slot) 

(a) Uplink; 0, vs. A, (b) Downlink; Dd vs. Ad 

Figure 6: Comparison between analytical calculations (marked with calc) and simulations (marked with siml).  

600 ’ ’ ;‘; ’ i 
j &  f :  siml:Ad=O.OOOO1 -+- 

sim2:Ad=0.00001 ---x--- 
500 - siml:Ad=0.00200 ---*--- 

siml:hd=0.00400 - 
4oo - sim2:hd=0.00400 - -0.- 

, :  
f! I ;  :, sim2:Ad=0.00200 .... o ..... 

300 - 

1 e-05 1 e-04 le-03 1 e-02 
A,, (packetshnini slot) 

500 

400 ’ 

sim1:A -0 00001 --e 
sim2:A!!~0:00001 ---x--- 

... 
le-05 1 e-04 1 e-03 1 e-02 A,, (packetdmini slot) 

(a) Uplink; D, vs. A, (b) Downlink; Dd vs. Ad 

Figure 7: Comparison between the simplified protocol (marked with siml)  and the actual protocol (marked with simi?). 

6 Concluding Remarks 
In this paper, we have considered a WLAN providing 

QoS guarantees for heterogeneous traffic in a cell. Ac- 
cording to the required QoS, traffic is categorized into 
class I (real-time) and class I1 (non-real-time). The pro- 
tocol is based on the framing strategy for class I and a 
reservation scheme for class 11, where class I has prior- 
ity over class 11. When each class-I connection follows a 
smoothness model, it was shown to be possible to guar- 
antee the delay bound and throughput using the stop- 
and-go queueing. The admission test for a new class-I 
connection was also defined. When there is no eligi- 
ble class-I traffic, class-I1 traffic is transmitted. Uplink 
class-I1 transmission reservation and uplink class-I con- 
nection establishment were requested using the reserva- 
tion scheme. We finally analyzed the average delay and 
throughput of the reservation scheme for class-I1 traffic, 
and presented the numerical calculation and simulation 
results. 
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