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Abstract

Full support for interactive VCR functions can be
achieved only by dedicating a channel for each customer.
Unfortunately, channel dedication should not be used in
a multicast video-on-demand (VoD) system, because it de-
grades scalability, and hence economical viability, which
is usually achieved by multicasting videos. We, therefore,
propose and evaluate a fully-interactive, yet scalable, on-
demand service in multicast VoD systems. In the proposed
framework, support for interactive operations is provided
by (1) allocating a fraction of the VoD-server’s channel ca-
pacity to handle interactive operations which would other-
wise be blocked, and (2) using partial caching of programs
in customers’ premise equipment (CPE) to merge customers
back in synchronization with broadcast channels. Our eval-
uation results indicate that batching policies under the pro-
posed framework can make an attractive tradeoff between
scalability and customers’ QoS.

1. Introduction

The need to batch requests for the same movie title to-
gether has long been recognized for scalability, commercial
success and immediate deployment of a multicast video-on-
demand (VoD) system [4, 5]. As mentioned in [1, 6], some
multicast VoD systems already provide customers with a
framework for limited and scalable VCR capability. In
“Near-VoD” (NVoD) or “Quasi-VoD” (QVoD) systems [1],
for instance, video programs for the same movie title are
sourced with (quasi) regularly-staggered intervals, called
phase offsets, and customers can perform discontinuous op-
erations by specifying the length of video they want to skip,
possibly in integer multiples of the phase-offset duration.
Limited continuity in VCR actions can also be provided by
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caching a small amount of video data (e.g.,5minutes’ worth
of video) in a buffer located close to the client, such as in the
customers’ premise equipment (CPE). This buffer can then
be accessed without removing the customer from the mul-
ticast group, and may even allow multicast-group member-
ship changes to occur in a quasi-continuous fashion. In such
VoD systems, however, full support for interactive functions
requires an individual service, which can only be achieved
by dedicating a channel per customer, thereby limiting the
scalability achieved by multicast communication. In this
paper, we address how to provide a fully-interactive on-
demand service in multicast VoD systems without compro-
mising system scalability and economical viability.

In this paper, we (1) propose mechanisms for unre-
stricted VCR functionalitywith minimal degradation of sys-
tem scalability, and (2)integratesupport for VCR actions
and the VoD server’s batching policy while considering both
VoD server scalability and customers’ QoS for various re-
alistic scenarios. First, since full-fledged support for inter-
active operations requires dedication of “interaction” chan-
nels (or I-channels) to execute operations which would oth-
erwise be blocked,resource reclamationis needed to pre-
vent the system from degrading to a non-sharing mode. We
show that the CPE buffer can be actively employed to merge
a customer served by an I-channel back in synchronization
with a “batching” channel (B-channel), by simply prefetch-
ing frames or groups of frames while the I-channel is serv-
ing the customer in playback mode [11]. Thus, both the
VoD server and the CPE buffer can work synergistically to
decrease the probability of blocking VCR actions while pre-
serving VoD server scalability.

Second, realistic empirical scenarios are needed to iden-
tify scalable batching policies for which support for VCR
functionality provides good performance, oracceptable
QoS. In addition to the admission latency and the defec-
tion rate due to long waits, customers’ QoS in multicast
interactive VoD systems now depends on the VCR action
blocking probability. Both customers’ QoS and VoD server
scalability are affected primarily by a combination of sev-



eral independent factors, such as: (1) the CPE-buffer size
and management; (2) the ratio of the number of I-channels
to that of B-channels; (3) customers’ request and interaction
behavior; and (4) the VoD server’s batching policy. This pa-
per aims at providing a better understanding and guidance
in the way these factors interact.

The paper is organized as follows. As a starting point, we
first outline how a multicast VoD server can provide support
for discontinuous and intermittently-continuous VCR ac-
tions by using the CPE buffer. Next, we analyze how, with
appropriate I-channel management, unrestricted interactive
operations can be incorporated into a multicast VoD system.
We then describe the experimental setup used to evaluate
VCR functionality. For the sake of realism, we introduce an
idealized model of customers’ interaction behavior, which
captures several key features, such as frequency and dura-
tions of VCR actions, and bias towards “forward” or “back-
ward” interactions. Finally, Section 4 describes preliminary
simulation results on a carefully-chosen batching policy un-
der various conditions of customers’ behavior and resource
allocation. The paper concludes with Section 5.

2. Support for Limited VCR Functionality

We present the CPE-buffer support for discontinuous
and intermittently-continuous VCR actions, when the VoD
server simply sources video materials in playback mode.

2.1. Definition of Interactive Behavior

Customers wait in line until the VoD server decides when
to start program transmission based on such constraints as
the available capacity of the movie archive on disks or
disk arrays. In the most general case, customers may be
partially-patient and renege service after waiting a certain
amount of time. Such admission behavior determines how
customers place their requests on the VoD server. After ad-
mission, customers’ interactive behavior consists of the fol-
lowing types of interactions, originally identified in [10]:

Play/Resume: Regular video playout from the beginning
or any other location.

Stop/Pause/Abort: Stopping the presentation, without
picture or sound (Stop, Abort), or with picture but
without sound (Pause). Note that an abort action ter-
minates the connection.

Fast Forward/Rewind: Immediate jump to a particular
video location in the forward (backward) direction.

Fast Search/Reverse Search:Quickly moving presenta-
tion forward (backward), with picture and possibly
sound.

Slow Motion: Moving presentation forward slowly, with
picture and, possibly, sound.

In order to understand the limited support provided by
default in multicast VoD systems, one can discriminate two
levels of interactivity according to the linearity in playback
experienced by customers [6].Continuousinteractive oper-
ations allow a customer to fully control the duration of inter-
action, whereasdiscontinuousinteractive operations such
as fast forward and rewind, can only be specified for du-
rations that are integer multiples of a predetermined time
increment. By caching a limited amount of video data, the
CPE buffer partially supports both continuous and discon-
tinuous actions, and can beaccessed with very low latency
during interaction [6]. Multicast groups are then formed by
having multiple CPEs listen to the same channel. Assum-
ing a frequency division multiplexed system such as in the
already-available CATV, a multicast group is identified by
a particular channel, and a customer can join the group by
tuning to the appropriate frequency.

Discontinuities in VCR actions happen in two possible
scenarios. First, customers may suddenly exceed the CPE-
buffer capacity while performing a continuous action, e.g.,
pausing for too long. In that case, the VoD server may trans-
fer the customer to another multicast group. Second, in fast
forward and rewind, a customer may specify the length of
video s/he wants to skip, in which case the VoD server will
determine the multicast group whose playout point is the
closest to that requested by the customer. While “naturally”
discontinuous VCR actions such as fast forward and rewind
require negotiation of the jump size before the action ac-
tually takes place, continuous actions are performed until
the viewer either decides to return to playback mode, or un-
til the CPE-buffer capacity is exceeded, whichever happens
first.

2.2. Continuous Service of VCR Actions

The CPE buffer is sized depending on its affordability.
For example, 5 minutes’ worth of MPEG-1 compressed
video at 1.5 Mbps represents approximately56:25 MB,
which, stored in DRAM for fast access, should cost around
$200 in 1997. Thus, a small buffer (e.g.,1 minute) is likely
to be affordable in comparison with other hardware compo-
nents required by the CPE (e.g., decompression hardware).
The general operation of a CPE buffer during a VCR ac-
tion is depicted in Fig. 1. The CPE buffer can be seen
as asliding windowover the largestusablesequential por-
tion of the video (e.g.,7000 frames, or roughly4 minutes’
worth of video, on the figure). This portion is composed
of the video between the most recent frame — the latest
frame available for linear access in the portion of video pro-
gram currently held by the CPE buffer — and the oldest
frame. (The most recent frame usually corresponds to the
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Figure 1. Displacement of the play point
within the CPE buffer

most recently prefetched frame from the multicast group.)
In between these two frames, the location of the video cur-
rently accessed by the customer is known as theplay point.
Video frames (or more generally, group of frames, or video
segments) are received at rateR in a synchronous fashion,
and those frames already displayed (or “past” frames) are
kept in the buffer, for reverse search and rewind operations.
Those prefetched frames that have not been displayed yet
are called “future frames.” If the CPE buffer is full, the old-
est frame is discarded to make room for a recently-received
frame. In Fig. 1 — and throughout the paper — the posi-
tions of the play point and oldest frame are always repre-
sented relative to the most recent frame. Thus, each graph
can be thought of as a “snapshot” of the usable CPE-buffer
content at an arbitrary time. Note that this representation
of the CPE buffer is alogical representationused for the
sake of clarity, and it may not necessarily correspond to the
actual arrangement of frames in physical storage. We delib-
erately ignore out-of-sequence frames, which are treated as
buffer space available for past frames.

Initially, the play point corresponds to the most recent
frame and the CPE buffer is progressively filled with past
frames as the initial playback continues. Upon execution
of VCR actions such as pause, stop, fast reverse or rewind
within the CPE buffer, the play point will change as shown
in Fig. 1 while frames are still being received synchronously
from the multicast group. Play actions will not change the
relative position of the play point with respect to the most
recent frame. After a pause or a stop for a duration ofM
frames, however, the CPE buffer is forced to increase the
distance between the play point and the most recent frames
by M frames, thus causing a negative displacement of the
position of the play point. Fast forward and rewind will
simply cause a jump ofM frames forward or backward. As
for fast search, reverse search, and slow motion, the dis-
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Figure 2. Discontinuous fast forward action.

placement of the play point’s position will depend on the
speedup factorSP (e.g.,3) and the slow motion factorSM
(e.g.,2). For instance, due to the synchronous constraint, a
fast search action spanning overM frames will cause an ac-
tual displacement of(1� 1

SP
)M . Similar observations can

be made for reverse search and slow motion. Depending on
the relative displacement of the play point with respect to
the most recent frame, we can now classify VCR actions be-
tween “forward” and “backward” interactions. Fast search
and fast forward can be considered as forward interactions,
since during these interactions, the gap between the play
point and the most recent frame is being progressively re-
duced. All other VCR actions are considered as backward
interactions. Note that this classification may be counter-
intuitive for some VCR actions. In the case of slow motion,
for instance, the customer is accessing video data that is
located forward in the program, but the frames in the CPE
buffer are being accessed and displayed at a rate slower than
the synchronous rate, hence causing a negative relative dis-
placement of the play point. For the same reason, pause and
stop are also considered as backward interactions.

2.3. Discontinuous Service of VCR Actions

A viewer reaching the most recent or the oldest frame
in the CPE buffer while performing a fast search, reverse
search, or a slow motion will be forced to resume playback.
Consequently, due to its limited size, the CPE buffer can
only provide intermittent support for continuous VCR ac-
tions. As can be seen from Fig. 1, discontinuous actions
such as fast forward, rewind, and continuous actions such
as pause or stop for a short duration, can also be served in
a continuous fashion as long as the CPE buffer can store
prefetched frames from the current multicast group. Oth-
erwise, a multicast group change is required, making the
service discontinuous.

In case of a fast forward or rewind request for a video
location outside the CPE buffer, the VoD server will first
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determine the channel whose play point is the closest to
the target frame requested by the customer. This opera-
tion is illustrated in Fig. 2, in which the target channel is
the candidate whose play point at the time of the request is
the closest to the requested target frame. Once a multicast
group change has taken place, the entire content of the CPE
buffer has to be discarded since the continuity in the frame
sequence has been broken.

In case of pause or stop, multicast group change is
needed when the CPE buffer is full and the play point cor-
responds to the oldest frame. Depending on the CPE-buffer
content and on the duration of the interaction, discontinu-
ous pause and stop actions may not necessarily cause dis-
continuity in the playback seen by the viewer. In the situa-
tion represented in Fig. 3 (case1), the VoD server sources a
“later” candidate channel whose play point has already been
prefetched while the customer was in pause or stop state and
the CPE buffer was being fed by a B-channel. In this case,
group reassignment is seamless and the CPE buffer can dis-
card any frame that has been prefetched after the candidate
channel playout point, leaving spare buffer space for past
frames. In the situations represented in Fig. 4 (cases2 and
3), the target channel is chosen to minimize the jump expe-
rienced when the customer resumes. The CPE buffer con-
tent has to be entirely discarded. Note that the size of the
discontinuity is a measure of the QoS experienced by the
customer.

If several candidate channels are available in case1 of a
discontinuous pause or stop, the choice of a target channel
is arbitrary and depends on the CPE-buffer management. If
backward VCR actions are a customer’s dominant behavior,
one should keep as many past frames as possible in the CPE
buffer. In this case, the customer should join the channel
with the largest number of discarded prefetched frames (i.e.,
whose play point is the closest to the customers’ play point).
In the other cases, one may choose to change the CPE buffer
as little as possible and keep as many prefetched frames as
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Figure 4. Discontinuous pause/stop: cases 2
and 3.

possible.
The number of channels allocated to a particular movie

title will determine the discontinuity experienced by cus-
tomers of that movie in discontinuous VCR actions. If very
few channels (e.g.,2�3) are allocated to a rarely-requested
movie, the likelihood of finding a “nearby” candidate chan-
nel following discontinuous actions is very small. In this
case, it is safe to assume that group changes will not occur
unless expressly requested by customers. As more chan-
nels are allocated to the most frequently-requested movie
titles, the average phase offset between two adjacent chan-
nels can become small enough for the CPE buffer to hold
the difference in frames of the two channels, so that a group
change is more likely to be performed seamlessly. In any
case, whether the phase offset is larger or smaller than the
CPE buffer capacity, the CPE buffer cannot always guaran-
tee a smooth transition between adjacent multicast groups.

3. VoD-Server Support for VCR Actions

Interaction functionality in VoD servers dedicating their
resources to sourcing video materials in playback mode
is, at best, limited to discontinuous and intermittently-
continuous VCR actions. In this section we propose a
framework for full-fledged, yet scalable support for inter-
active operations by (1) allocating I-channels on-demand
to handle interactive operations which would otherwise be
blocked or served in a discontinuous manner, and (2) using
the CPE buffer to merge the customer back in synchroniza-
tion with a B-channel once playback is resumed within an
I-channel.

3.1. Related Work

VoD systems combining requests batching and VCR
functionality were initially presented in [6], [8], and [11].
In [6] and [8], support for continuous service of pause oper-
ations was simulated for an NVoD server but merge opera-
tions from I- to B-channels were either ignored ([8]) or did



not guarantee continuity in video playout ([6]). In thesplit-
and-merge (SAM) protocol[11], all interaction types intro-
duced in Section 2.1 are served by allocating I-channels as
soon as a VCR action request is issued. When playout re-
sumes, the VoD server attempts to merge the user back into
a B-channel, using a dedicatedsynch bufferlocated at ac-
cess nodes and partially shared by all the users. Should
this attempt fail, a request for a new B-channel is then initi-
ated. Although the SAM protocol, and to a lesser extent the
schemes presented in [6] and [8], dramatically increase the
capacity of the system in comparison with true VoD systems
which do not use batching, these schemes lack scalability in
both admitting newly-arrived requests and servicing inter-
active operations.

In the SAM protocol, B-channels are allocated in two
different ways. First, upon their arrival, customers requests
for a particular movie are forced to wait for an arbitrary
amount of time so the batching factor for that movie may
be increased. This batching policy is known asforced-
wait [5]. Second, B-channels are also startedon-demand
at a random location in the video, for customers who could
not be merged back into an existing multicast group after
their VCR action was served by an I-channel. Both batch-
ing policies lack scalability [5, 2] and cause uncontrolled
customers’ QoS degradation, following a sudden increase
in traffic intensity and in customers’ level of interactivity.
In the latter case for instance, consecutive pause actions in
SAM tend to reduce the amount of synch buffer available to
the customer, thereby increasing the number of requests for
B-channels. Then, these B-channels, allocated on-demand,
will not be available for admission of new incoming re-
quests and the overall throughput of the VoD server may
be significantly reduced. To further illustrate the scalabil-
ity problem, B-channels in [8] are allocated as in NVoD for
customers’ admission, and on-demand when admitted cus-
tomers resume from pause actions. Even in this “partially-
scalable” situation, it is shown in [8] that given arbitrary as-
sumptions on customers’ behavior, the required channel ca-
pacity ensuring a predetermined latency in both admission
and pause actions, and a minimum defection rate, grows
linearly in request arrival rate. Clearly, allocation of B-
channels has to be isolated from customers’ interaction be-
havior. Also, an “admission queue” has to be implemented
to batch the incoming requests in a scalable fashion.

Next, the partially-shared synch buffer, statically allo-
cated by the VoD server and located at the accessnodes, is
used exclusively for merge operations. Had the synch buffer
capacity been used similarly to a CPE buffer as in Sec-
tion 2.2, more interactions would have been served without
I-channel allocation. In addition, the time needed to merge
customers back into a multicast group may be considerably
reduced, or even eliminated, if buffer space is used to keep
frames that have already been prefetched from an I-channel.

This situation, elaborated on in Section 3.2, can happen
frequently after pause, stop, or reverse search actions. A
shortened merging time clearly results in a decreased I-
channel holding time and a subsequent higher availability
of I-channels to serve other VCR actions. In contrast, poor
buffer utilization in SAM leads to a blocking probability
and delay in VCR actions that growlinearly in traffic inten-
sity. Unlike the shared-buffer approach presented in [11],
we will show in Section 3.2 that active use of a CPE buffer
provided by the customers themselves is needed to achieve
a higher QoS and scalability in VCR actions without incur-
ring more buffer space than in the SAM protocol. Although
a shared buffer may seem a cheaper alternative, decentral-
ized management of non-shared buffers is better suited to
large-scale deployment since (1) no extra buffer, bandwidth,
and processing power are needed as the service provider ex-
pands, (2) buffer costs are divided among customers.

Finally, when no resources are available to handle con-
tinuous service of interactive operations due to a heavy
load of requests, it is critical for the service provider to
offer discontinuous service as explained in Section 2. In
the SAM protocol, blocked interaction requests are queued,
and, therefore, experience unpredictable delays which limit
the “on-demand” nature of the service.

3.2. Framework for Scalable Interactions

3.3. I-Channel Allocation

I-channels are allocated when a customer exceeds its
CPE buffer limit in three different cases: (1) the play point
reaches the oldest buffered frame during a stop, pause, re-
verse search or a slow motion action; (2) the play point
reaches the most recent frame during a fast search action;
(3) a fast forward or rewind action is requested for a frame
located outside the CPE buffer. This is summarized in the
left side of Fig. 5. Note that even though pause and stop
actions do not require data delivery, an I-channel has to be
allocated as soon as the CPE buffer is exceeded in order
to ensure continuous playback when the customer decides
to resume. If no I-channel is available, fast search, reverse
search and slow motion actions will be blocked, whereas
in other cases, the VCR action will be served in a discon-
tinuous fashion as explained in Section 2.3. In summary,
VCR actions can be either served in a continuous fashion
by the CPE buffer or an I-channel, blocked, or served in a
discontinuous fashion.

If an I-channel is readily available, the customer is
served in interaction mode, which may require the VoD
server to adopt a specific retrieval and delivery policy when
the data delivery rate is altered (e.g., during a slow motion,
fast search or reverse search). Several techniques have been
proposed to implement fast and reverse search operations at
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n times the normal playback rate [7, 9, 13]. They usually
differ in the additional resources required (e.g., file format,
storage, network support), in the flexibility in the choice
of a browsing speed, and in the discontinuity felt by the
user. While it is beyond the scope of this paper to deter-
mine which scheme is better suited for VoD service, we as-
sume, for simplicity, that the linear frame sequence is pre-
served during fast or reverse search actions. This constraint
is met if frames are transmitted atn times the normal de-
livery rate or if fast access is performed by retrieving a ver-
sion of the movie intended for that purpose [9, 13]. As for
slow motion, we simply assume that the most recent frame
is prefetched and the oldest frame discarded at a slower rate,
without changing the relative position of the play point. For
a simple description of CPE-buffer management, we also
assume that all frames are of the same size. However, most
of the mechanisms can be easily adapted to VBR video or
to CBR transport of video with different frame sizes.

The right side of Fig. 5 represents the CPE buffer when
playback is resumed within an I-channel. In the case of
a fast forward and rewind action, all frames in the CPE
buffer have to be discarded since the linear sequence is bro-
ken. Note that although fast forward and rewind are dis-
continuous actions, they are served in a continuous fashion
if an I-channel is available to accommodate the displace-
ment in play point. A fast search action should be executed
by fetching frames from the I-channel at a rateSP � R
without changing the relative position of the play point and
the number of future frames within the CPE buffer. In the
case of slow motion, pause or stop action, we assume that
the relative position of the play point remains unchanged.
Thus, during a slow motion action, the CPE buffer is actu-
ally prefetching the most recent frame while the customer
is displaying the frame located in the play point, which cor-
responds to the oldest frame. The operation of an I-channel
during a reverse search is more complex. During the in-
teraction itself, frames are prefetched in reverse order, at a

faster rate. Thus, the CPE buffer will stay full and the play
point will not be changed. Note that this is the only situa-
tion where the most recent frame does not correspond to the
most recently prefetched frame. When playout resumes, we
assume that the I-channel will start sending the frame corre-
sponding to the most recent frame, so that, similarly to slow
motion, pause and stop actions, the play point is unchanged
and the entire content of the CPE buffer is kept as future
frames. The reason for keeping as many future frames as
possible is to shorten the duration of merge operations, as
we shall see in the next section.

3.4. Merge Operation

In order to prevent the system from degrading to a non-
sharing mode, a key feature of the proposed scheme is that
the VoD server attempts to merge customers back to an on-
going B- or I- channel in play mode as soon as they re-
sume playback within an I-channel. A merge operation is
basically to search for atarget channel, which is an active
channel in play mode carrying the same movie title as the
I-channel to be merged, and whose play point temporal lo-
cation in the video program is ahead of the customers’ play
point but no more thandCPE ahead, wheredCPE is the
maximum duration of video held by the CPE buffer and
played at playback rate. The last condition is needed to en-
sure the availability of enough CPE-buffer space to prefetch
frames from the target channel while the merge operation is
taking place.

Depending on the relative position of the customers’ play
point within the CPE buffer right after the VCR action —
indicated in the right side of Fig. 5 — we can distinguish
two situations. First, as illustrated in Fig. 6, the play point
of the target channel may already reside in the CPE buffer.
This is possible, for instance, after a pause, stop, slow mo-
tion or reverse search performed in an I-channel, in which
case the CPE buffer is full and the play point corresponds
to the oldest frame in the CPE buffer. In this situation, the
play point of the target channel, if any, is already present
in the CPE buffer and the merge operation can then be per-
formedinstantaneously. This is illustrated in Fig. 61. Once
the customer has been merged into the target channel, two
management choices are available to the CPE buffer. First,
the CPE buffer can opt to discard all frames that are ahead
of the play point of the target channel, so the most recent
frame may be in synchronization with the target channel.
Second, it is also possible for the CPE buffer to discard the
frames sent by the target channel that are already present
in the CPE buffer, while moving forward the relative posi-
tion of the play point. In both cases, the buffer space left
by discarding frames becomes available for past frames. If

1Note that the merge operation in this case is similar to a discontinuous
pause/stop, case1 in Section 2.3
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several channels are found eligible for a merge operation,
the choice of a target channel is purely arbitrary and de-
pends on the CPE buffer management. If the play point of
the candidate channel is close to the customers’ play point,
a large portion of prefetched frames will have to be dis-
carded, thus making more space available for past frames.
Choosing such a target channel would be better suited for
interactive access patterns dominated by backward interac-
tions. If the play point of the target channel is close to the
most recent frame held by the CPE buffer, most prefetched
frames would be kept after the merge. This choice, assumed
by default, allows us to save bandwidth by minimizing the
number of prefetched frames that would otherwise have to
be transmitted twice.

The second merge situation occurs when the target chan-
nel’s play point has not yet been prefetched, for instance, af-
ter fast search, fast forward, or rewind actions, which move
the position of the customer’s play point within the CPE
buffer to the most recent frame. Since a few future frames
are held by the CPE buffer, the duration of the merge oper-
ation corresponds to the offset between the play point of the
candidate channel and the most recent frame currently held
by the CPE buffer. This is illustrated in Fig. 7. A merge
operation comprises3 steps: (1) free sufficient CPE-buffer
space by discarding past frames; (2) prefetch frames from
the target channel while displaying frames received from
the I-channel, which is held for the whole duration of the
merge operation; (3) after a duration corresponding to the
offset between the respective play points, merge into the tar-
get channel and release the I-channel. Clearly, an I-channel
that is in the process of being released cannot be an eligible
target channel for another active I-channel. If several chan-
nels are found eligible, the target channel corresponds to the
minimum offset between play points. If the customer initi-
ates a VCR action while a merge operation is taking place,

Received from target channel
in newly available buffer space

I-channel

I-channel

Channel play point

Received from I-channel

CPE buffer

Target channel

CPE buffer

Target channel

Channel play point

prefetch

prefetch

Received from target channel

CPE buffer

Disregard
prefetch

Merge time = offset

Target channel

Play point

Before merge: customer in I-channel

During merge: customer in I-channel

After merge: customer in target channel

Play point prefetch

Received from I-channel

Channel play point

Received from I-channel

Play point

Figure 7. General merge operation.

the frames that have already been prefetched from the target
channel are discarded and the merge operation is aborted.
Note that in this case, some past frames were unnecessarily
discarded due to unpredictable customer behavior.

A merge operation may fail for several reasons. First,
it is not possible to find any candidate channel, in which
case playout will continue by fetching frames at playback
rate from the I-channel until the next VCR action. Second,
a customer may interrupt a merge operation by initiating
a VCR action. In both cases, consecutive VCR actions will
change the relative position of the play point within the CPE
buffer, which may no longer correspond to the oldest or to
the most recent frame when the next merge attempt takes
place. In both situations, while the customer is being served
by an I-channel, the CPE-buffer management should strive
to keep as many prefetched frames as possible in order to
shorten the duration of a merge operation. This is achieved
by using CPE buffer as indicated in Fig. 1 when the cus-
tomer is in playback mode, and as indicated in Section 3.3
during VCR actions.

In both merge and discontinuous operations, on-going B-
channels will be scanned first for eligibility, and if no candi-
date B-channel has been found, I-channels in play mode are
next to be examined. If the target channel is an I-channel, it
is changed to a B-channel after the merge operation: such a
B-channel is called apseudo-B-channelas it is not used for
admitting newly-arrived requests and it originates from the
pool of I-channels. Likewise, if customers leave a pseudo-
B-channel after issuing a VCR action, and only one cus-
tomer is left in the channel, the pseudo-B-channel is re-
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activity model.

verted back to an I-channel and will be merged as soon as
possible. Finally, when all customers depart from a regu-
lar B-channel used initially for admission, we will simply
assume that this particular B-channel will be kept active to
provide support for future merge and discontinuous opera-
tions.

4. Numerical Results

4.1. The Simulation Environment

Customers’ behavior can be divided intoadmissionand
interactivebehavior. We first assume that the aggregated
arrival of customers’ requests is a Poisson process with pa-
rameter�. Given a concurrent channel capacitys, the traf-
fic intensity is� = �L

s
, whereL is the average length of a

movie. We assume in the rest of this paper thatN = 10 dif-
ferent movie titles of durationL = 100 minutes are made
available by the VoD server and we adopt Zipf’s law [4] as
the movie-popularity model.

Once admitted, customers interact with the VoD server
according to the customer activity model depicted in Fig. 8.
In this model, durationsdi; i = 0 � � �8 and transition prob-
abilities Pi; i = 0 � � �9 are assigned to a set of states
corresponding to the different VCR actions presented in
Section 2.1. Each viewer stays in each state for an
exponentially-distributed period of time, unless the begin-
ning or the end of a movie is reached (the customer exits
the system normally in the latter case). Note that the set of
transitions depicted in Fig. 8 is an arbitrary example used
to provide intuition about the key aspects of the problem.
Other sets of states and transitions are perfectly possible, if
they prove to be closer to real behavior. Unlike the models
of customers’ interaction behavior that have been proposed
[10], our model captures, for the sake of realism, three spe-
cific parameters for their potentially significant impact on

Action P=R A S RW FF FS

P=R 0:75 0:02 0:035 0:04 0:04 0:04

Table 1. Transition probabilities from
play/resume.

the performance of the VoD server: (1) the level of inter-
activity, or frequency of requests for VCR actions; (2) the
duration of VCR actions; (3) thebiasof interaction behav-
ior, which indicates whether interactive operations are dom-
inated by backward or forward actions, or evenly distributed
between the two. First, the level of interactivity can be ad-
justed by assigning higher or lower transition probabilities
from the play/resume state to other states. Next, the du-
ration of VCR actions is included in the model. Finally,
the bias of interaction behavior can be set by tuning tran-
sition probabilities from play/resume in favor of backward
or forward actions. Note that transitions between interac-
tive states such as slow motion and reverse search are also
modeled.

Finding representativevalues for Fig. 8 is still an open
issue, since, to the best of our knowledge, there are no pub-
lished realistic (or empirically verified as such) models of
interactive customers. Such usage statistics could be col-
lected in visualization laboratories, or libraries with tradi-
tional video equipment, by monitoring the amount of time
each user spends performing a particular operation, count-
ing transitions from one state to another, and computing
their relative frequencies. With the exception of the dura-
tion in play/resume state being fixed at10 minutes and in
abort (A) state (of null duration), VCR actions are assumed
to be of equal length1 minute. As represented in Fig. 8, the
transition probability from any other state than play/resume
(P/R) to play resume is1, with the exception ofP9 set to
0:5. We also assume that slow motion is requested only af-
ter a reverse search (i.e.,P6 = 0). We also assume that that
the bias in VCR actions isneutral. Transition probabilities
are summarized in Table 1. (Values for reverse search and
pause are not represented as they are assumed identical to
rewind (RW) and stop (S), respectively.)11 other interac-
tion behaviors are defined in [3], depending on VCR actions
durations and bias, and customers’ interactivity level.

Support for VCR actions provided to customers in B-
channels is evaluated by measuring the relative fractions of
VCR actions which are (1) blocked; (2) served by the CPE
buffer (CPE actions); (3) served by an I-channel; and (4)
served in a discontinuous fashion2. This classification al-
lows us to evaluate both customers’ QoS in service received,

2We will henceforth simply refer to these VCR actions as discontinuous
actions, regardless of whether these actions are, by nature, discontinuous
(fast forward, rewind), or continuous (pause, stop).
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Figure 9. Admission latency and defections.

as measured by their ability to obtain continuous service
(fractions of I and CPE actions), and customers’QoS degra-
dation, which can be either graceful(fraction of discontinu-
ous actions) or not (fraction of blocked actions). Discontin-
uous actions are always pause, stop, fast forward, or rewind
actions for which no I-channel was found toaccommodate
seamless playback resumption. Blocked actions are always
fast search, reverse search, or slow motion actions which
were blocked once the CPE buffer capacity is exceeded.

4.2. Choice of a Partition between B- and I-
Channels

A good batching policy should protect customers’ QoS
and server throughput from unpredictable or sustained vari-
ations in traffic intensity. The ability to handle an arbi-
trarily large number of customers without loss of perfor-
mance is known as “scalability.” Due to length constraints,
we shall restrict our illustration of the proposed framework
to “QVoD-enhanced” NVoD, scalable batching policy in-
troduced in [1, 2] as an alternative to both on-demand and
NVoD policies. In “QVoD-enhanced” NVoD, the B-channel
capacitys is first partitioned amongN movie titles into
[s1; � � � ; sN ] as in NVoD, by optimizing an arbitrary pre-
determined objective as shown in [1] (e.g., minimize the
average phase offset, the defection rate for partially-patient
customers, or make a tradeoff between throughput and av-
erage phase offset). Then, a vector of optimal thresholds

K
opt

= [Kopt
1

; � � � ;Kopt
N ] is defined so that thesi channels

dedicated to a particular movie titlei are initiated only as
soon as a certain thresholdKopt

i on the number of pending
requests has been reached. The choice of optimal thresholds
usually depends on the system operating point (e.g., traffic
intensity, customers’ patience) and can be set so that either
customer’s service latency, or defection rate are minimized.
We chose “QVoD-enhanced” NVoD as it usually exhibits a
superior performance over other scalable batching policies
in terms of customers’ admission QoS, for identical break-
down of VCR actions. Although performance is very sen-
sitive to threshold tuning, most conclusions presented here-
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after hold for other scalable policies such as NVoD.
Our methodology compares performance in batching,

discontinuous operations, and continuous operations. If
more B-channels are allocated, a lower defection rate and
possibly admission latency can be achieved at the cost of
a higher VCR actions blocking probability. We investi-
gated this tradeoff by simulating the various batching poli-
cies for a capacity of200 channels in four different parti-
tions,(B; I) = (200; 0); (175; 25),(150; 50) and(125; 75).
Figs. 9, 10, and 11 represent both admission and service
performance. We assumed partially-patient customers who
willing to wait for an exponentially-distributed period of
time of mean1 minute, and accordingly, a CPE-buffer size
set to1 minute. As can be seen from Fig. 10, partitions
(150; 50) and(125; 75) dramatically reduce the fractions of
blocked and discontinuous actions (for instance, from55%
of blocked actions in(200; 0) to 0% in (125; 75)), with (1)
minor impact on the defection rate (Lr), (2) no change in
the average latency (EW ), and (3) no loss in scalability,
as indicated by the quasi-parallelism that can be observed,
for the same batching policy, among curves corresponding
to different partitions. Clearly, and as confirmed in other
experimental scenarios presented in [3], a multicast VoD
server can provide unrestricted support for interactive oper-
ations with minor impact on system scalability.

4.3. Comparison with the SAM Protocol

Fig. 12 compares our proposed scheme and the SAM
protocol for an arbitrary batching policy (NVoD in our
case). The SAM protocol was simulated by using the
CPE buffer only for non-instantaneous merge operations in
Fig. 7, and for stop and pause actions. (Note that our exper-
iment slightly improves the SAM protocol in comparison
with the scheme originally proposed in [11], by considering
scalable batching, and by isolating respective allocations of
B- and I-channels. The blocking probability documented in
[11] is linear in traffic intensity.) The fractions of blocked
and discontinuous actions are dramatically increased in the
SAM case (up to33% higher for blocked actions), confirm-
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ing that active use of the CPE buffer to serve CPE actions
and to shorten merge operations, and support for discontin-
uous actions, are two very effective ways to improve cus-
tomers’ QoS.

5. Conclusion

In this paper, we (1) identified efficient mechanisms
to provide full-fledged, yet scalable support for VCR ac-
tions in multicast VoD systems, and (2) evaluated them by
considering both VoD-server performance and customers’
QoS under various realistic scenarios. First, using the CPE
buffer, multicast VoD servers are shown to be able to pro-
vide discontinuous and intermittently-continuous VCR ac-
tions. Next, we showed that I-channels can be used syn-
ergistically with the CPE buffer to provide unrestricted in-
teractive operations. Our analysis extends the work in [11]
by improving scalability and QoS in both admitting a new
request and servicing interactive operations. We then intro-
duced an idealized model to capture several key interaction
behaviors. Our experimental results for a scalable batching
policy confirm that interactive service can be provided with
a minor effect on system scalability. Comparisons with the
SAM protocol confirmed that both use of the CPE buffer
and support for discontinuous actions are very effective in
improving customers’ QoS.

The additional results, reported in [3], indicate that the
CPE mechanisms for continuous and discontinuous oper-
ations provide an effective support for adapting QoS to
changes in CPE-buffer size, channel capacity, and cus-
tomers’ behavior. In addition, support for discontinuous
operations is usually found effective in graceful QoS degra-
dation when duration or level of interactivity of VCR ac-
tions are not precisely known, or increase randomly. We
also introduce in [3] the concept ofactive CPE-buffer man-
agement, which is shown to improve customers’ QoS when
interaction behavior is biased towards a particular type of
VCR action.
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