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Abstract 

Presented is a comparative study of various batching 
policies in deterministic video-on-demand (DVoD) servers 
under realistic conditions including customers’ behavioc 
storage organization, and time variations in request arrival 
rates. DVoD servers provide video playback without any in- 
teraction support, and customers’ QoS is simply expressed 
in terms of average waiting time to receive service and de- 
fection rate caused by long waits. We focus on disk-array- 
based DVoD servers, whose movie selection and channel 
capacity are determined by cost and the underlying striping 
scheme. We analyze the well-known Lack of scalability of 
on-demand batching, and introduce a methodology to mea- 
sure scalability. We then compare various scalable batch- 
ing policies and show that even the simplest batching policy 
may vastly improve on-demand channel allocation. Finally, 
we study the feasibility of different storage organizations in 
which disks are partitioned into several clusters to reduce 
service disruptions during their reconjiguration. We also 
show that high service availability and scalable batching 
can be achieved in a cost-effective way. 

1. Introduction 

An immediate improvement over the traditional pay-per- 
view service offered by broadcast cable companies is to 
provide user access to VCR playback of rental programs. 
We call such a service “deterministic” video-on-demand 
(DVoD), because movies are of constant length, and hence, 
customers receive deterministic service. Similarly to the 
current cable TV, DVoD systems will experience variations 
in the request rate for videos on various timescales, for in- 
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stance, on a daily or weekly basis. The ability to accom- 
modate these possibly significant workload fluctuations and 
overloading situations, or scalability, is therefore highly de- 
sirable, given that economical viability of DVoD ultimately 
depends on customers’ appreciation of the service deliv- 
ered. 

In this paper we consider scalability in customers’ ad- 
mission QoS, which, in DVoD servers, is simply expressed 
in terms of the waiting time to receive service (or la- 
tency) and the customers’ defection rate due to long waits. 
Clearly, customers’ admission QoS depends on ( I )  the num- 
ber of concurrent channels supported by a DVoD server for 
isochronous delivery of video data, and shared among dif- 
ferent movie titles; and ( 2 )  the DVoD server operation dur- 
ing the service scheduling phase. In the latter case, one 
possible way to improve scalability is to delay the DVoD 
server’s response to requests within customers’ tolerance 
and “batch” those requests made by many different view- 
ers for the same movie within a batching period [4]. This 
method may potentially increase throughput, or average 
number of service requests granted per program, by serv- 
ing multiple customers with a single channel (the through- 
put is inversely proportional to the defection rate). Further- 
more, customers’ average wait time may also be reduced 
since requests for the same movie that arrived within the 
same batching period do not have to compete for resources. 
Thus, the choice of a batching policy plays an important 
role in determining both customers’ wait time and defection 
rate. 

The simplest and most popular batching policy, on- 
demand batching, batches pending requests whenever a 
channel becomes available. However, lack of regulation in 
the channel allocation process causes a considerable scal- 
ability problem during extended periods of demand surge, 
thus leading to congestion cycles. The main intent of this 
paper is to comparatively evaluate scalable batching heuris- 
tics that a DVoD server can use in order to grant cus- 
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tomers’ requests with maximum QoS while achieving a 
high throughput. For this purpose, we will consider various 
factors for their possible impact on batching performance, 
including ( 1 )  non-static request arrival rates (referred to in 
the remainder of this paper as nonstationariry); ( 2 )  storage 
organization of the DVoD server which may consist of one 
or several disk arrays for high storage throughput; and (3) 
customers’ willingness to wait (thus delaying their requests 
for batching), that is, customers’ parience behavior. 

The paper is organized as follows. Section 2 gives back- 
ground on disk arrays and on the relationship among movie 
selection, channel capacity, and cost in a DVoD environ- 
ment. Next, we identify the congestion problems associated 
with on-demand batching. We then review and compare 
several well-known scalable batching policies assuming in- 
finitely or partially patient customers. We examine next the 
loss of customers’ QoS that enables disk arrays to be clus- 
tered to provide customers with higher service availability. 
The paper concludes with some remarks in Section 7. 

2. Disk-Array-Based VoD Servers 

In order to support large-scale deployment at acceptable 
cost, a hierarchical VoD server architecture is recognized to 
be preferable [SI, in which service providers manage their 
own set of video materials, disseminated from one or more 
archives to a set of local front-end video servers via a deliv- 
ery network. Customers typically interact with local VoD 
servers via an access network, which may be based on dif- 
ferent technologies. One of the most promising, hybrid 
fiber-coax (HFC), will eventually allow the existing cable 
plant to be upgraded to digital transmission and serve 200- 
to 1000-household neighborhoods with up to 500 digital 
channels, in addition to the existing capacity of 65 analog 
channels [6]. 

Recent advances in storage technology make it possible 
to completely share the channel capacity among movie ti- 
tles, by using either fine-grained striping (FGS) or coarse- 
grained striping (CGS) of videos across disk arrays [IO]. 
The first graph of Fig. 1 plots the relationship between max- 
imum movie selection and the channel capacity supported 
by each striping scheme, and by the one-movie-per-disk 
scheme (OMPD) for the disk parameters corresponding to a 
commercially-available disk [9]’. We considered minima[- 
cost configurations for constant bit rate (CBR) media data, 
determined using the analytical techniques elaborated on in 
[lo]. These techniques rely on the calculation of the op- 
timal retrieval cycle based on (1) the latency in accessing 
data on disk, which is the sum of seek, rotational, and settle 
latencies;’ (2) round-robin placement of consecutive stripe 

‘For simplicity. the curves corresponding to each scheme are approxi- 

?Parameters usually provided by the manufacturer (cf.[9]). 
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mated from [2], but this does not affect our conclusion. 
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Figure 1. Choice of a storage organization. 

units; (3) C-SCANdisk scheduling; and (4) number of disks 
and amount of RAM needed for hiccup-free continuous dis- 
play. We assumed that all movies are constant length (of 
100 minutes) and stored in the MPEG-I format. As proved 
in [lo],  the retrieval cycle is much lower in CGS than in 
FGS, thus incurring a lower cost. This is illustrated in  the 
second graph of Fig. 1). 

Ideally, the storage organization of a DVoD server is cho- 
sen so a large collection of movie titles and concurrent chan- 
nels are made available with the highest QoS at the lowest 
possible cost. In reality, a feasibility region must be deter- 
mined to satisfy both constraints as closely as possible. This 
issue is made clearer in the first graph of Fig. 1. In constraint 
1, CGS provides extra storage space for new video materials 
or video replication. On the other hand, storing the required 
number of movies with FGS or OMPD is possible only if 
more channels than initially required are provided. As can 
be seen in the second graph of Fig. 1, cost ultimately deter- 
mines the choice of a system. In fact, regardless of whether 
the system is disk-arm bound (areas A and C) or disk-space 
bound (areas B and D), CGS can be shown to be the most 
advantageous scheme since (1) the difference in cost be- 
tween FGS and CGS increases almost twice faster than the 
difference in number of movie titles supported; (2) at ap- 
proximately identical costs and channel capacity, CGS can 
support more movies than OMPD. 

Note that constraints located in areas B and D are not 
economically rewarding since they correspond to vastly 
under-utilized storage-limited systems which provide a 
large selection of movies to a small user population. This 
type of constraint is typical of movie archives, for which ter- 
tiary storage technology may be better suited. Inversely, i t  
is economically more viable for companies to design front- 

683 



end servers of type A or C and serve the most frequently- 
requested movies to a subset of the total viewer population. 

3. On-Demand Batching in DVoD Servers 

In disk-array-based DVoD servers, new customers are 
served by transferring their requests from a request list 
to a service list according to a scheduling policy. It is 
shown in [4] that maximum factored queue length (MFQL) 
scheduling, which schedules the video with the largest fac- 
tored queue length’ ensures minimum waiting time for in- 
finitely (in some cases, partially) patient customers, while 
LCFS is better suited to very impatient customers. Once 
a title has been selected, “on-demand’’ batching, services 
outstanding requests together whenever channels become 
available, without any control over the channel allocation 
process. Most movies are known to have playback lengths 
of about 00 - 100 minutes, usually well-approximated by 
uniform distributions. Due to lack of variability, a large 
fraction of the channel capacity may be released in a short 
time, and then immediately reallocated. In case of sustained 
high request loads, such phenomenon, referred to as chan- 
nel clumping, causes the DVoD server to remain unavailable 
for most of the time, and both customers’ QoS and server 
throughput will degrade. This phenomenon is exacerbated 
by (1) the heavy-tailed Zipf-like localized access to these 
movies, and (2) the disparity between the number of indi- 
vidual movie titles usually held in most storage organiza- 
tions and the much higher concurrent channel capacity al- 
located to these movies. This sensitivity of customers’ QoS 
to channel clumping may also be found in more general 
“greedy policies” which allocate channels on an on-demand 
basis. An example of such policies is theforced wait policy 
in [ 5 ] ,  in which the request at the head of the request queue 
is required to wait some pre-determined minimum amount 
of time before being serviced. 

3.1. Congestion Cycles 

Channel clumping occurs at unpredictable times, and 
then disrupts customers’ QoS for extended periods of time. 
To illustrate this point, we consider a CGS disk-array that 
provides access to N different movie titles whose length 
is either constant, or uniformly distributed between 80 and 
120 minutes, with an average length of L = 100 minutes 
in both cases. We assume that the request arrival rate is 
Poisson with parameter A. With a channel capacity of s 
channels, the traffic intensity is given by p = +. Movie 
popularity can be defined as a vector of access probabil- 
~~ 

ity P = [ P I , P ~ ,  - . . , P N ]  such that E:=, pm = 1 [SI. 
We adopt Zipf’s law [4] as the movie-popularity model. 

’the queue length for avideodivided by the square root of its popularity 

Note that from a customer point of view, the average movie 

length can be defined as L ,  = Et;1 , whereas from the 
DVoD server point of view, the average duration of a chan- 
nel is not known a priori (it is L,  = p i L ,  if channels 
are fairly shared among titles). 

General arbitrary models of nonstationarity have been 
proposed in [5]. However, to the best of our knowledge, 
there are no published realistic models of customers gener- 
ating non-static requests in a real VoD system. Hence, we 
chose a model which would, ideally, reproduce a realistic 
dynamic demand on the DVoD server while displaying the 
shortcomings of on-demand batching. Commonly observed 
variations in the request rate for TV programs alternate be- 
tween “prime time” (e.g., circa 8 p.m.) and “off-hours” 
(e.g., early morning). We thus considered an arrival model, 
denoted by ( p  = [ph , p,, P I ] ,  RP, T ) ,  of period T ,  alternat- 
ing between plateaus of high and medium traffic intensity 
(ph and rho,), interleaved with plateaus of traffic intensity 
randomly distributed between 0 and pl .  Variations between 
consecutive plateaus are linear, and the plateau width is ran- 
domly distributed between RP . $ and $. With very few 
parameter adjustments, a wide array of nonstationary de- 
mand patterns can be generated as successions of peak pe- 
riods with uneven durations and amplitudes and continuous 
variations in between. This model also captures continuous 
customers’ cyclic behavior. Plateaus of low traffic intensity, 
during which few channels are requested, make the system 
prone to channel clumping and congestion cycles. 

Fig. 2 represents, over a one-week period, a 
([10.0,5.0,1.0], 0.8,24) workload with a uniform plateau 
distribution. For readability, the averaging period was set 
to 10 minutes. We also assumed that at t = 0, all channels 
are free, and only allocated one after another at regularly 
spaced intervals of duration % over the first period of 
length L,. Clearly, this initial allocation pattern is not 
enough to prevent congestion cycles from building up after 
extended period of pseudo-stability (similar observations 
were made for a ([20.0, 10.0,1.0],0.8,24) workload). 
These cycles span over several periods, then fade away be- 
fore starting again. As documented in [5] on the timescale 
of a burst (e.g.1 hour), channel clumping during high loads 
also causes wide oscillations in latency, which occur with 
the same intensity during both peak and light load periods. 
More importantly however, the cyclic long-range behavior 
is also independent of the traffic intensity during plateaus. 

N L, 

3.2. Burst Absorption Capability Analysis 

Ideally, a scalable batching policy should always prevent 
the degradation of customers’ QoS and server throughput. 
Performance should thus be as self-similar as possible, that 
is, remain approximately constant and acceptable on vari- 
ous timescales, regardless of the duration and amplitude of 
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Figure 2. Congestion cycles in on-demand 
batching for ([10.0,5.0,1.0],0.8,24). 

high load periods. This property guarantees a congestion- 
free batching policy, devoid of short- and long-term os- 
cillation cycles. Our methodology to evaluate scalability 
consists of studying the burst absorption capability (BAC), 
which is defined as the time i t  takes for an initially-empty 
DVoD server to recover from a sudden burst of requests at 
an arbitrary rate p, and of infinite duration. In practice, the 
BAC is measured by comparing customers’ QoS averaged 
over successive periods of time. 

As an example, we considered in Fig. 3 a DVoD server 
with 39 videos of equal or uniformly-distributed durations, 
in a CGS disk array of channel capacity s = 500. We evalu- 
ated the BAC by measuring the admission latency averaged 
over successive periods of duration L ,  each. In the case 
of on-demand batching of equal-length movies, customers’ 
latency is always unacceptably high, regardless of the av- 
eraging period, and increases with p during the burst. (It 
is also interesting to note that although MFQL is superior 
in theory, this scheduling policy only yields a marginal im- 
provement as compared to FCFS in the case of equal-length 
movies.) With uniformly-distributed movie lengths on the 
other hand, the variability in movie lengths allows the sys- 
tem to recover from the burst in five periods or approxi- 
mately 8 hours. Lastly, when channels are sourced at fixed- 
length intervals of duration + each, the latency remains 
low, regardless of the averaging period and p. Clearly, the 
BAC study showed the deficiencies of on-demand batching 
and identified a scalable batching policy. This policy will 
be elaborated on in the next section. 

4. Scalable Batching in Disk Arrays 

4.1. Near Video-on-Demand 

Batching in NVoD is to determine a program schedule 
according to which the same material is sourced at almost 

t ScalableNnlform 1 Week Penod 
On-Demand/Equal.lengh MFQL X 
On-DemancUEqual-Length FCFS o 

Scalable/Equal Length MFQL 
Scalable/Equal-Length FCFS - 

,..w-F +! 

10 

0 
1 2  3 4 5 6 7 8 9 10 

Trafflc Intensity 

Figure 3. Burst absorption capability of on- 
demand batching. 

equally-spaced intervals, called phase offsets, if requests 
were placed during the last & time units. Given an ar- 
bitrary number of channels s, a schedule corresponds to a 
partition [SI,. . . , SN],F,=~ s, = s such that the phase 
offsets are given by [ ~ ,  . . . , e]. A variation of NVoD 
consists in completely sharing the channel capacity s among 
all movie titles and sourcing scheduled video programs ev- 
ery % units of time, where E is the average length of a 
program. Such a system is said to be heterogeneous NVoD 
(NVoD-h). In the case of equal-length movies, 1 = L .  In 
the case of uniformly-distributed movie lengths, is cal- 
culated such that b corresponds to the average length of a 
busy period, that is, the average time interval between the 
availability of two consecutive free channels, when the VoD 
server is congested. 

N 

4.2. Rate Control 

Rate control (RC) [5 ]  is an ad-hoc technique to reduce 
congestion. RC was shown to perfom better than more 
general “greedy”(e.g., on-demand) batching policies. The 
basic idea behind RC is to allocate channels as uniformly 
as possible by specifying a control interval of Znt min- 
utes during which the total number of channels allocated 
is upper-bounded by smax = Lw]. Then, channel al- 
location is controlled by enforcing a minimum interval A 
from one channel allocation to the next, which is computed 

where t l e f t  is the time 
left until the next control interval, and Sa[loca*ed the number 
of channels already allocated. Ideally, becauss s,,, is an 
integer, rnt should be chosen in multiples of $ for optimal 
results. In a DVoD system with equal-length movies, if Tint 
is not chosen in multiples of t , channels are allocated at a 
faster rate, thus resulting in moderate congestion and higher 
latency. 

,Znt = 4 corresponds to NVoD-h. One potential ad- 
vantage of RC over NVoD-h is that if Tint corresponds to 

t i e  r at l-un-time as A = Smar-Sa’lloco(ed f 
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Figure 4. Choice of a control interval. 

several busy periods, channels can be allocated on-demand, 
thus without control, during very small bursts in a non- 
saturated system, and customers are not forced to wait 
unnecessarily. The choice of an optimum control inter- 
val thus depends on the expected level of nonstationar- 
ity. This feature is, however, of limited use since ‘Tint 
should actually be chosen as small as possible when peak 
periods are of unpredictable duration and high intensity, 
in order to provide a short response time before satura- 
tion. Depending on the accuracy of 1, znt should thus 
be equal to a few estimated busy periods. This is illus- 
trated in Fig. 4 for a ([10.0,5.0, 1.0],0.8,10) workload and 
uniformly-distributed movie lengths: RC degenerates to on- 
demand batching when Tint is chosen beyond a certain 
limit. The reason for this is that peak periods may happen 
right before the end of an interval of duration znt, during 
which very few channels have been allocated prior to the 
sudden burst of requests. Xnt = n?, n = 2,10, on the 
other hand, provides results similar to NVoD-h ( n  = 1). 

4.3. Quasi Video-on-Demand 

An attractive alternative to NVoD and NVoD-h is to allo- 
cate channels based on a threshold on the number of pend- 
ing requests. Such class of VoD systems is called Quasi- 
VoD (QVoD) and regulates channel allocation according to 
the underlying traffic intensity. NVoD can be upgraded 
to a QVoD system (called “QVoD-enhanced” NVoD, or 
QNVoD), by (1 )  partitioning the channel capacity s into 
[SI, . . ., S N ]  as in NVoD; and ( 2 )  defining a vector of op- 
timal thresholds -i;”“ = [Ii;”, . 1 . , It is shown in 
[3] that QNVoD may yield a dramatic improvement over 
NVoD in terms of customers’ latency and throughput (in 
case of partially-patient customers). If the channel capacity 
s is completely shared by all titles, channels may source 
scheduled movies only as soon as a certain threshold on 
the number of pending requests has been reached, and re- 
gardless of the titles requested. Such a system is said to 
be heterogeneous QVoD (QVoD-h). Note that on-demand 

batching is a special case of QVoD-h with I< = 1. 
Determining the best thresholds is usually intractable as 

they vary with the system operating point (e.g., traffic inten- 
sity, customers’ patience). When customers are partially pa- 
tient, the choice of an optimal threshold depends on whether 
customers’ latency or defection rate is more valued by the 
DVoD server. In general, however, servicing a large num- 
ber of customers is more important than providing a low- 
latency service at the cost of a high defection rate. It is 
therefore reasonable to choose a threshold that minimizes 
the defection rate. This issue is elaborated on [ 2 ] ,  in which 
it is shown that I F t  varies linearly with the traffic inten- 
sity for both (1) partially patient customers (assuming the 
patience model presented in the next section), and (2) in- 
finitely patient customers. In practice, we can dynamically 
adjust I< to ICopt corresponding to the instantaneous arrival 
rate of requests. 

In summary, the various scalable batching policies can 
be classified in terms of complexity, from QNVoD and 
QVoD-h which require significant tuning, to NVoD-h which 
requires no tuning at all. To a lesser extent, NVoD also 
requires very little adjustment considering that the various 
partitioning heuristics presented in [3] run in linear time. 

5. Performance Comparison 

Here, we consider partially-patient customers, who may 
leave the system after waiting a certain period of time. For 
a VoD service provider, the patience factor is of particular 
importance since the server throughput will determine the 
cost per stream of a configuration, and therefore economical 
viability. In our patience model, the customer will agree to 
wait T time units or more with probability e - $ ,  where T is 
the average time customers had agreed to wait. We define 
the relative patiencefactor as p = y. This metric which 
indicates customers’ average willingness to wait for service 
relative to the server average busy period, is representative 
of customers’ patience relative to the VoD server channel 
capacity, since defections only occur during busy periods. 

In addition to NVoD-h, QVoD-h, and on-demand batch- 
ing, we considered the following NVoD and QNVoD sys- 
tems: 

1. An NVoD server with [sir . . . , SN] minimizing the av- 
erage NVoD phase offset; this configuration, called 
NVoD EW-OPT, also yields minimum latency in the 
case of infinite patience, by allocating channels more 
evenly among movie titles. 

2. A QNVoD server with the same channel allocation 
vector [SI, . + . , S N ]  defined by NVoD EW-OPT, used 
in conjunction with rp‘ which minimizes the defec- 
tion rate for each movie title. This configuration is 
called QNVoD EW-OPT. 
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Figure 5. Defection rate with partially-patient 
customers for 500 channels. 

3. An NVoD server with the partition [sl, . . . , SN] min- 
imizing the defection rate. This configuration, called 
NVoD D-OPT, indicates the maximum throughput 
achievable by an NVoD server. NVoD D-OPT tends 
to allocate all channels to the most popular movies as 
the patience factor decreases. 

4. A QVoD-enhanced NVoD server with the same parti- 
tion [SI, . . . , SN] determined by NVoD D-OPT. This 
configuration is called QNVoD D-OPT. 

Schedules for these policies are determined using the 
heuristics presented in [3]. They determine the range of de- 
fection rates and latencies achievable by NVoD and QNVoD 
systems with partially-patient customers. In practice, it has 
been shown in  [3] that other partitioning heuristics such as 
allocating channels proportionally to the popularities, per- 
form somewhere in between D-OFT and EW-OPT, thus 
achieving an acceptable tradeoff between defection rate and 
phase offset. 

In Fig. 5 we compare the BAC in the defection rate for 
equal-length movies. We considered p = 10 and 50, which, 
for s = 500 and L = 100 minutes, correspond to customers 
who are willing to wait an average of 2 minutes (thus rela- 
tively impatient) and 10 minutes (thus moderately patient). 
Note that these results are independent of the averaging pe- 
riod since all policies are scalable, with the exception of 
on-demand batching. Although all these batching policies 
seem to be quite similar to each other, we actually found 
that QNVoD policies increasingly outperform all other sys- 
tems as channel capacity and movie selection decrease, but 
at the cost of extensive tuning. More details about this issue 
may be found in [2, 31. In the case of impatient customers 
( p  = lo), our resuits indicate that scalable batching poli- 
cies fail to prevent the high defection rate and wild oscil- 
lations observed in on-demand batching. This case, how- 
ever, is not representative since high defection rates should 
be avoided at all cost. Even though it is not possible to 
detail here each particular case of channel capacity, movie 
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Figure 6. Defection rate in scalable batching 
policies for ([10.0,5.0,1.0], 0.8,24). 

selection, and customers’ patience, all our experiments con- 
firmed that NVoD-h with MFQL scheduling provides a re- 
markably simple way to achieve scalability, low latency and 
defection rate for realistic storage parameters. This is illus- 
trated in Fig. 6 ,  which represents short-term defection rate 
for a ([10.0,5.0,1.0], 0.8,24) workload and 3 = 50 (simi- 
lar observations were made for the latency). 

6. Batching in Clustered Disk Arrays 

6.1. Motivation 

In a DVoD server, reconfigurations typically occur af- 
ter disk failures, and when video material is updated. At 
present, the mean time to failure (M’ITF) of a single disk 
is in the order of 600,000 hours [ 111. In local front-end 
servers containing less than 100 such disks, an aggregate 
M’ITF greater than 6,000 hours (approximately 250 days) 
is negligible in comparison with the much higher frequency 
of video material renewal, which threatens the availability 
of the entire array by requiring all data to be reassigned to 
disks. Since VoD service will compete with - and eventu- 
ally replace - the existing video rental facilities, the most 
popular movies held by front-end VoD servers will be re- 
newed on a weekly basis. Furthermore, insertion of ad- 
vertisements or movie previews may subsidize VoD service 
providers on a daily basis in the same way as traditional 
video and pay-per-view services. In all these cases, the 
limitations of monolithic disk arrays are addressed by us- 
ing narrow striping across multiple independent clusters, 
which will serve as a repository for a subset of all movie 
titles. Customers’ QoS can now be seen as a combination 
of (1) scalability, and ( 2 )  service awuilubilih during recon- 
figurations. The latter property is critical in a multicast VoD 
server, in  which, typically, a large number of customers may 
be affected by service disruptions. 
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6.2. Partitioning a Disk Array 1500 Channels) 

cost + 
cost lor 1 Cluster + 10% - 
Number of Movie Titles ---*--- 

80 39 Movie Titles ..------ 

We consider the problem of partitioning a CGS disk- 
, array into equal-size clusters. The more general issue of 

unequal-size clusters is left as future work. It should be 
noted, however, that versatility is difficult to achieve with 
heterogeneous configurations, because they complicate (1) 
assignment of videos to clusters, and (2) video migration 
among clusters, both of which are needed to maintain a bal- 
anced, efficient system as movie popularities change. 

6.2.1. Eligible Configurations 

Let’s consider a 500-channel disk array with CGS, com- 
prising 21 2-GB disks of the type considered in Section 2 
(cf.Fig. l ) ,  and supporting a maximum of 39 MPEG-1 ti- 
tles of 100 minutes each. Assuming that less than 39 titles 
have to be stored, partitioning these 21 disks at constant 
cost leads to only two eligible configurations: 3 clusters of 
7 disks each, or 7 clusters of 3 disks each. If the storage 
cost is allowed to vary within a given range, corresponding, 
for instance, to the cost of 1 or 2 disks and the RAM needed 
for full utilization, more configurations are eligible and may 
offer a better tradeoff. 

Fig. 7 represents the variations of the total cost, number 
of movie titles, and number of disks as a function of the 
number C of clusters, assuming a minimum channel capac- 
ity of 500 and constraints on the required channel capac- 
ity and movie selection located in area A or C of Fig. 1. 
To make the graph more readable, various constraints on 
the number of movie titles are also indicated: (1) 39 movie 
titles; (2) 30 movie titles, corresponding to constraint A; 
and (3) 10 movie titles (constraint C). We also indicated 
the maximum cost allowed, arbitrarily set to the cost of a 
1-cluster system plus IO%. 

For a fixed number of disks per cluster, disk bandwidth is 
increasingly under-utilized as the number of cluster grows, 
since each cluster is used to support less channels, and be- 
yond a certain number of clusters, the cost constraint is vio- 
lated. In the case of constraint C, the required movie selec- 
tion is low enough to be supported by most configurations, 
even by those corresponding to OMPD. The set of eligi- 
ble configurations is then fully determined by the cost con- 
straint, and corresponds to configurations with C E { 1 - 
6 ,  d ,  11 - 13,21  --f 27). Constraint A is more restric- 
tive since configurations that are acceptable in cost do not 
necessarily provide enough storage space to store 30 titles. 
So both cost and selection constraints have to be consid- 
ered, making OMPD configurations ineligible. In the lim- 
ited case of 39 movie titles, only few configurations are eli- 
gible (C = 1 ,3 ,4 ,5 ,6 ,8 ,13 ) .  

30 Movie Titles - . 
10 Movie Titles - - - - - 

Number of Disks .. ... 

1 l o t  
0 ‘  I 

10 20 30 
Number of Clusters 

Figure 7. Storage cost, number of movies ti- 
tles supported and disks for various number 
of clusters: constraints A and C. 

6.2.2. The Video Allocation Problem 

Once an eligible configuration has been chosen, movie ti- 
tles have to be replicated and assigned to different clus- 
ters so that a maximum number of sessions may be sup- 
ported, and customers’ admission latency may be mini- 
mized. These goals are achieved in a balanced system by as- 
signing movies to clusters so as to make requests uniformly- 
distributed over different clusters [8]. 

The total storage capacity measured in number of movie 
titles is compared to the constraint on movie selection. If 
space is available for replication (e.g., 39 slots for 30 movie 
titles), unused slots are allocated to videos according to 
some replication policy. A control server will then keep 
track of the load on each cluster to ensure all the copies 
to be accessed uniformly. Each video is assigned a partial 
popularity, which is equal to its initial popularity divided by 
the number of its copies. Assuming C clusters and sc slots 
per cluster, we want to find an assignment from the list of 
all C . sc instances of all movie titles and their correspond- 
ing partial popularity to the C clusters so the highest access 
frequency among all clusters is minimized. 

Theorem: An optimum assignment can be found in 
0 

The proof is presented in [2]. In summary, we show that 
our assignment problem is reducible to a binary search, in 
which each iteration involves solving a ma-$ow problem 
in a directed network [7], thus resulting in a polynomially- 
bounded complexity. It is found in [ 2 ]  that the optimum as- 
signment improves the commonly-used greedy allocation, 
although the greedy assignment, used in conjunction with 
simple duplication, yields near-optimal assignments. 

O((C’s% + C3) log(C . sc ) )  time. 

6.3. Simulation Results 

Service availability is measured by the proportion of cus- 
tomers which remain unaffected by the failure of a single 
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cluster. Assuming that viewers of a replicated video can 
be shifted to an alternate cluster, availability A, depends 
only on the access frequency to non-replicated videos and is 
given by A ,  == 1 - 2- pi. A,  is lower-bounded 

by 1 - $, corresponding to the configuration with no repli- 
cated movie titles (39 titles). In constraint A, skewed access 
and moderate replication of the most popular videos in a 2- 
or 3-cluster configuration is sufficient to ensure A, 2 85%. 
In the case of constraint C, a 2-cluster configuration is suf- 
ficient to provide near-maximum availability, since most or 
all of videos can be held within each cluster. 

Availability is somewhat misleading since whenever a 
cluster is affected by a reconfiguration or a disk failure, the 
requests received by the remaining clusters will increase by 
a factor of up to 1 - $. (This upper-bound may be reached 
under some constraints of type C, depending on the num- 
ber of clusters). Replicated videos will thus be accessible 
with a higher latency, and hence, with a very few clusters, 
the VoD server may only benefit from such high availability 
for a restricted range of request rate. Excessive partitioning, 
on the other hand, tends to cause additional defections since 
customers become more impatient relatively to the average 
busy period in each cluster. Fortunately, in the case of mod- 
erate patience, Fig. 8 indicates that as the number of clus- 
ters increases, the additional defection rate in NVoD-h is 
insignificant in view of its high availability (similar results 
are presented in [ 2 ]  for the latency). In addition, scalability 
ensures that only those customers requesting non-replicated 
movies are affected. 

non r e p l i c a t e d  

7. Conclusion 

In this paper, we presented a systematic and realistic way 
of comparing various batching schemes by considering such 
factors as customers’ behavior, storage organization, and 
non-static request arrival rates. We focused on disk-array- 
based DVoD servers, whose movie selection and channel 
capacity are determined by cost and the striping scheme 
used. We presented on-demand batching policies and iden- 
tified the lack of scalability, which causes short- and long- 
term degradation of customers’ QoS and server throughput. 
So, we comparatively evaluated various scalable batching 
policies, showing that the simplest scalable batching policy, 
NVoD-h, may vastly improve on-demand channel alloca- 
tion. Finally, we extended the results to clustered disk ar- 
rays, and showed that high service availability and scalable 
batching can be achieved in a cost-effective way. 

It is worth mentioning that one well known problem with 
batching is the support of VCR functionality. This issue is 
dealt with in [ I ,  21, in which it  is shown that (1) decentral- 
ized caching of portions of videos in a buffer located in cus- 
tomers’ premise equipment is an interesting alternative to 

500 Channels - 3s Title- 

O S }  

Figure 8. Defection rate in NVoD-h for p = 50. 
distribute the cost of providing unrestricted VCR functions 
without compromising the VoD service scalability achieved 
through batching; and (2) the blocking probability of VCR 
actions is usually independent of the batching policy, pro- 
vided that the latter is chosen among the NVoD-based sys- 
tems presented in this paper. 
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