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Abstract 

This paper presents an analytical (in contrast to commonly- 
used simulations) approach to program scheduling in near 
video-on-demand (NVoD) systems. NVoD servers batch cus- 
tomers’ requests by sourcing the same mr$erial at certain 
intervals called phase offsets. The proposed approach to 
analytical modeling integrates both customers’ and service- 
provider’s views to account for the tradeoff between system 
throughput and customers’ partial patience. We first deter- 
mine the optimal scheduling of movies of different populari- 
ties for maximum throughput and the lowest average phase 
offset. Next, we deal with quasi video-on-demand (QVoD) 
systems, in which programs are scheduled based on a thresh- 
old on the number of pending requests. The throughput is 
found to be usually greater in QVoD than in NVoD, ex- 
cept for the extreme case of nonstationary request arrivals. 
This observation is then used to improve throughput with- 
out compromising customers’ QoS in terms of average phase 
offset and the corresponding dispersion. 

Index Terms - Near video-on-demand (NVoD), quasi video- 
on-demand (QVoD), partially patient customers, batching, 
video server throughput. 

1 Introduction 

The need to batch requests for the same movie title to- 
gether in a video-on-demand (VoD) system has long been 
recognized for scalability and immediate deployment [lo]. 
Reduction of per-customer system cost and improvement 
of system scalability can both be achieved by delaying the 
VoD server’s response to customers’ requests made during 
the same batching interval and hence enabling the server 
to multicast the requested video. In this paper we investi- 
gate a batching strategy which sources the same material 
at equally-spaced intervals, called phase ofiets. This kind 
of VoD service, in which subscribers who order a particular 
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movie to start within a specific time window are grouped 
together, is termed “Near-VoD” (NVOD) [2, 111. 

As mentioned in [2], the main advantage of NVoD sys- 
tems over other batching policies is that, by keeping the 
batching interval nearly constant per movie title, it is pos- 
sible to provide customers with limited and scalable VCR 
capaMity. It is usually recognized that full support for 
continuous interactive functions in a multicast VoD system 
can only be achieved by dedicating a channel per customer, 
thereby seriously limiting system scalability. In NVoD sys- 
tems, on the other hand, limited continuity in VCR actions 
can be provided by caching a small amount of video data 
(e.g., 5 minutes’ worth of video) in a buffer located close to 
the client, for instance, in the customers’ premise equipment 
(CPE). This buffer can then be accessed without removing 
the customer from the multicast group. Moreover, staggered 
phase offsets support for discontinuous VCR actions is pro- 
vided in NVoD by allowing customers to specify the length 
of video they want to skip, possibly in integer multiples of 
the phase offset duration. In this case, the NVoD server will 
reassign the customer to the multicast group whose play- 
out point is the closest to that requested by the customer. 
Multicast group membership may also change in a quasi- 
continuous fashion when customers attempt to access video 
data outside the CPE buffer as a result of a continuous VCR 
action; in such a case, the NVoD server will assign customers 
to an adjacent multicast group. Support for intermittent 
VCR actions can thus be provided in NVoD without limit- 
ing system scalability. 

The number of concurrent channels supported by a VoD 
server is usually limited by the underlying storage capac- 
ity and organization. This concurrent channel capacity has 
to be shared among different movie titles of heterogeneous 
popularities in the system. We define a schedule of video 
programs in NVoD as the assignment of phase offsets to each 
movie title. For a concurrent channel capacity of s, a sched- 
ule corresponds to a partition [sr , - - - , SN], Ci=, s,,, = s 

such that the phase offsets are given by [$, - - -, &], where 
L is the movie length. The number of phase offsets allo- 
cated to each movie title depends on its popularity. For 
instance, in the case of a rarely-requested movie, the NVoD 
server will probably allocate a very few channels to it so 
that more channels may be allocated to popular titles, and 
therefore, more customers may be served. Customers’ will- 
ingness to wait for service will also impose constraints on the 
maximum acceptable phase offset, and hence on the chan- 
nel allocation. In this paper, we present heuristics to deter- 
mine schedules that optimize NVoD server objectives, such 
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as maximum throughput, defined as the average number 
of customers served per movie transmission, and minimum 
phase offset, indicating customers’ &OS. 

The paper is organized as follows. We first outline how 
NVoD can be implemented in practice. Next, we analyt- 
ically derive expressions for the throughput under general 
conditions of customers’ patience and request rates. Based 
on our analysis, we then present and compare various heuris- 
tics to determine optimal schedules. After relaxing the as- 
sumption of constant phase offsets, we will show that the 
throughput of an NVoD server can be improved by ‘using 
a threshold-based admission control of customers’ requests. 
The cost for such an improvement is that the functionality 
of discontinuous VCR actions can only be provided in an 
average sense. However, we will show that a dramatic im- 
provement in throughput can be achieved for a reasonably 
low dispersion of the phase offsets. ’ 

2 lrrrplementation of NVoD , 
;’ , 

Multicast groups in NVoD can actually be formed by having 
multiple CPEs listen to the same channel. Assuming a fre- 
quency division multiplexed system’such as in’ the already- 
available CATV, a multicast group is identified by a par- 
ticular channel, and a customer can join the group by tun- 
ing to the appropriate frequency [14]. Thus, considering 
possible CATV support for multimedia services delivery to 
subscribers, NVoD is a good candidate for future implemen- 
tation. In order to source the same material at equally- 
spaced intervals, the NVoD server needs to retrieve video 
data from a source device with multi-readout capability, so 
that multiple requests may share the same buffer and read- 
write head. A technology particularly adapted to the inter- 
leaved retrieval of videos in NVoD, is coarse-grained striping 
on disk arrays (e.g., RAID-5) [6,33], which interleaves each 
access to several disks, so one disk may be, read while seeking 
others. This form of data striping reduces the access time 
and results in a lower-cost VoD ,server compared to other 
forms of storage. 

In order to understand how limited support for VCR ac- 
tions is provided in NVoD, one can discriminate two levels 
of interactivity according to the continuity experienced by 
customers [2]. Continuous interactive functions allow a cus- 
tomer to fully control the duration of interaction, whereas 
discontinuous interactive functions can only be specified for 
durations that are integer multiples of a predetermined time 
increment, which, in NVoD, corresponds to a phase offset. 
Support for continuous interactive functions in NVoD is pro- 
vided by caching a limited amount of video data close to 
the user, for instance, in a CPE buffer, so that the user 
may access it with a very low latency during interaction 
[2]. Discontinuous actions happen in two possible scenarios.’ 
First, customers may suddenly exceed CPE’buffer capac- 
ity while performing a continuous action, e.g., rewinding for 
too long. In that case, the NVoD server will simply trans- 
fer the customer to the multicast group corresponding to an 
adjacent phase offset. Second, customers may directly spec- 
ify the length of video they want to skip, in which case the 
NVoD server will determine the multicast group whose play- 
out point is the closest to that requested by the customer. 
Note that support for both continuous and discontinuous in- 
teractions in NVoD is independent. Continuous actions are, 
taken care of by the CPE buffer, while the general opera- 
tion of the NVoD server is to assign the customer to another 
multicast group when needed. 

Let’s consider the general operation of a CPE buffer dur- 
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ing a continuous VCR action. Video frames are received in 
a synchronous fashion, and those frames already displayed 
(‘past frames”) are kept within the buffer, for reverse search 
and rewind capability. Initially, the playout point will cor- 
respond to the most recently-received video frame. Upon 
pause, stop, fast reverse or rewind within the CPE buffer, 
the playout point will change. The CPE buffer manager can 
then attempt to keep the playout point as close to the mid- 
dle of the CPE buffer as possible, so there should always bc 
past frames available for reverse search and unplayed frames, 
available for pause or fast search. This would be a nat- 
ural choice if “backward” interactions (rewind and reverse 
search) are as likely as “forward” interactions (fast forward 
and fast search). If interactive access is dominated by “back- 
ward” interactions, the playout point should rather corre- 
spond to the most recently-received video frame or GOP. 
Note that the only mechanism available to the CPE buffer 
for controlling the playout point is to discard old frames 
at a rate slower or faster than the arrival rate of frames 
from the server. Efficient CPE buffer management should 
ultimately discard past frames in such a way that a large 
number of VCR actions can be satisfied without the NVoD 
server’s support. Both customers’ interaction latency and 
load on the NVoD server will then be minimized. Efficient 
CPE buffer management is still an open issue, as it is highly 
dependent on customers’ behavior. 

In. general, the size of the CPE buffer will be subject 
to affordability constraints. As an example, 5 minutes of 
MPEG-1 compressed video at 1.5 Mbps represent approxl- 
mately 56.25 MB, which, stored in DRAM for fast access, 
should cost around $209 in 1997. On the other hand, the 
phase offset is adjusted by the NVoD server depending on 
the movie popularities, so more channels are allocated to the 
most frequently-requested movie titles. Thus, an important 
distinction has to be made between movie titles, depending 
on the relative size of the CPE buffer compared to the phase 
offset. The NVoD server will probably allocate a very few 
channels (e.g., 2 - 3) to a rarely-requested movie, and the 
phase offset will be much larger than what the CPE buffer 
can hold. In this case, support for both continuous and dis- 
continuous VCR actions will be extremely limited, and it is 
safe to assume that group changes will not occur unless ex- 
pressly requested by customers. For more popular movies, 
the CPE buffer should be large enough to hold a phase off- 
set’s worth of frames so that a group change can possibly 
be performed in a continuous fashion., Even in this case, the 
CPE buffer cannot always guarantee a smooth transition 
between adjacent multicast groups. To illustrate this fact, 
let’s consider a viewer who initiates a fast search shortly 
after the beginning of a movie. As no future frame will 
be available in the CPE buffer, the multicast group change 
will cause the viewer to experience a jump in phase offset. 
If the CPE buffer attempts to keep the playout point in 
the middle of the buffer, whereas the play function can be 
resumed as soon as the the first frame from the new mul- 
ticast group is fetched, other interactions such as reverse 
search, pause, stop and slow motion will become fully func- 
tional again only once half a phase offset has been fetched. 
In summary, whether the phase offset is larger or smaller 
than the CPE buffer capacity, continuous VCR actions can 
only be provided intermittently and without any guarantee 
on the discontinuities experienced by customers (even with 
proper CPE buffer management). Thus, the assumption of 
a constant phase offset need not hold to guarantee .QoS in 
VCR actions. We will use this observation in Section 6 to 
show that it is possible to provide the same granularity of 
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Figure 2: Transition diagram for the patience birth-death 
process. 

discontinuity in VCR actions, as measured by the average 
phase offset, while increasing the NVoD server throughput 
by serving more customers. 

3 Performance Analysis of NVoD 

Analytical modeling of batching systems should capture the 
tradeoffs generally observed in resource sharing systems be- 
tween customers’ and service provider’s point of views and 
conflicting objectives. In this section, we derive the NVoD 
throughput for a single movie title as a function of the length 
of a phase offset. As we shall see, the throughput is also a 
measure of the customers’ defection rate. 

3.1 Stationary Arrivals 

We assume that a total of s concurrent channels is avail- 
able to the NVoD server, and that these s channels have to 
be partitioned among N movie titles available to the cus- 
tomers. Thus, sm channels will be allocated to movie m 
and the corresponding phase offset is &, where L is the 

movie length (assumed the same for all movie titles). Pop- 
ularities can be expressed as a vector of access probabilities 

bl,P2r... 1 Pnrl, c:=, Pm = 1, where N is the number of 
different movie titIes [ll]. If the total request arrivals are 
a Poisson process with parameter X, the request arrivals at 
movie title m are Poisson with parameter X, = p,J. To 
be realistic, we also consider partially patient customers, 
who agree to wait r time units or more with the probability 

Pw(r,3 = e-f, where V is the average time customers agree 
to wait. In general, the patience rate cx = 4 can be assumed 
independent of the requested movie title. The NVoD service 
is depicted in Figure 1. + 

A similar system was studied by the authors of [8], under 
the assumption that the number of requests “accumulated” 

between two consecutive starts of the service is the number 
of customers who agreed to wait ezactly $ units of time. 
In other words, upon arrival, customers are asked if they are 
willing to wait &, and admitted into the system only if they 

agreed; had they been admitted, they would have actually 
waited much less, depending on the time they arrived within 
the reservation interval before the service phase offset. Our 
formulation is less restrictive and more realistic than that of 
[8], in that customers are aRowed to make reservations and 
renege spontaneously. Another way to look at our system is 
that upon arrival, customers are asked if they are willing to 
wait for the ezact amount of time r which separates them 
from the service interval, and they accept with a probability 

Pw(r,q'>- 
For the calculation of the number of customers waiting 

between two consecutive services, we consider the transient 
analysis of the M/M/co “self-service” queueing system in 
Figure 2, with arrival rate X, and self-service with a nega- 
tive exponential distribution at rate CY = $ This system is 
analyzed in [4], deriving (i) the probability, PMIMleo(t, i, n) 
in Eq. (l), that there are n customers in the M/M/oo sys- 
tem at time t given there were i customers at time 0, and 
(ii) the mean number in the system at time t (Eq. (2)): 

L,,,,,(t,i)= %(l- emat)+ ies9’. (2) 

The server throughput for movie m per L time units - the 
average number of service requests granted during L time 
units - is then obtained by applying Eq. (2) to each of sm 
phase offsets of movie title m: 

T, = s,%(l -emu*). (3) 

Let p = * denote the traffic intensity. Then, the through- 

put varia&rs are linear in p for a fixed sm. 
The average loss rate L,, of customers for movie title 

m due to lack of patience is given by the difference between 
the average number of arrivals and the number of customers 
served within & time units: 

L 
-a& 

rm = Xm(I-l-e 
CA 

1. 
bn 

Note that minimizing the average loss rate maximizes the 
system throughput. Also, the average defection rate e 
- the ratio of reneging customers to the total number of 
customers - depends only on the customers’ reneging be- 
havior expressed by a, not on the traffic intensity. 

Once admitted, customers move from one multicast group 
to the next when they request VCR actions that can only 
be satisfied in a discontinuous fashion. Even though it is 
possible that no new service requests for a particular time 
slot were placed in the previous 5 time units, requests for 

that particular time slot may be made later on. Thus, the 
VoD server has to be work-conserving, by restarting ser- 
vice every * units of time. We want to evaluate the cost of 
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providing work-conserving service, and hence, discontinuous 
VCR actions capability, or utilization of the NVoD server. 
This can be done by comparing a work-conserving NVoD 
server with a non-work-conserving one in which, if no new 
requests for movie m are placed within this interval preced- 
ing a particular channel, that channel will be idle for time of 
duration L. Note that the average- throughput is the same 
in both systems if all parameters are kept the same. The 
reason for this is that the throughput indicates the num- 
ber of new requests granted every L time units. When 
no request was made in the previous $ time units, the 
throughput is unaffected by restarting kFhanne1. Let a cy- 
cle be the time between two consecutive service starts of a 
channel, then the cycle in a workiconserving NVoD system 
is simply the length L of a movie. The cost of providing 
work-conserving service can be calculated by comparing the 
cycle lengths of work-conserving and non-work-conserving 
systems. If they are about the same, then the utilization of 
the work-conserving NVoD server is very high. On the other 
hand, a much shorter cycle in the NVoD system supporting 
discontinuous VCR actions implies that, for the same num- 
ber of channels, more bandwidth is used toachieve the same 
throughput as in the non-work-conserving system, thus re- 
sulting in a low utilization. An indicator of the extra cost 
due to low utilization is 

where ?,,, is the average cycle in the non-work-conserving 
system. 

Now, let’s calculate Fm for the non-work-conserving NVoD 
system. If we consider one channel for movie m in isola- 
tion, the service restarts if at ‘least one request survived 
during the last 5 segment: Hence, with probability 1 - 

PM/M/c@- so, 0,O) the service restarts, and with probabil- 

= (l-f%& [& (~%~)] 

a 
= (1 - b&apo,, 

P 0,m -- 

( 1 1 -‘Pop 

3.2 Nonstationary Arrivals in 
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ity PM,M,~($-, 0,O) = ezp(-*(l - es=*)) the system 

becomes idle. If PM,M,~(&, 0,O) is replaced by PO,,, we 
have: 

Frn = (1 - Po,m)L + Po,m(l - Po,m)2L + 

P&(1 - Po,m)3L+ *-* 

L 

=l-Po,m* (6) 

The cost &CR in Eq. (5) is now fully determined, and &CR 

converges to 1 as the arrival rate of requests increases and as 
the patience factor increases. This observation is consistent 
with the fact that in both cases, the likelihood of requests’ 
survival from one phase offset to s the next increases, thus 
reducing the number of idle periods. 

In real NVoD systems, request arrivals are usually nonsta- 
tionary. Variations in the request rate can be observed on 
a daily basis, between “prime time” (e.g., circa 8 p.m.) and 
“off-hours” (e.g., early morning). On a larger time scale 

(e.g., one week), changes in movie popularities due, for ex- 
ample, to new releases, or to loss of customers’ interest 
in current titles over time, may also cause changes in re- 
quest rates. To account for nonstationary request rates, the 
M/M/a patience queue in Section 3.1 must be replaced by 
the Mt/M/oo system, analyzed in [5, 71. 

Fortunately, if we choose an arrival rate function care- 
fully, it is possible to analytically determine the number of 
surviving customers at the end of a phase offset, which in 
fact corresponds to the number of busy servers of Mf /M/co 
at the end of a phase offset. We assume that the aggregated 
total request rate for all movie titles (and correspondingly 
for each movie title m) is sinusoidal: 

w = X+Asin($) 

ill(t) = p,X+ pmA sin(y2) 

= 1, + A, sin(yt), 

where 1 is the daily average arrival rate, A(> 0) is the am- 
plitude, 7 = F, T being a 24hour period, and pm the 
popularity of movie title m. More general arbitrary mod- 
els of nonstationarity have been proposed in [3]. Most of 
these models usually comprise successive intervals with ap- 
proximately constant request arrival rates over an extended 
period of time (e.g., 1 hour). To the best of our knowl- 
edge, there are no published realistic (or empirically veriflcd 
as such) models of customers generating nonstationary re- 
quests in a VoD system. Thus, we had to choose an arbitrary 
model which should, ideally, reproduce a realistic demand 
on the NVoD server while being computationally tractable. 
The sinusoidal rate is a convenient and representative model 
that captures the customers’ cyclic behavior; most of the ap- 
proximations presented below can also be generalized to a 
wide range of periodic functions. 

As in Section 3.1, the main idea in the calculation of 
NVoD throughput is to model successive phase offsets for 
one movie title m with an n/it/M/co queueing system that 
gets reset and restarted every e time units. Eq. (17) of 
Appendix A shows how to calculate the number of surviv- 
ing requests LM,JMJ~(~ sm, to) at the end of a reservation 

interval of length h starting at time to. In order to ex- 
press the NVoD throughput, we have to consider all ph‘ase 
offsets during a 24-hour period, or more generally, during a 
period equal to LCM(T, $-) if the number of phase offsets 
within T is not integer (i.e., a day is not divisible by the 
movie length). The NVoD throughput for movie title m is 
therefore: 

where I, = 
LCM(T,+q 

I. m . Finally, we can express the average 

loss rate of custozrs for movie title m as given in Eq. (8) 
As noticed in [7], if X(t) is a general, not necessarily periodic, 
function, the analysis of the Mt/G/co system can be inferred 
from the sinusoidal case by combining periodic overlap and 
Fourier decomposition of A(t). These techniques and their 
restrictions are elaborated on in [7], Our formulation of 
throughput and loss rate can thus be adapted easily to a 
wide range of nonstationary arrival rate. 

Similarly to Section 3.1, in order to evaluate the cost of 
providing discontinuous VCR actions, CVCR given in Eq. (5), 
we need to calculate the average cycle in the non-work- 
conserving NVoD system. The calculation of the average 



cycle is simplified by the fact that the number of customers 
surviving at the end of a phase offset is known to have Pois- 
son distribution. But the average of this distribution varies 
from epoch to epoch. If we consider a particular phase off- 
set i < LCM(T, $-) f or movie m, service will restart with 

probability l--Po,m,i = l--exp(--LM,/M/~((i+l)~,i~)). 
Hence, for this particular phase offset, the cycle specific to 
that particular phase offset can be calculated by the follow- 
ing recursive formula: 

Tm,i = (1 - Po,m,i)L + RJ,m,i(l - Po,m,i+l)2L + 

EJ,iPo,m,i+l(l - Po,m,i+2)3L+e*e 

00 r k-l 7 

= L c k(1 - h,m,k) n &n;l I (9) 

k=i ki 

with n:r: = 1 if k = i. We found empirically that the 
product terms beyond the first few terms of the summation 
are insignificant, and fi,m:i’s between adjacent phase offsets 
are similar. After approxrmations and calculations similar 
to those leading to Eq. (6), we obtain: 

Fm,i M 
L 

1 - exp(-htpf~cu((i + I>&, i&j)’ 
(10) 

The average cycle length can finally be approximated by: 

x2-l L 

Fm = 
i--exp(--LM(,M/,((i+l)~li~)) 

5% 
. (11) 

4 Optimal Scheduling in NVoD 

4.1 Problem Statement 

We now use the throughput calculations in Section 3 to de- 
termine partitions of the NVoD channel capacity s so that 
the throughput of the server averaged over all movie titles 
may be maximized. 
Problem NVoD T-OPT: w s concurrent channels, 
a=[Sl,“’ , so] partition of the channels among the N dif- 
ferent movie titles, X the aggregated request rate, /r = $ the 
constant service rate, [PI,. . . , pi] the movie popularity vec- 
tor, A, = pmX the arrival rate, and Tm(sm) the throughput 
corresponding to movie title m, determine 

rntx 2 Tm(sm) such that 2 $ = 1 

lll=l TlL=l 

and 
h > 0, m= 1,.--,N. 

Problem NVoD T-OPT can be further refined. For instance, 
field studies can determine a range of phase offsets %ccept- 
able” or tolerable to customers, in terms of service latency, 
discontinuity of VCR actions, and affordability of the CPE 
buffer. In this case, the objective of the NVoD server is to 
achieve maximum throughput while satisfying constraints on 

the maximum and minimum allowable phase offsets for each 
movie title, in order to provide a service that is “appealing” 
to the customer. Another objective could be to operate un- 
der the lowest CVCR possible. In this case, the objective 
function can be replaced by min:CVcn. 

Since the objective function of Problem NVoD T-OPT 
is convex, and the first constraint is linear, NVoD T-OPT 
is a discrete convex separable resource allocation problem, 
and the optimal partition [sl, -. . , SN], denoted by T-OPT, 
can be found by using integer programming techniques in at 
most s steps, based on a method initially presented in [12]. 
In the special case of infinitely patient customers ((Y = 0 ), all 
customers get served within a phase offset. In this case, the 
NVoD throughput is constant for any partition Z, and one 
can use another criterion to determine the partition, such 
as minimizing the average phase offset. The average phase 
offset is an indicator of the average waiting time experienced 
by customers. In the general case of Q > 0, however, mini- 

mizing the average phase offset cfil=, p,& conflicts with 
maximization of throughput, yielding a separate allocation 
vectorZ= [si,... , SN] (denoted by EW-OPT) whose deter- 
mination can be done in s steps similarly to that of T-OPT. 

The foRowing four aIIocation policies are considered to 
evaluate the T-OPT performance while varying the number 
of channels, traffic intensities and patience factors. 

1. 

2. 

3. 

4. 

4.2 

The heuristic NVoD T-OPT which determines the par- 
tition T-OPT by maximizing the throughput of the 
NVoD server. 

A proportional allocation policy, which assigns each 
movie the number of channels in proportion to its pop- 
ularity determining a partition T-PROP. 

The heuristic which allocates the number of chan- 
nels proportional to the square root of popularity, be- 
cause it was found in [I] that batching customers’ 
requests according to the maximum factored queue 
length (MFQL)l leads to minimal customers’ latency 
in case of infinitely patient customers. In case of dis- 
crete predetermined phase offsets, even though T- 
SQRT may not be optimal, it might offer an interesting 
tradeoff between throughput and average phase offset. 
The corresponding partition is denoted by T-SQRT. 

The allocation policy which minimizes the average 
phase offset. The resulting partition is denoted by 
EW-OPT. 

Simulation Results 

We chose to compare the throughput (given by Eq. (3)), the 
average phase offset EW, and the dispersion D - defined 
as the coefficient of variation of the phase offsets - of the 
various above-mentioned policies: 

‘for a particular movie title, the queue length divided by the square 
root of the title popularity 



Figure 3: Normalized throughput for p = 0.01. 

Figure 4: Average phase offset for p = 0.01. 

with EW = Cl=, p,*. Lower values of the dispersion D 
indicate more homogeneous allocation policies which lessen 
variations in the customers’ waiting times. We adopt the 
Zipf’s law [l, 6, 151 as the stationary model of movie popu- 
larity. In a Zipf-like distribution, we have: 

(13) 

where f,,, = ---&, m = 1, - - -, N, and 0 is added to specify 
the skew. A value of 0 = 0.271 is known to closely match the 
popularities generally observed by video store rentals [l]. 

The throughput given by Eq. (3) in the stationary case, 
and that by Eq. (7) in the nonstationary case, are quasi- 
linear in traffic intensity. An important consequence of this 
property, confirmed by our simulations, is that once an op- 
timum allocation z for T-OPT or EW-OPT has been deter- 
mined for an arbitrary traffic intensity, it will not change 
for any other value of traffic intensity, under the condition 
that the total number of channels s and the patience factor, 
defined as jl = %, are kept constant. By’combining both 
throughput linearity and allocation invariance with traffic 
intensity, one can now observe that the ratio of throughputs 
of any two partitions chosen among T-OPT, EW-OPT, T- 
PROP and T-SQRT is independent of traffic intensity. Con- 
sequently, in order to evaluate different allocation policies 
for an arbitrary channel capacity s and patience factor /3, 
it is enough to simply- assume anarbitrary traffic intensity. 
Then, different partitions can be compared with respect to 
their relative throughputs, normalized with the throughput 

Figure 5: Dispersion for /? = 0.01. 

Figure 6: Normalized throughput for p = 0.1. 

corresponding to an arbitrary partition. For this effect, we 
selected EW-OPT to be the normalizing partition, since it 
corresponds to the lowest throughput, as we shall see. Note 
that the allocation invariance property also implies that the 
average phase offsets and the corresponding dispersions of 
each partition are independent of traffic intensity. 

We measured the variations of the normalized through- 
put, the average phase offset and the corresponding disper- 
sion in various cases of channel capacities shared among 10 
movie titles. Two values of the patience factor are con- 
sidered: (i) /3 = 0.01 corresponding to customers who are 
willing to wait 1 minute on average, thus very impatient; 
(ii) fi = 0.1 corresponding to moderately patient customers, 
willing to wait for 10 minutes on average, (Note that this 
definition of customers’ behavior is arbitrary and used only 
for an illustrative purpose,) 

T-OPT provides an upper bound on the maximum achiev- 
able throughput, and EW-OPT a lower bound on the min- 
imum average phase offset, and the corresponding disper- 
sion. Intuitively, for very impatient customers, T-OPT will 
tend to allocate all channels to the most popular movie title, 
thereby increasing dispersion and average phase offset. Fig- 
ures 3, 4 and 5 clearly demonstrate this pronounced tradeoff 
between throughput and dispersion for very impatient CUB- 
tomers. In such situations, T-PROP appears to be a good 
compromise. 

For more patient customers (j3 = O.l), Figures 6, 7 and 8 
indicate that the throughput is less sensitive to the choice 
of an allocation policy, as the distinction between policies 
is less clearcut. T-SQRT then represents a good tradeolf 
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Figure 7: Average phase offset for p = 0.1. Figure 9: Comparison of &CR for p = 0.01. 

5 Threshold-Based NVoD 

We present in this section an intuitively-appealing alterna- 
tive to fixed-length phase offsets. Suppose service is pro- 
vided only when no less than K, requests are “accumu- 
lated” for movie title m and a channel is available. If a 
request is placed while all servers are busy, the customer 
has to wait for a server to become available, and also un- 
til the desired number of requests is accumulated. If, by 
the end of the movie length L, there are at least Ii;, cus- 
tomers waiting then the service restarts; else the service is 
delayed until the number of requests reaches exactly Km. 
We call such class of VoD systems threshold-based NVoD, or 
Quasi- VoD (QVoD). We want to compare the performance 
of QVoD to that of NVoD. 

Figure 8: Dispersion for /3 = 0.1. 

among throughput, average phase offset and dispersion. To 
summarize our simulation results, the choice of a allocation 
heuristic by the NVoD server will depend on the number 
of channels available, customers’ behavior expressed by /3, 
and finally, on such performance parameters as throughput, 
average phase offset, dispersion, or a tradeoff among all of 
them. We found that the latter case can be achieved with 
simple heuristics such as T-PROP for impatient customers, 
and T-SQRT for moderately to very patient customers. 

Finally, we compare T-OPT, T-PROP, T-SQRT and EW- 
OPT with respect to &CR given in Eq. (5), which is an in- 
dicator of the additional bandwidth needed to provide work- 
conserving service and discontinuous VCR actions support. 
A low CVon value represents allocations for which work- 
conserving scheduling of channels is less costly than non- 
work-conserving scheduling. Figure 9 shows the simulation 
results for a request arrival rate X = 5.0. (Consistent results 
were obtained in other experiments with different arrival 
rates,) For very impatient customers (p = O.Ol), T-OPT 
exhibits the highest system utilization, since it assigns most 
of the channel capacity to the most popular movie, which 
accounts for most of &on. The difference between work- 
conserving and non-work-conserving cycle length is then re- 
duced. For similar reasons, EW-OPT performs worst as it 
tends to assign channels uniformly. As we kept increasing 
the patience factor (/3 1 O.Ol), T-PROP yielded the best 
utilization, followed by T-SQRT. This serendipitous result 
indicates that it is a sensible decision to choose the heuris- 
tics that provide a good tradeoff among throughput, average 
phase offset and dispersion. 

5.1 Performance Analysis 

Similarly to the approach taken in Section 3, our first ana- 
lytical step is to study the throughput of a QVoD server by 
focusing on the channels allocated to one particular movie 
title. For tractability, we will restrict our analysis to the 
case where a single stream is allocated to a particular movie 
title m, i.e., sm = 1, and then generalize the results to any 
number of servers. 

Assuming partially patient customers and stationary ar- 
rivals, at the end of the service interval L, the service re- 
sumes with probability 

Km-1 

l- c PM/M/& 0, i), 
imo 

where PM,M,~(L, 0, i) is given by Eq. (1). With probability 

c;:yl PM/M/~(L, 0, d) the system becomes idle, waiting 
until the number of waiting customers reaches K,. As no- 
ticed in [S], if the number of surviving customers at the end 
of the service interval is k, the length of the idle interval will 
be the first-passage time of the patience birth-death process 
in Figure 2 from state k to state K,: 

Km--l 

tk,K,,, = 
c 

ti,i+l s 

i=k 

where tN,,& is the mean first-passage time from state Nl 

365 



T,,, = 
L 

L + cf=;-’ tk,K,,, pk * 
I 

K,,, K$llFk + (,c: - Kzbk)(l - Kzl?k, . 
_ kc0 kc0 

to state Nz, given by the following recursive formula [S, 91: 

t. . :,a+1 = 

cfwo 0” 

J$ * 
1. 

The mean idle time can now be computed as: 

K, -1 
Tim = c tk,K,hf/M/c&, 0, k). 

k=O 

Having expressed the mean idle time, the average cycle 
duration is F=,,, = Tim + L and the average number of re- 
quests served per cycle is (with ‘pk = PMIMI&L,O, 6) and 
c = LM/&+(L, 0) = *<1- e-“L)): 

N cm = (l-“~‘~k) 2 kpk+K,Kzl?k 

k=O k&C,,, kc0 

= (L - Kzl k’pk) + 

kc0 

I<... -1 Km.--1 .._ ..- 
(&a - L+ c kp,) c pk. 

k=O k=O 

Finally, the throughput for movie title m, defined as ‘th$ 
ratio of NC, to FC,,,, can be expressed as in Eq. (14). The 
average loss rate, due to impatient customers who leave tlii 
veue without receiving service, is simply ‘given by X, - 

7$ 
For an arbitrary traffic intensity, small threshold values 

Ii;, lead to a sub-optimal throughput due to tinder-collected 
service requests, while large values of Km may cause losses 
of customers due to long waits. Thus, in the general case 
of sm 1 1, there is an optimal value of the threshold KS’ 
which maximizes the QVoD server throughput for movie ti- 
tle m. Figure IO illustrates this phenomenon for 100 chan- 
nels allocated to movie title m. Olir simulation results also 
indicate that I(m* plays a critical,role in achieving the lowest 
request defection rate. This observation is particularly im- 
portant if the traffic intensity and customers’ patience vary 
with time (e.g., in a 24-hour cycle). In such situations, the 
QVoD server may have to change the value of Km dynami- 
cally. In the next subsection we evaluate the effectiveness of 
such an adaptive approach in a nonstationary environment. 

5.2 Throughput Comparison QWoD vs. NVoD 

Relaxing the constant-phase-offset constraint in NVoD by 
using QVoD is justifiable if the resulting throughput gain 
is significant. Thus, we now compare the throughput for 
one movie title in both NVoD and QVoD systems. A com- 
plete comparison requires evaluation of both stationary and 
nonstationary traffic intensities. In the stationary case, Fig- 
ure 11 represents the ratio of the QVoD throughput to that 

Figure 10: QVoD throughput for 100 channels and JJ = 0.01. 

Figure 11: Thrbughput ratio for stationary arrival rates. 

of NVoD, for four different combinations of the channel ca- 
pacity s,,, allocated to movie m, and of the patience factor p, 
For each traffic-intensity value, the QVoD throughput corre- 
sponds to the optimal threshold K$‘*. Our results indicate a 
higher throughput in QVoD systems, although the difference 
between NVoD and QVoD diminishes as both customers’ 
patience and channel capacity increase. This trend can bc 
explained by the fact that, when the average customers’ pa- 
tience is comparable to, or greater than, half an NVoD phase 
offset (e.g., 1 minute for 50 channels), the NVoD throughput 
will be pretty high, hence lessening any relative improvc- 
ment from using QVoD. 

.QVoD appears superior to NVoD if the optimum 1<$’ 
is used. However, our simulation results indicate a sharp 
decrease in QVoD performance when non-optimal values of 
Km are used for a particular traffic intensity. This raises 
questions regarding the applicability of QVoD in case of 
nonstationary request arrivals. We also noticed that the de- 
fection rate in QVoD is very sensitive to variations of traflic 
intensity, the patience factor and Km. In the NVOD SYS- 

temj on the other hand, defection rates depend only on the 
customers’ patience. 

There are two policies that a QVoD server can adopt in 
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Figure 12: Throughput ratio for nonstationary arrival rates, 
50 channels, and RA = 0.9. 

a nonstationary environment. First, the threshold K,,, can 
be dynamically adapted by choosing K$’ for the instan- 
taneous arrival rate. Alternatively, the QVoD server can 
choose the fixed threshold which maximizes the through- 
put averaged over a 24-hour period. We used simulations to 
evaluate the ratio of the QVoD throughput in each approach 
to that of NVoD, for different values of the patience factor. 
We assumed sinusoidal arrival rates of relative amplitude 
RA = 0.9, which represent an extreme case of nonstation- 
arity. The NVoD throughput was calculated from Eq. (7), 
whereas the QVoD throughput was obtained through recur- 
sive simulations. The simulation results in Figure 12 for 

= 50 show that, as the number of channels and the pa- 
:iInce factor increase, QVoD becomes less attractive for both 
choices of the threshold, adaptive or fixed. This conclusion 
confirms that NVoD should not, in general, be dismissed 
in favor of QVoD for nonstationary arrival rates. Also, the 
similarity of performance between adaptive and fixed thresh- 
old QVoD policies indicates that threshold-based scheduling 
of videos is not well adapted to continuously-changing load 
conditions. Finally, until a closed-form equation is found 
for key QVoD performance variables such as throughput or 
average latency as functions of K, and s,,,, recursive simu- 
lations must be used to determine K,“p’. 

6 “QVoD-Enhanced” NVoD 

As seen in Section 2, even with proper CPE buffer man- 
agement and constant phase offsets, continuity in VCR ac- 
tions can only be provided intermittently and without any 
guarantee on the discontinuities experienced by customers. 
Thus, it is intuitively appealing to relax the assumption of 
constant phase offsets in NVoD for a higher throughput, as 
long as the same average granularity of discontinuity in VCR 
actions, as measured by the average phase offset, is provided 
to customers. We show in this section that by using QVoD 
over a partition [sl , . . . ,s~] of the capacity s among the N 
movie titles initially determined for NVoD, one can achieve 
a much higher throughput while providing support for dis- 
continuous VCR actions comparable to that of NVoD in an 
average sense. We will restrict our analysis to stationary re- 
quest rates, although it is valid in most nonstationary cases. 

Suppose the NVoD server will initially determine a parti- 
tion [91,... , SN] by optimizing an arbitrary pre-determined 
objective. This objective may be to maximize throughput, 
minimize the average phase offset, or to make a tradeoff 
between throughput and average phase offset. We exam- 

ine how NVoD performance will be affected by switching to 
QVoD based on the same [.s1, . .+, SN], and the correspond- 

ing vector of optimal thresholds ??op’ = [K~“‘, ... ,I<;‘]. 
According to the results obtained thus far, we can make 
performance improvement for moderately stationary arrival 
rates, impatient customers and a relatively small number of 
channels allocated to each movie title. 

We approach the problem by using QVoD in conjunction 
with NVoD in three experimental steps: (I) First, we have to 
select arbitrary NVoD partitions [s1, -. - , SN]. Since we are 
interested in customers’ &OS, we choose NVoD EW-OPT for 
minimization of the phase offset, and NVoD PROP or NVoD 
SQRT for the tradeoff between throughput and phase offset, 
depending on the value of the patience factor. These par- 
titions were presented in Section 4.1; (2) Next, we evaluate 
performance by switching from NVoD to QVoD; (3) Finally, 
we compare the performance of QVoD with that of NVoD 
whose partition [s1, - - - , SN] corresponds to NVoD T-OPT, 
presented in Section 4.1. NVoD T-OPT is used as an indi- 
cator of the maximum throughput achievable with a NVoD 
server. 

In summary, we compared the following five systems. 

1. An NVoD server with [.s1,. . . , SN] minimizing the av- 
erage NVoD phase offset; this configuration is called 
NVoD EW-OPT. 

2. A QVoD server with the same channel allocation vec- 
tor [s1,.-- ,SN] defined by NVoD EW-OPT, used in 

conjunction with rpt; this configuration is called 
QVoD EW-OPT. 

3. An NVoD server with the partition [.s1, DO., SN] mak- 
ing an acceptable tradeoff among throughput,-phase 
offset and fairness. In Section 4.2, allocating’ channels 
proportionally to the popularities (NVoD T-PROP) is 
shown to be a good candidate for very impatient cus- 
tomers. For moderately to very patient customers, al- 
location in proportion to the square root of the popu- 
larities (NVoD T-SQRT) is preferable. Thus, we con- 
sider the NVoD T-PROP partition for fi = 0.01 and 
NVoD T-SQRT for /3 = 0.1. 

A QVoD server with the same partition [.s1,. . +, SN] 
determined by NVoD T-PROP for j3 = 0.01 and NVoD 

T-SQRT for /3 = 0.1, used in conjunction with f?““. 
These configurations are called QVoD T-PROP and 
QVoD T-SQRT. 

An NVoD server with [~1,. . *, snr] maximizing the 
NVoD throughput; this configuration is called NVoD 
T-OPT. 

Figures 13, 14 and 15 show the simulation results for 
100 channels partitioned among 10 movie titles of 100 min- 
utes each, and accessed by very impatient customers (p = 
0.01). We measured throughput, average phase offset and 
dispersion. The improvement in throughput by using a 
QVoD server (configurations QVoD T-PROP and QVoD 
EW-OPT) is dramatic, with a relatively minor effect on the 
average phase offset and the corresponding dispersion. This 
is particularly noticeable for large traffic intensities. For 
very low traffic intensities (p < 1.0)) QVoD EW-OPT is 
preferable to QVoD T-PROP, since it achieves a compara- 
ble throughput for lower phase offsets and dispersion. In 
summary, for very impatient customers, the configuration 
QVoD EW-OPT is the best choice, as it improves upon the 
maximum throughput achievable with NVoD (configuration 
NVoD T-OPT), f or an average phase offset comparable to 
that of the NVoD configuration NVoD T-PROP, and the 
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Figure 13: Comparison of NVoD and “QVoD-enhanced” Figure 15: Comparison of NVoD and “QVoD-enhanced” 
NVoD: throughput for p = 0.01. NVoD: dispersion for p = 0.01. 

Figure 14: Comparison of NVoD and ‘QVoD-enhanced” 
NVoD: average phase offset for p = 0.01. 

corresponding dispersion comparable to that of NVoD EW- 
OPT. For more patient customers (/3 = 0.1) though, we 
found in separate experiments that the marginal improve- 
ment in throughput by replacing NVoD by QVoD is not 
worth the significant increase in the average phase offset 
and dispersion. Finally, similar conclusions were made in 
the case of nonstationary arrival rates, for which QVoD can 
be used for very impatient customers. 

7 Conclusion 

In this paper, we presented an analytical (as opposed to 
commonly-used simulation) approach to program scheduling 
in NVoD systems. Both customers’ and service provider’s 
points of views are integrated in the approach in order to 
account for the tradeoff between system throughput and cus- 
tomers’ partial patience. We first derived a closed-form ex- 
pression for the NVoD server throughput, defined a-s the 
number of customers’ requests served within two consecu- 
tive offerings of a movie over one channel. Our analysis of 
NVoD extends the work in [8], in which customers’ requests 
are granted only if they agree to wait for exactly one phase 
offset. We then determined the optimal schedule of movies 
of different popularities for maximum throughput and the 
lowest average phase offset. We extended these results to 
the case of nonstationary request arrivals. In practice, the 
choice of a scheduling algorithm will depend only on the 
number of channels available, customers’ ,patience, and on 

the performance variable which is most valued by the NVoD 
service provider, i.e., throughput, average phase offset, fair- 
ness, or a tradeoff among all of these. We found that in 
the latter case, simple heuristics such as the allocation of 
channels’ in proportion to movie popularities yield good rc- 
suits. Next, we analyzed a QVoD system, which schedules 
channels based on a threshold of requests. The throughput 
is found to be usually greater in QVoD than in NVoD, CX- 

cept for the extreme case of nonstationary request arrivals, 
This last observation is used to improve throughput without 
compromising customers’ &OS, by using QVoD in conjunc- 
tion with NVoD. 

A Analysis of the Mt/M/co Patience Queue 

Here we calculate the average number of customers waiting 
for service at the end of a reservation period, which cor- 
responds to the phase offset before receiving service. The 
main Mt/G/m result, of which Aft/M/o0 is a special case, 
is thanks to Palm and Khintchine. This result,’ presented 
in [73, states that the number of busy servers at time t, 
which is, in the patience queue, the actual number of CUS- 

tomers waiting for service, has a Poisson distribution, and 
is therefore fully specified by its average. In our case of ex- 
ponential patience (or service rate), the average number of 
busy servers in Mt/M/co can be found from the following 
differential equation: 

(15) 

(16) 

~M,,M,ca(VO) = -g (~M*,M/oo(WO)) ’ 

We added Eq. (16) t o represent the initial conditions of 
the Mt/M/oo system in case of NVoD, which states that 
the patience queue restarts empty at the beginning of each 
phase offset. After some calculations, we find that for the 
sinusoidal arrival rate of Section 3.2, the general solution of 
Eq. (15) is given by: 

LMJM/c&O) = ++ 

(17) 
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