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for Quality-of-Service Guarantees
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Abstract —A growing number of real-time applications require quality-of-service (QoS) guarantees from the underlying
communication subsystem. The communication subsystem (host and network) must support real-time communication services to
provide the required QoS of these applications. In this paper, we propose architectural mechanisms for structuring host
communication software to provide QoS guarantees. In particular, we present and evaluate a QoS-sensitive communication
subsystem architecture for end hosts that provides real-time communication support for generic network hardware. This architecture
provides services for managing communication resources for guaranteed-QoS (real-time) connections, such as admission control,
traffic enforcement, buffer management, and CPU and link scheduling. The design of the architecture is based on three key goals:
maintenance of QoS-guarantees on a per-connection basis, overload protection between established connections, and fairness in
delivered performance to best-effort traffic.

Using this architecture we implement real-time channels, a paradigm for real-time communication services in packet-switched
networks. The proposed architecture features a process-per-channel model that associates a channel handler with each established
channel. The model employed for handler execution is one of “cooperative” preemption, where an executing handler yields the CPU
to a waiting higher-priority handler at well-defined preemption points. The architecture provides several configurable policies for
protocol processing and overload protection. We present extensions to the admission control procedure for real-time channels to
account for cooperative preemption and overlap between protocol processing and link transmission at a sending host. We evaluate
the implementation to demonstrate the efficacy with which the architecture maintains QoS guarantees on outgoing traffic while
adhering to the stated design goals. The evaluation also demonstrates the need for specific features and policies provided in the
architecture. In subsequent work, we have refined this architecture and used it to realize a full-fledged guaranteed-QoS
communication service that performs QoS-sensitive resource management for outgoing as well as incoming traffic.

Index Terms —Real-time communication, traffic enforcement, QoS-sensitive resource management, CPU, and link scheduling.

——————————   ✦   ——————————

1 INTRODUCTION

HE advent of high-speed networks has generated an in-
creasing demand for a new class of distributed applica-

tions that require quality-of-service (QoS) guarantees from
the underlying network. QoS guarantees may be specified in
terms of parameters such as the end-to-end delay, delay jitter,
and bandwidth delivered on each connection; additional re-
quirements regarding packet loss and in-order delivery can
also be specified. Examples of such applications include dis-
tributed multimedia applications (e.g., video conferencing,
video-on-demand, digital libraries) and distributed real-time
command/control systems. To support these applications,
the communication subsystem in end hosts and the network
must be designed to provide per-connection QoS guarantees.
Assuming that the network provides appropriate support to
establish and maintain guaranteed-QoS connections, we fo-
cus on the design of the host communication subsystem to
maintain QoS guarantees.

Consider the problem of servicing several guaranteed-
QoS and best-effort connections engaged in network in-
put/output at a host. The data to be transmitted over each
connection resides either in an input device (such as a
frame-grabber) or in host memory; the computation sub-
system prepares outgoing data in a QoS-sensitive fashion
before handing it to the communication subsystem. Each
guaranteed-QoS connection has traffic-flow semantics of
unidirectional data flow, in-order message delivery, and
unreliable data transfer.

Protocol processing for large data transfers, common in
multimedia applications, can be quite expensive. Resource
management policies geared towards statistical fairness
and/or time-sharing can introduce excessive interference
between different connections, thus degrading the deliv-
ered QoS on individual connections. Since the local delay
bound at a node may be fairly tight, the unpredictability
and excessive delays due to interference between different
connections may even result in QoS violations. This per-
formance degradation can be eliminated by designing the
communication subsystem to provide: 1) maintenance of
QoS guarantees, 2) overload protection via per-connection
traffic enforcement, and 3) fairness to best-effort traffic.
These requirements together ensure that per-connection
QoS guarantees are maintained as the number of connec-
tions or per-connection traffic load increases.
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In this paper, we propose and evaluate a QoS-sensitive
communication subsystem architecture for guaranteed-QoS
connections. Our focus is on the architectural mechanisms
used within the communication subsystem to satisfy the
QoS requirements of all connections, without undue degra-
dation in performance of best-effort traffic (with no QoS
guarantees). While the proposed architecture is applicable
to other proposals for guaranteed-QoS connections [1], [2],
we focus on real-time channels, a paradigm for guaranteed-
QoS communication services in packet-switched networks
[3], [4]; for this work we use the model proposed and ana-
lyzed in [4].

The proposed architecture features a process-per-channel
model for protocol processing on each channel, coordinated
by a unique channel handler created on successful estab-
lishment of the channel. While the service within a channel
is FIFO, QoS guarantees on multiple channels are provided
via appropriate CPU scheduling of channel handlers and
link scheduling of packet transmissions. Traffic isolation
between channels is facilitated via per-channel traffic en-
forcement and interaction between the CPU and link
schedulers. Channels violating their traffic specification are
prevented from consuming processing and link capacity
either by blocking the execution or lowering the priority of
the corresponding handlers. Protocol processing can be
work-conserving or non-work-conserving, with best-effort
traffic given processing and transmission priority over
“work ahead” real-time traffic. The architectural framework
adopted utilizes an abstraction of the underlying communi-
cation subsystem in terms of various processing costs,
overheads, and policies, which are used for admission con-
trol [5] and runtime resource management.

We have implemented the proposed architecture using a
communication executive derived from x-kernel 3.1 [6] that
exercises complete control over a Motorola 68040 CPU. This
configuration avoids any interference from computation or
other operating system activities on the host, allowing us to
focus on the communication subsystem. We evaluate the
proposed architecture under varying degrees of traffic load,
and demonstrate in isolating real-time channels from each
other and from best-effort traffic. the efficacy with which it
maintains QoS guarantees on real-time channels and pro-
vides fair performance for best-effort traffic, even in the
presence of ill-behaved real-time channels.

While the proposed architecture is designed to handle
both incoming and outgoing traffic, this paper focuses pri-
marily on runtime communication resource management
for outgoing traffic. The issues involved in QoS-sensitive
handling of incoming traffic and the associated admission
control extensions are presented in [7], but are beyond the
scope of this paper. We note, however, that the proposed
architecture facilitates provision of per-connection QoS
guarantees while preventing receive livelock [8]. Based on
the proposed architecture and admission control exten-
sions, we have designed, implemented, and evaluated a
full-fledged guaranteed-QoS communication service on
Open Software Foundation’s Mach MK/x-kernel frame-
work in the context of the ARMADA project [9]. Details of
resource management for outgoing and incoming traffic in
this service are provided in [10].

For end-to-end guarantees, resource management within
the communication subsystem must be integrated with that
for applications. The architecture proposed and analyzed in
this paper is directly applicable if a portion of the host
processing capacity can be reserved for communication-
related activities [11], [12]. The proposed architectural ex-
tensions can be realized as a server with appropriate capac-
ity reserves and/or execution priority. Our implementation
is indeed such a server executing in a standalone configu-
ration. More importantly, our approach decouples protocol
processing priority from that of the application. We believe
that the protocol processing priority of a connection must
be derived from the QoS requirements, traffic characteris-
tics, and runtime communication behavior of the applica-
tion on that connection.

We note that the proposed architecture is also applicable
to application-level framing [13] and user-level protocol
processing architectures explored in recent efforts [14], [15],
[16] to improve data transfer throughput in high-speed
networks. In our design approach we have not made any
specific assumptions about the location of the protocol
stack, which could reside in the kernel or in user space. Ar-
chitectural features such as CPU scheduling of channel
handlers and cooperative preemption can be utilized irre-
spective of the address space and protection domain. With
user-level protocol processing, however, allocation of
communication resources is coupled directly with alloca-
tion of computation resources, and as such the admission
control and runtime resource management must be more
comprehensive. Regardless of the location of the protocol
stack, realization of QoS guarantees in practice necessitates
architectural mechanisms and extensions similar in nature
to the ones considered in this paper. The issues and mecha-
nisms for integrating the proposed architecture with QoS-
sensitive application scheduling [17], [18], [19] and/or
processor capacity reserves will be addressed in a forth-
coming paper.

The architectural framework and methodology adopted in
this paper can be applied to other host platforms and net-
working technologies. It is important to note that provision of
QoS guarantees is platform specific; specific instances of this
architecture depend on the CPU and network capacities of a
platform. Implementing this architecture requires that the
host communication subsystem be parameterized accurately
to capture overheads and processing costs that comprise the
abstraction of the underlying communication subsystem. The
admission control extensions and runtime management sup-
port can then be retargeted for a given host platform and/or
networking technology. We are addressing the issues of
portability and accurate parameterization of QoS-sensitive
communication subsystems separately [20]. While we have
implemented the architecture on an x-kernel platform, the
architecture and the implementation do not utilize any fea-
tures specific to this platform. The underlying resource man-
agement policies can be supported on any operating system
platform.

The rest of the paper is organized as follows. Section 2
discusses architectural requirements for guaranteed-QoS
communication and provides a brief description of real-
time channels. Section 3 presents a QoS-sensitive communi-
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cation subsystem architecture realizing the requirements
outlined in Section 4, and Section 5 describes its imple-
mentation. Section 6 experimentally evaluates the efficacy
of the proposed architecture. Section 6 discusses related
work, and Section 7 concludes the paper.

2 ARCHITECTURAL REQUIREMENTS FOR
GUARANTEED-QOS COMMUNICATION

For guaranteed-QoS communication, we consider unidirec-
tional data transfer, from source to sink via intermediate
nodes, with data being delivered at the sink in the order in
which it is generated at the source. Corrupted, delayed, or
lost data is of little value; with a continuous flow of time-
sensitive data, there is insufficient time for error recovery.
Thus, we consider data transfer with unreliable-datagram
semantics with no acknowledgments and retransmissions.
To provide per-connection QoS guarantees, host communi-
cation resources must be managed in a QoS-sensitive fash-
ion, i.e., according to the relative importance of the connec-
tions requesting service. Host communication resources
include CPU bandwidth for protocol processing, link
bandwidth for packet transmissions, and buffer space.

There are two related aspects to provision of guaranteed-
QoS communication [1]: traffic specification and resource
management. When requesting this service, an application
must specify its traffic characteristics and QoS require-
ments. Since network resources (buffers, processing capac-
ity, link bandwidth) are finite, the communication subsys-
tem and the network must perform admission control to
provide QoS guarantees. As part of admission control tests,
the resources required to satisfy the application’s request
are computed based on the specified worst-case traffic, and
the request accepted if sufficient resources can be reserved
for it. Once the application’s request has been accepted, the
communication subsystem and the network maintain QoS
guarantees via resource management and traffic enforce-
ment policies. When the application no longer needs guar-
anteed-QoS service, all resources allocated to it are released
by the network and the communication subsystems at the
source and destination hosts.

Fig. 1a illustrates a generic software architecture for
guaranteed-QoS communication services at the host. The
components constituting this architecture are briefly dis-
cussed below.

Application Programming Interface (API). The API must
export routines that can be used to set up and teardown
guaranteed-QoS connections, and perform data transfer on
these connections.

Signaling and Admission Control. A signaling protocol is
required to establish/tear down guaranteed-QoS connec-
tions across the communicating hosts, possibly via multiple
network nodes. The communication subsystem must keep
track of communication resources, perform admission con-
trol on new connection requests, and establish connection
state to store connection specific information.

Network Data Transport. Protocols are needed for unidi-
rectional reliable and unreliable data transfers, including
fragmentation (reassembly) of application data into smaller
units (i.e., packets) for network transmission (reception).

Traffic Enforcement. Traffic enforcement forces an applica-
tion to conform to its traffic specification and provide over-
load protection between established connections. This is re-
quired at the session level, and may be required at the link
level depending on the nature of the traffic violation; link
level traffic enforcement may be required at receiving hosts.

Link Access Scheduling and Link Abstraction. Link band-
width must be managed such that all active connections
receive their promised QoS. This necessitates abstracting
the link in terms of transmission delay and bandwidth, and
scheduling all outgoing packets for network access. The
minimum requirement for provision of QoS guarantees is
that packet transmission time on the link be bounded and
predictable.

Assuming support for signaling, our primary focus is on
the components involved in data transfer, namely, traffic
enforcement, protocol processing and link transmission. In
particular, we study architectural mechanisms for structuring
host communication software to provide QoS guarantees.

2.1 Software Structure for QoS-Sensitive Data
Transport

In Fig. 1b, an application presents the API with data
(messages) to be transported on a guaranteed-QoS connec-
tion. The API must allocate buffers for this data and queue
it appropriately. Data that is conformant (as per the traffic
specification) is forwarded for protocol processing and
transmission.

Maintenance of Per-Connection QoS Guarantees. Pro-
tocol processing involves, at the very least, fragmentation of
application messages, including transport and network
layer encapsulation, into packets with length smaller than a
certain maximum (typically the MTU of the attached net-
work). Additional computationally intensive services such
as coding, compression, or checksums may also be per-
formed during protocol processing. QoS-sensitive alloca-
tion of processing bandwidth necessitates multiplexing of
the CPU amongst active connections under control of the
CPU scheduler, which must provide deadline-based or pri-
ority-based policies for scheduling protocol processing on
individual connections.

Nonpreemptive protocol processing on a connection im-
plies that the CPU can be reallocated to another connection
only after processing an entire message, resulting in a
coarser temporal grain of multiplexing and making admis-
sion control less effective. More importantly, admission
control must consider the largest possible message size
(maximum number of bytes presented by the application in
one request) across all connections, including best-effort
traffic. While maximum message size for guaranteed-QoS
connections can be derived from application-level attributes
such as frame size for multimedia applications, the same
for best-effort traffic may not be known a priori. Accord-
ingly, mechanisms to suspend and resume protocol proc-
essing on a connection are needed. Protocol processing on a
connection may also need to be suspended if there are no
packet buffers available for that connection.

The packets generated via protocol processing cannot be
directly transmitted on the link as that would result in FIFO
(i.e., QoS-insensitive) consumption of link bandwidth. In-
stead, they are forwarded to the link scheduler, which must
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provide QoS-sensitive policies for scheduling packet
transmissions. The link scheduler selects a packet and initi-
ates packet transmission on the network adapter. Notifica-
tion of packet transmission completion is relayed to the link
scheduler so that another packet can be transmitted. The
link scheduler must signal the CPU scheduler to resume
protocol processing on a connection that was suspended
earlier due to shortage of packet buffers.

Overload Protection via Per-Connection Traffic. En-
forcement . As mentioned earlier, only conformant data is
forwarded for protocol processing and transmission. This is
necessary since QoS guarantees are based on a connection’s
traffic specification; a connection violating its traffic specifi-
cation should not be allowed to consume communication
resources over and above those reserved for it. Traffic specifi-
cation violations on one connection should not affect QoS
guarantees on other connections and the performance deliv-
ered to best-effort traffic. Accordingly, the communication
subsystem must police per-connection traffic; in general, each
parameter constituting the traffic specification (e.g., rate,
burst length) must be policed individually. An important
issue is the handling of nonconformant traffic, which could
be buffered (shaped) until it is conformant, provided with
degraded QoS, treated as best-effort traffic, or dropped alto-
gether. Under certain situations, such as buffer overflows, it
may be necessary to block the application until buffer space
becomes available, although this may interfere with the tim-
ing behavior of the application. The most appropriate policy,
therefore, is application-dependent.

Buffering nonconformant traffic until it becomes con-
formant makes protocol processing nonwork-conserving
since the CPU idles even when there is work available; the
above discussion corresponds to this option. Alternately,
protocol processing can be work-conserving, with CPU
scheduling mechanisms ensuring QoS-sensitive allocation

of CPU bandwidth to connections. Work-conserving proto-
col processing can potentially improve CPU utilization,
since the CPU does not idle when there is work available.
While the unused capacity can be utilized to execute other
best-effort activities (such as background computations),
one can also utilize this CPU bandwidth by processing non-
conformant traffic, if any, assuming there is no pending
best-effort traffic. This can free up CPU processing capacity
for subsequent messages. In the absence of best-effort traf-
fic, work-conserving protocol processing can also improve
the average QoS delivered to individual connections, espe-
cially if link scheduling is work-conserving.

Fairness to Best-Effort Traffic. Best-effort traffic in-
cludes data transported by conventional protocols such as
TCP and UDP, and signaling for guaranteed-QoS connec-
tions. Best-effort traffic should not be unduly penalized by
nonconformant real-time traffic, especially under work-
conserving processing.

2.2 Real-Time Channels: A Model for Guaranteed-
QoS Communication

Several models have been proposed for guaranteed-QoS
communication in packet-switched networks [1]. While the
architectural mechanisms proposed in this paper are appli-
cable to most of the proposed models, we focus on real-time
channels [4]. A real-time channel is a simplex, fixed-route,
virtual connection between a source and destination host,
with sequenced messages and associated performance
guarantees on message delivery. It, therefore, conforms to
the connection semantics mentioned earlier.

Traffic and QoS Specification. Traffic generation on
real-time channels is based on a linear bounded arrival process
[21], [22] characterized by three parameters: maximum
message size (Mmax bytes), maximum message rate (Rmax

messages/sec), and maximum burst size (Bmax messages).

(a) (b)

Fig. 1. Desired software architecture. (a) overall architecture; (b) protocol processing and transmission.



620 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING,  VOL.  23,  NO.  10,  OCTOBER  1997

The notion of logical arrival time is used to enforce a mini-

mum separation I Rmin
max

 

1
 between messages on the

same real-time channel. This ensures that a channel does
not use more resources than it reserved at the expense of
other channels. The QoS on a real-time channel is specified
as the desired deterministic, worst-case bound on the end-
to-end delay experienced by a message. See [4] for more
details.

Resource Management. Admission control for real-time
channels is provided by Algorithm D_order [4], which uses
fixed-priority scheduling for computing the worst-case de-
lay experienced by a channel at a link. When a channel is to
be established at a link, the worst-case response time for a
message (when the message completes transmission on the
link) on this channel is estimated based on nonpreemptive
fixed-priority scheduling of packet transmissions. The total
response time, which is the sum of the response times over
all the links on the route of the channel, is checked against
the maximum permissible message delay and the channel
established only if the latter is greater. A local delay bound
is derived from the worse-case response time and the speci-
fied end-to-end delay bound. Runtime link scheduling, on
the other hand, is governed by a multi-class variation of the
earliest-deadline-first (EDF) policy [23].

2.3 Performance Related Considerations
To provide deterministic QoS guarantees on communication,
all processing costs and overheads involved in managing and
using resources must be accounted for. Processing costs in-
clude the time required to process and transmit a message,
while the overheads include preemption costs such as con-
text switches and cache misses, costs of accessing ordered
data structures, and handling of network interrupts. It is im-
portant to keep the overheads low and predictable (low vari-
ability) so that reasonable worst-case estimates can be ob-
tained. An important performance metric is scalability, i.e.,
the number of guaranteed-QoS connections that can be serv-
iced at the host. Resource management policies must maxi-
mize the number of connections accepted for service. In ad-
dition to processing costs and implementation overheads,
factors that affect admissibility include the relative band-
widths of the CPU and link and any coupling between CPU
and link bandwidth allocation. In a recent paper [5], we have
studied the extent to which these factors affect admissibility
in the context of real-time channels.

3 A QOS-SENSITIVE COMMUNICATION SUBSYSTEM
ARCHITECTURE

In the process-per-message model [24], a process or thread
shepherds a message through the protocol stack. Besides
eliminating extraneous context switches encountered in the
process-per-protocol model [24], it also facilitates protocol
processing to be scheduled according to a variety of poli-
cies, as opposed to the software-interrupt level processing
in BSD Unix. However, the process-per-message model
introduces additional complexity for supporting per-
channel QoS guarantees.

Creating a distinct thread to handle each message makes
the number of active threads a function of the number of
messages awaiting protocol processing on each channel.
Not only does this consume kernel resources (such as proc-
ess control blocks and kernel stacks), but it also increases
scheduling overheads which are typically a function of the
number of runnable threads in dynamic scheduling envi-
ronments. More importantly, with a process-per-message
model, it is relatively harder to maintain channel semantics,
provide QoS guarantees, and perform per-channel traffic
policing. For example, bursts on a channel get translated
into “bursts” of processes in the scheduling queues, making
it harder to police ill-behaved channels and ensure fairness
to best-effort traffic. Further, scheduling overhead becomes
unpredictable, making worst-case estimates either overly
conservative or impossible to provide.

Since QoS guarantees are specified on a per-channel ba-
sis, it suffices to have a single thread coordinate access to
resources for all messages on a given channel. We employ a
process-per-channel model, which is a QoS-sensitive exten-
sion of the process-per-connection model [24]. In the process-
per-channel model, protocol processing on each channel is
coordinated by a unique channel handler, a lightweight
thread created on successful establishment of the channel.
With unique per-channel handlers, CPU scheduling over-
head is only a function of the number of active channels,
those with messages waiting to be transported. Since the
number of established channels, and hence the number of
active channels, varies much more slowly compared to the
number of messages outstanding on all active channels,
CPU scheduling overhead is significantly more predictable.
As we discuss later, a process-per-channel model also fa-
cilitates per-channel traffic enforcement. Further, since it
reduces context switches and scheduling overheads, this
model is likely to provide good performance to connection-
oriented best-effort traffic.

Fig. 2 depicts the key components of the proposed ar-
chitecture at the source (transmitting) and destination
(receiving) hosts; only the components involved in data
transfer are illustrated. Associated with each channel is a
message queue, a FIFO queue of messages to be processed by
the channel handler (at the source host) or to be received by
the application (at the destination host). Each channel also
has associated with it a packet queue, a FIFO queue of pack-
ets waiting to be transmitted by the link scheduler (at the
source host) or to be reassembled by the channel handler (at
the destination host).

Transmission-Side Processing. In Fig. 2a, invocation of
message transmission transfers control to the API. After
traffic enforcement (traffic shaping and deadline assign-
ment), the message is enqueued onto the corresponding
channel’s message queue for subsequent processing by the
channel handler. Based on channel type, the channel han-
dler is assigned to one of three CPU run queues for execu-
tion (described in Section 3.1). It executes in an infinite loop,
dequeueing messages from the message queue and per-
forming protocol processing (including fragmentation). The
packets thus generated are inserted into the channel packet
queue and into one of three (outbound) link packet queues for
the corresponding link, based on channel type and traffic
generation, to be transmitted by the link scheduler.
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Reception-Side Processing. In Fig. 2b, a received packet is
demultiplexed to the corresponding channel’s packet
queue, for subsequent processing and reassembly. As in
transmission-side processing, channel handlers are as-
signed to one of three CPU run queues for execution, and
execute in an infinite loop, waiting for packets to arrive in
the channel packet queue. Packets in the packet queue are
processed and transferred to the channel’s reassembly
queue. Once the last packet of a message arrives, the chan-
nel handler completes message reassembly and inserts the
message into the corresponding message queue. The appli-
cation retrieves the message from the message queue by
invoking the API’s receive routine.

At intermediate nodes, the link scheduler relays arriving
packets to the next node along the route. In the following
discussion, we focus on transmission-side processing at the
sending host. Much of this discussion is also applicable to
reception-side processing. The issues involved in QoS-
sensitive handling of incoming traffic are highlighted in [7],
and implementation of the receive-side architecture de-
scribed in [10].

3.1 Salient Features
Fig. 3a illustrates a portion of the state associated with a
channel at the host upon successful establishment. In addi-
tion to application requirements, channel state includes
parameters associated with admission control, data struc-
tures associated with buffer management, and attributes
associated with protocol processing. Each channel is as-
signed a priority relative to other channels, as determined
by the admission control procedure. The local delay bound
computed during admission control at the host is used to
compute deadlines of individual messages. Each handler is
associated with a type, and execution deadline or priority,
and execution status (runnable, blocked, etc.). In addition,

two semaphores are allocated to each channel handler, one
to synchronize with message insertions into the channel’s
message queue (the message queue semaphore), and the other
to synchronize with availability of buffer space in the chan-
nel’s packet queue (the packet queue semaphore).

Channel handlers are broadly classified into two types,
best-effort and real-time. A best-effort handler is one that
processes messages on a best-effort channel. Real-time han-
dlers are further classified as current real-time and early
real-time. A current real-time handler is one that processes
on-time messages (obeying the channel’s rate specification),
while an early real-time handler is one that processes early
messages (violating the channel’s rate specification).

Fig. 3b shows the execution profile of a channel handler
at the source host. As long as messages are available, the
handler executes in an infinite loop processing messages
one at a time. When initialized, it simply waits for messages
to process from the message queue. Once a message be-
comes available, the handler dequeues the message and
inherits its deadline. If the message is early, the handler
computes the time until the message will become current
and suspends execution for that duration. If the message is
current, the handler initiates protocol processing of the
message. After creating each packet, the handler checks for
space in the packet queue (via the packet queue sema-
phore); it is automatically blocked if space is not available
and woken up when space becomes available.

The packets created by the handler are enqueued onto
the channel’s packet queue, and if the queue was previ-
ously empty, the link packet queues are also updated to
reflect that this channel has packets to transmit. That is,
only the head packet from the channel’s packet queue re-
sides in the ordered link packet queues at any given time.
When a packet from this channel completes transmission,
another packet is transferred from the channel packet

(a) (b)

Fig. 2. Proposed communication subsystem architecture. (a) source host; (b) destination host.
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queue to the link packet queues. This design incurs a worst-
case packet enqueueing overhead proportional to the num-
ber of active channels, instead of the total number of pack-
ets outstanding on all active channels. The overhead of
managing per-channel packet queues is, therefore, minimal,
assuming that the device driver can classify a packet (i.e.,
identify the corresponding channel packet queue) without
any extra overhead. This is true in our architecture since
only one packet is kept outstanding on the network
adapter. Note that our approach is similar in flavor to Ro-
tating-Priority-Queues [25], with the service priority of each
channel queue determined dynamically from the deadline
of the head packet of the corresponding channel. The pre-
emption model employed for handler execution is one of
cooperative preemption; the currently-executing handler re-
linquishes the CPU to a waiting higher priority handler
after processing a block of packets, as explained below.

While the above suffices for nonwork-conserving proto-
col processing, a mechanism is needed to continue handler
execution in the case of work-conserving protocol process-
ing. Accordingly, in addition to blocking the handler as
before, a channel proxy is created on behalf of the handler. A
channel proxy is a thread that simply signals the (blocked)
channel handler to resume execution. It competes for CPU
access with other channel proxies in the order of logical
arrival time, and exits immediately if the handler has al-

ready woken up. This mechanism ensures that the handler
is made runnable if the channel proxy obtains access to the
CPU before the handler becomes current. Note that an early
handler must still relinquish the CPU to a waiting handler
that is already current.

Maintenance of QoS Guarantees. Per-channel QoS
guarantees are provided via appropriate preemptive
scheduling of channel handlers and nonpreemptive sched-
uling of packet transmissions. While CPU scheduling can
be priority-based (using relative channel priorities), we
consider deadline-based scheduling for channel handlers
and proxies. Execution deadline of a channel handler is
inherited dynamically from the deadline of the message to
be processed. Execution deadline of a channel proxy is de-
rived from the logical arrival time of the message to be
processed. Channel handlers are assigned to one of two run
queues based on their type (best-effort or real-time), while
channel proxies (representing early real-time traffic) are
assigned to a separate run queue. The relative priority as-
signment for handler run queues is such that on-time real-
time traffic gets the highest protocol processing priority,
followed by best-effort traffic and early real-time traffic in
that order.

Provision of QoS guarantees necessitates bounded de-
lays in obtaining the CPU for protocol processing. As
shown in [5], immediate preemption of an executing lower

(a) (b)

Fig. 3. Channel state and handler execution profile. (a) channel state at host; (b) handler execution profile.
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priority handler results in significant overheads due to
context switches and cache misses; channel admissibility is
significantly improved if preemption overheads are amor-
tized over the processing of several packets. The maximum
number of packets processed in a block is a system pa-
rameter determined via experimentation on a given host
architecture. Cooperative preemption provides a reasonable
mechanism to bound CPU access delays while improving
utilization, especially if all handlers execute within a single
(kernel) address space.

Link bandwidth is managed via multi-class nonpreemp-
tive EDF scheduling with link packet queues organized
similar to CPU run queues. Link scheduling is nonwork-
conserving to avoid stressing resources at downstream
hosts; in general, the link is allowed to “work ahead” in a
limited fashion, as determined by the link horizon [4].

Overload Protection. Per-channel traffic enforcement is
performed when new messages are inserted into the message
queue, and again when packets are inserted into the link
packet queues. The per-channel message queue absorbs mes-
sage bursts on a channel, preventing violations of Bmax and
Rmax on this channel from interfering with other, well-
behaved channels. During deadline assignment, new mes-
sages are checked for violations in Mmax and Rmax. Before in-
serting each message into the message queue, the intermes-
sage spacing is enforced according to Imin. For violations in
Mmax, the (logical) interarrival time between messages is in-
creased in proportion to the extra packets in the message.

The number of packet buffers available to a channel is
determined by the product of the maximum number of
packets constituting a message (derived from Mmax) and the
maximum allowable burst length Bmax. Under work-
conserving processing, it is possible that the packets gener-
ated by a handler cannot be accommodated in the channel
packet queue because all the packet buffers available to the
channel are exhausted. A similar situation could arise in
nonwork-conserving processing with violations of Mmax.
Handlers of such violating channels are prevented from
consuming excess processing and link capacity, either by
blocking their execution or lowering their priority relative
to well-behaved channels. Blocked handlers are subse-
quently woken up when the link scheduler indicates avail-
ability of packet buffers. Blocking handlers in this fashion is
also useful in that a slowdown in the service provided to a
channel propagates up to the application via the message
queue. Once the message queue fills up, the application can
be blocked until additional space becomes available. Alter-
nately, messages overflowing the queue can be dropped
and the application informed appropriately. Note that
while scheduling of handlers and packets provides isola-
tion between traffic on different channels, interaction be-
tween the CPU and link schedulers helps police per-
channel traffic.

Fairness to Best-Effort Traffic. Under nonwork-
conserving processing, early real-time traffic does not con-
sume any resources at the expense of best-effort traffic.
With work-conserving processing, best-effort traffic is
given processing and transmission priority over early real-
time traffic.

3.2 Accounting for CPU Preemption Delays and
Overheads

The admission control procedure (D_order) must account
for CPU preemption overheads, access delays due to coop-
erative preemption, and other overheads involved in man-
aging resources. For each new channel to be admitted,
D_order computes message service time, the worst-case time
for which the CPU and link must be allocated to the chan-
nel for processing a message, and wait time, the worst-case
time spent waiting for a lower-priority handler to relin-
quish the CPU and link. Accordingly, it must account for
the overlap between CPU processing and link transmis-
sion/reception, and hence the relative bandwidths of the
CPU and link. The deadlines assigned to messages are de-
rived from the worst-case service and wait times computed
by D_order. In recent work [5], we developed extensions to
D_order to account for the abovementioned factors at a
sending host; the extensions corresponding to interrupt-
mode link scheduling are included below for completeness.
Admission control extensions for receiving hosts, for two
packet input mechanisms, namely, interrupt mode and
polled mode, are outlined in [7].

Suppose the CPU is reallocated to a waiting handler, if
needed, every 3 packets; that is, up to 3 packets are proc-
essed between successive preemption points. Further, (see
Fig. 4a), suppose that the maximum packet size is 6, context
switch overhead between handlers is &sw, cache miss pen-
alty due to a context switch is &cm, and packet transmission
time is /x(6) for packet size 6. Per-packet protocol process-
ing cost is &p and per-packet (link) scheduling overhead of
selecting a packet and initiating transmission is &l. For the
following discussion, Fig. 4b illustrates the overlap between
processing and transmission of packets, where the link
scheduler is invoked as a function call either by the cur-
rently executing handler or in interrupt context (after
packet transmission).

&sw context switch time

&cm cache miss penalty

&p
st1 per-packet link scheduling cost

&p per-packet CPU processing cost

&l per-packet link scheduling cost

3 packets between preemption points

6 maximum packet size in bytes

/x(s) transmit time for packet size s

(a)

(i) ( )& / 6p x�

(ii) ( )& / 6p x�

(b)

Fig. 4. Extensions to admission control procedure. (a) Important sys-
tem parameters; (b) CPU processing and link transmission overlap.
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Consider a message of size 0 bytes that has 1 0
6p  

packets, with (1p � 1) packets of size 6�and the last packet

of size 6 last  = (0 mod 6) if (0 mod 6) � 0, else 6 last  = 6.

Thus, the link transmission time is /x(6) for all but the last

packet and /x(6
last ) for the last packet. Protocol processing

cost for the first packet is &p
st1 , while subsequent fragments

each incur a lower cost &p. &p
st1  includes the fixed cost of

obtaining the message for processing, timestamp overhead,
and the cost of preparing the first packet, which is higher
because our fragmentation protocol traverses a slower path
for messages larger than 6 bytes. Both &p

st1  and &p include

the cost of network-level encapsulation.
The worst-case message service time 7s is given by:
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is the total cost of preemption during the processing of the
message (&csp = &cm + &sw), and & & 1 &p
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1 1( )  is

the total protocol processing cost for the message. If &p <

/x(6), there is at least the cost of processing the first packet.
Since link transmission time dominates the time to process
subsequent packets (see Fig. 4bi)), message service time is
determined by the link transmission time for the message
and the total link scheduling and preemption overheads
incurred. If &p � /x(6) (Fig. 4bii)), however, message service
time corresponds to the total protocol processing time for
the message plus the time to transmit the last packet, in
addition to the total link scheduling and preemption over-
heads.

The worst-case CPU wait time due to a lower-priority
handler is given by
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where &b
st1  is the worst-case processing time for a block of up

to 3 packets and is given by &b
st1  = &p

st1  + (max(1p, 3) � 1) &p.

During this time &b
st1 , up to 
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#  packets could complete

transmission. Due to nonpreemptive packet transmission, the
worst-case link wait time is simply 7 / 6w

link
x ( ) . Thus, the

total message wait time is 7 7 7w w
cpu

w
link

 � .

3.3 Determination of 3, 6, and /x

3 and 6 determine the granularity at which the CPU and
link, respectively, are multiplexed between channels; the
choice of these parameters therefore determines channel
admissibility at the host [5].

Packets between Preemptions. Selection of 3 is gov-
erned by the architectural characteristics of the host CPU,
as captured by the parameters listed in Fig. 4a. For a given
message (and packet) size, small values of 3 imply a higher
number of preemptions, increasing the total overhead in-
curred and reducing the CPU bandwidth available to chan-
nel handlers; this in turn reduces channel admissibility.
Large values of 3, on the other hand, increase the temporal
granularity at which the CPU is multiplexed between chan-
nel handlers and hence the window of nonpreemptibility.
This may also reduce the number of channels admitted for
service. For a given host architecture, 3 can be selected
such that channel admissibility is maximized while deliv-
ering reasonable data transfer throughput.

Packet Size. 6 can be selected either using end-to-end
transport protocol performance or host/adapter design char-
acteristics. End-to-end protocol performance has been used
to determine packet size in IP and IP-over-ATM networks for
optimum TCP performance. However, since data transfer on
real-time channels is unidirectional and unreliable, end-to-
end protocol performance may not be the best guide for se-
lection of 6. A particular choice for 6 determines the number
of packets constituting a message, and hence total CPU and
link bandwidth required to process and transmit it. In gen-
eral, the latency and throughput characteristics of the adapter
as a function of packet size can be used to pick a packet size
that minimizes /x (see below) while delivering reasonable
data transfer throughput. However, the value chosen for 6
must be less than the MTU of the attached network. Note
that in channels spanning heterogeneous networks, 6 can be
different at each hop, as long as the cost of additional frag-
mentation within the network is accounted for when deter-
mining end-to-end delays.

Packet Transmission Time. For a typical network
adapter, the transmission time for a packet of size s, /x(s),
depends primarily on the overhead of initiating transmis-
sion and the time to transfer the packet to the adapter and
on the link. The latter is a function of the packet size and
the data transfer bandwidth available between host and
adapter memories. The data transfer bandwidth itself is
determined by host/adapter design features such as pipe-
lining, on-board queueing on the adapter, and the raw link
bandwidth. If &x is the overhead to initiate transmission on

an adapter feeding a link of bandwidth %l bytes/sec, /x(s)

can be approximated as /x(s) = &x + s
l xmin( , )% %

, where %x is

the data transfer bandwidth available to/from host mem-
ory. %x is determined by factors such as the mode (direct
memory access (DMA) or programmed IO) and efficiency
of data transfer, and the degree to which the adapter pipe-
lines packet transmissions. &x includes the cost of setting up
DMA transfer operations, if any. Our experience with
adapter design and the implications for packet transmission
time are highlighted in [26].

4 PROTOTYPE IMPLEMENTATION

We have implemented proposed architecture using a com-
munication executive derived from x-kernel (v3.1) [6] that
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exercises complete control over a 25 MHz Motorola 68040
CPU. Accordingly, CPU bandwidth is consumed only by
communication-related activities, facilitating admission
control and resource management for real-time channels.1

x-kernel (v3.1) employs a process-per-message protocol-
processing model and a priority-based nonpreemptive
scheduler with 32 priority levels; the CPU is allocated to the
highest-priority runnable thread, while scheduling within a
priority level is FIFO.

4.1 Architectural Configuration
Real-time communication is accomplished via a connec-
tion-oriented protocol stack in the communication execu-
tive (see Fig. 5a). The API exports routines for real-time
channel establishment, channel teardown, and data trans-
fer (see Table 1); it also supports routines for best-effort
data transfer (not shown here). Network transport for sig-
naling is provided by a (resource reservation) protocol lay-
ered on top of a remote procedure call (RPC) protocol de-
rived from x-kernels CHAN protocol. Network transport
for data is provided by a fragmentation (FRAG) protocol,
which packetizes large messages so that communication
resources can be multiplexed between channels on a
packet-by-packet basis. The FRAG transport protocol is a
modified, unreliable version of x-kernels BLAST protocol
with timeout and data retransmission operations disabled.
The protocol stack also provides protocols for clock syn-
chronization and network layer encapsulation. The network
layer protocol is connection-oriented and provides net-
work-level encapsulation for data transport across a point-
to-point communication network. The link access layer
provides support for link scheduling and includes the net-
work device driver.

Our choice of protocols was based on the perceived re-
quirements for guaranteed-QoS communication. An alter-
native approach would be to utilize the TCP/IP suite of
protocols used on the Internet. Most TCP/IP stacks do not
provide a sequenced, unreliable message transport protocol
that supports fragmentation. TCP is a reliable byte-stream

1. Implementation of the reception-side architecture is a slight variation
of the transmission-side architecture.

protocol while UDP does not fragment outbound messages
or support message sequencing. Thus, while TCP is suitable
for transporting best-effort traffic, it is not suitable for guar-
anteed-QoS communication. Further, IP is a connectionless
protocol and would require either modifications to make it
connection-oriented or mechanisms to classify packets.
Note that the proposed architecture does not preclude em-
ploying TCP to transport best-effort traffic, but this would
require IP as the network layer. More details on the proto-
col stack are provided in [26].

TABLE 1
ROUTINES CONSTITUTING THE REAL-TIME CHANNEL API

Routines Invoked By Function Performed
rtc_init receiving task create local queue to messages
rtc_create sending task create real-time channel with given

parameters to remote end point
(queue); return channel ID

rtc_send sending task send message on the specified real-
time channel

rtc_recv receiving task receive message from real-time
message queue

rtc_close sending task close specified real-time channel

4.2 Realizing a QoS-Sensitive Architecture
Process-per-Channel Model. On successful establishment, a
channel is allocated a channel handler, space for its message
and packet queues, and the message and packet queue
semaphores. If work-conserving protocol processing is de-
sired, a channel proxy is also allocated to the channel. A
channel handler is an x-kernel process (which provides its
thread of control) with additional attributes such as the type
of channel (best-effort or real-time), flags encoding the state
of the handler, its execution priority or deadline, and an event
identifier corresponding to the most recent x-kernel timer
event registered by the handler. In order to suspend execution
until a message is current, a handler utilizes x-kernels timer
event facility and an event semaphore, which is signaled when
the timer expires. A channel proxy is also an x-kernel process
with an execution priority or deadline. The states of all estab-
lished channels are maintained in a linked list that is updated
during channel signaling.

(a) (b)

Fig. 5. Implementation environment. (a) real-time communication protocol stack (x-kernel); (b) layered EDF CPU scheduler.
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We extended x-kernels process management and sema-
phore routines to support handler creation, termination, and
synchronization with events such as message insertions and
availability of packet buffers after packet transmissions. Each
packet of a message must inherit the transmission deadline
assigned to the message. We modified the BLAST protocol
and message manipulation routines in x-kernel to associate
the message deadline with each packet. Each outgoing packet
carries a global channel identifier, allowing efficient packet
demultiplexing at a receiving node.

CPU Scheduling. Two policies are available for sched-
uling channel handlers on the CPU: 1) multi-class EDF
scheduling and 2) fixed-priority scheduling with 32 priority
levels. The following discussion applies to 1). Three distinct
run queues are maintained for channel handlers, one for
each of the three classes mentioned in Section 3.1, similar to
the link packet queues. Q1 is a priority queue implemented
as a heap ordered by handler deadline while Q2 is imple-
mented as a FIFO queue. Q3, utilized only when the proto-
col processing is work-conserving, is a priority queue im-
plemented as a heap ordered by the logical arrival time of
the message being processed by the handler. Channel
proxies are also realized as x-kernel threads and are as-
signed to Q3. Since Q3 has the lowest priority, proxies do
not interfere with the execution of channel handlers.

The multiclass EDF scheduler is layered above the x-
kernel scheduler, as illustrated in Fig. 5b. When a channel
handler or proxy is selected for execution from the EDF
run queues, the associated x-kernel process is inserted
into a designated x-kernel priority level for CPU alloca-
tion by the x-kernel scheduler. To realize this design, we
modified x-kernels context switch, semaphore, and process
management routines appropriately. For example, a context
switch between channel handlers involves enqueuing the
currently-active handler in the EDF run queues and picking
another runnable handler, before invoking the normal x-
kernelcode to switch process contexts. To support coopera-
tive preemption, we added new routines to check the EDF
and x-kernel run queues for waiting higher-priority han-
dlers or native x-kernel processes, respectively, and yield
the CPU accordingly.

Link Scheduling. The implementation can be config-
ured such that link scheduling is performed:

Option 1: via a function call in the currently executing han-
dler’s context or in interrupt context,

Option 2:  by a dedicated process/thread, or

Option 3:  by a new thread created after each packet trans-
mission.

As demonstrated in [5], option 1 gives the best performance
in terms of throughput and sensitivity of channel admissi-
bility to 3 and 6; accordingly, we focus on option 1 in the
discussion below.

The organization of link packet queues is similar to that
of handler run queues, except that Q3 is used for early
packets when protocol processing is work-conserving. After
inserting a packet into the appropriate link packet queue,
channel handlers invoke the scheduler directly as a func-
tion call. If the link is busy, i.e., a packet transmission is in
progress, the function returns immediately and the handler

continues execution. If the link is idle, the processing
shown in Fig. 6 is performed. Scheduler processing is re-
peated when the network adapter indicates completion of
packet transmission or the wakeup event for early packets
expires. Additional packets can be kept outstanding on the
network adapter as long as packet transmission time is
bounded and predictable.

1) Mark the link as busy.
2) Examine Q3; transfer (via pointer manipulations)

all packets that are current to Q1.

3) Transmit packet at head(Q1) if Q1 nonempty, else
transmit packet at head(Q2).

4) If Q1 and Q2 are both empty, and packet at
head(Q3) is not current, mark the link as idle,
and register wakeup event with x-kernel for the
time head(Q3) becomes current.

Fig. 6. Processing done by the link scheduler.

Per-Channel Traffic Enforcement. A channel’s message
queue semaphore is initialized to Bmax; messages overflow-
ing the message queue are dropped. The packet queue
semaphore is initialized to Bmax ¹ 1pkts, the maximum num-
ber of outstanding packets permitted on a channel. Upon
completion of packet transmission, the corresponding
channel’s packet queue semaphore is signaled to indicate
availability of packet buffers and enable execution of a
blocked handler. If the overflow is due to a violation in
Mmax, the priority (or deadline) of the handler is degraded
in proportion to the extra packets in its payload, so that
further consumption of CPU bandwidth does not affect
other well-behaved channels. Table 2a summarizes the
policies and options available in the implementation.

4.3 System Parameterization
Table 2b lists system parameter settings for our implemen-
tation. Selection of 3 and 6 is based on the tradeoff between
available resource capacity and channel admissibility [5].
To use the model of packet transmission time presented in
Section 3.3, &x and %x must be determined for a given net-
work adapter and host architecture. This in turn involves
experimentally determining the latency-throughput char-
acteristics of the adapter. Using our implementation, a
parameterization of the networking hardware available to
us revealed significant performance-related deficiencies
such as poor data transfer throughput and high, unpredict-
able packet transmission time [26]. Since these deficiences
were due to adapter design, they severely limited our abil-
ity to demonstrate the capabilities of our architecture and
implementation. Given our primary focus on unidirectional
data transfer, it suffices to ensure that transmission of a
packet of size s takes /x(s) time units. This can be achieved
by emulating the behavior of a network adapter such that
/x(s) time units are consumed for each packet being trans-
mitted. We have implemented such a device emulator, re-
ferred to as the null device, that can be configured to emu-
late any desired packet transmission time.
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TABLE 2
POLICIES AND SYSTEM PARAMETERS IN THE CURRENT

IMPLEMENTATION (A) AVAILABLE POLICIES;
(B) SYSTEM PARAMETERS

Category Available Policies
Protocol processing model Process-per-channel

Work-conserving | nonwork-conserving
CPU scheduling fixed-priority with 32 priority levels

multiclass earliest-deadline-first
Handler execution cooperative preemption with configurable

number of packets between preemptions
Link scheduling multiclass EDF (options 1, 2, and 3)
Overload protection block handler, decay handler deadline, en-

forst Imin, drop overflow messages

(a)

Symbol Value Unit

&sw
xk      20 Psec

&sw
edf      55 Psec

&cm      90 Psec

&p
st1    420 Psec

&p    170 Psec

&l    160 Psec

3        4 packets
6 4096 bytes

/x(6)   245 Psec

(b)

The device emulator is a thread that, once signaled,
tracks time by consuming CPU resources for /x(s) time
units before signaling completion of packet transmission.
This emulator is implemented on a separate processor that
is connected via a backplane system bus to the processor
implementing the communication subsystem (the host
processor). Upon expiration of /x(s) time units (i.e., com-
pletion of packet transmission) the emulator issues an inter-
rupt to the host processor, similar to the mechanism em-
ployed in typical network adapters. We have used the
emulator to study a variety of tradeoffs, most importantly
the effects of the relationship between CPU and link proc-
essing bandwidth, in the context of QoS-sensitive protocol
processing [5]. We experimentally determined &x to be < 40
Ps. For the experiments, we select min(%l, %x) to correspond
to a link (and data transfer) speed of 50 ns per byte. This
corresponds to an effective packet transmission bandwidth
(for 4 kbyte packets) of 16 Mbyte/s.

Note that using the device emulator is not completely
accurate since no packet data is actually transferred from
host memory. If packet data were transferred from host
memory via DMA, there would be additional contention
for the system bus and main memory, resulting in some-
what higher packet processing time and cache miss penal-
ties upon resumption of execution after preemption. This
would result in optimistic estimates of the message service
and wait times, and hence channel admissibility. However,
a performance degradation of this nature would affect all
real-time channels and best-effort traffic more or less
equally, for option 1 as well as option 2.

Therefore, while the absolute performance observed may
not be entirely accurate, the observed trends and perform-
ance comparisons reported here continue to be valid. Also, it

may be possible to extend the message service time com-
putation to accurately account for the potential perturba-
tion caused by the DMA transfers via careful analysis [27].
We note that at least two other efforts have employed such
artificial sources and sinks of data, namely, the virtual net-
work device in [28] that resides on a separate processor,
and the “in-memory” network device used in [29].

5 EXPERIMENTAL EVALUATION

We evaluate the efficacy of the proposed architecture in iso-
lating real-time channels from each other and from best-effort
traffic. The evaluation is conducted for a subset of the policies
listed in Table 2, under varying degrees of traffic load and
traffic specification violations. In particular, we evaluate the
process-per-channel model with nonwork-conserving multi-
class EDF CPU scheduling and nonwork-conserving multi-
class EDF link scheduling using option 1 (Section 4.2). Over-
load protection for packet queue overflows is provided via
blocking of channel handlers; messages overflowing the mes-
sage queues are dropped. The parameter settings given in
Table 2b are used for the evaluation.

5.1 Methodology and Metrics
Using the null device, the performance of the proposed ar-
chitecture is compared with and without features such as
cooperative preemption and traffic enforcement. We choose a
workload that stresses the resources on our platform, and is
shown in Table 3. Similar results were obtained for other
workloads, including a large number of channels with a wide
variety of deadlines and traffic specifications. Message size is
fixed at 60 kbyte; experiments with other message sizes re-
veal that our architecture is insensitive to message size.
However, if we relax any of the constraints of our architec-
ture, larger messages tend to introduce greater QoS viola-
tions. Three real-time channels are established (channel es-
tablishment here is strictly local) with different traffic specifi-
cations. Channels 0 and 1 are bursty while channel 2 is peri-
odic in nature. Best-effort traffic is realized as channel 3, with
a variable load depending on the experiment, and has similar
semantics as the real-time traffic, i.e., it is unreliable with no
retransmissions under packet loss.

TABLE 3
WORKLOAD USED FOR THE EVALUATION

Traffic specification

Channel Type
Mmax

(KB)
Bmax

(messages)
Rmax

(KB/s
Imin

(ms)
Deadline

(ms)

0 real-time
(RT)

60 12 1,200 50 40

1 real-time
(Rt)

60 8 2,000 30 25

2 real-time
(RT)

60 1 2,000 30 30

3 best-effort
(BE)

60 10 variable – –

Messages on each real-time channel are generated by an
x-kernel process, running at the highest priority, as speci-
fied by a linear bounded arrival process with bursts of up
to Bmax messages. Violations in the specified rate (Rmax) are
realized by generating messages at rates that are multiples of
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Rmax. The best-effort traffic generating process is similar, but
runs at a priority lower than that of the real-time generating
processes and higher than the x-kernel priority assigned to
channel handlers. Each experiment’s duration corresponds to
the transmission of 32K packets; the first 2K and last 2K
packets are ignored so that the evaluation is based on steady-
state behavior. All the results are obtained after averaging
over multiple runs; different runs consistently gave similar
results, and hence low standard deviation.

Our evaluation focuses on the efficacy of the proposed
architecture and the need for cooperative preemption. All
the experiments reported here have traffic enforcement and
deadline-based CPU and link scheduling enabled. We use
the following metrics measuring per-channel performance.
Throughput refers to the service received by each real-time
channel and best-effort traffic. It is calculated by counting
the number of packets successfully transmitted within the
experiment duration. Message laxity is the difference be-
tween the transmission deadline of a real-time message and
the actual time that it completes transmission. Deadline
misses measures the number of real-time packets missing
deadlines. Recall all packets of a message inherit the dead-
line of the message. Deadline misses are detected by
checking the actual transmission time of a real-time packet
against its deadline. Finally, Packet drops measures the
number of packets dropped for both real-time and best-
effort traffic. Deadline misses and packet drops account for
the QoS violations on individual channels.

5.2 Efficacy of the Proposed Architecture
Fig. 7 depicts the efficacy of the proposed architecture in
maintaining QoS guarantees when all channels honor their
traffic specifications. Fig. 7a plots the throughput received
by each real-time channel and best-effort traffic as a func-
tion of (offered) best-effort load. Several conclusions can be
drawn from the observed trends. First, all real-time chan-
nels receive their desired level of throughput; since no
packets were dropped (not shown here) or late (Fig. 7b), the
QoS requirements of all real-time channels are met. Increase
in offered best-effort load has no effect on the service re-
ceived by real-time channels. Second, the service received
by best-effort traffic continues to increase linearly until the
system capacity is exceeded. That is, real-time traffic (early
as well as current) does not deny service to best-effort traf-
fic. Third, even under extreme overload conditions, best-
effort throughput saturates and declines slightly due to
packet drops. However, performance of real-time traffic is
not affected.

Fig. 7b plots the message laxity for real-time traffic, also
as a function of offered best-effort load. As can be seen, no
messages miss their deadlines, since minimum laxity is
nonnegative for all channels. In addition, the mean laxity
for real-time messages is largely unaffected by an increase
in best-effort load, regardless of whether the channel is
bursty or not.

Fig. 8 demonstrates the same behavior even in the pres-
ence of traffic specification violations by real-time channels.
Channel 0 generates messages at a rate faster than specified
while best-effort traffic is fixed at < 1,900 kbytes/s In Fig.
8a, not only do well-behaved real-time channels and best-

effort traffic continue to receive their expected service,
channel 0 also receives only its expected service. The laxity
behavior is similar to that shown in Fig. 7b. No real-time
packets miss deadlines, including those of channel 0. How-
ever, as can be from Fig. 8b, channel 0 overflows its mes-
sage queue and drops excess messages. None of the other
real-time channels or best-effort traffic incur any packet
drops.

5.3 Need for Cooperative Preemption
The preceding results demonstrate that the features pro-
vided in the architecture are sufficient to maintain QoS
guarantees. The following results demonstrate that these
features are also necessary.

In Fig. 9a, protocol processing for best-effort traffic is
nonpreemptive. Even though best-effort traffic is processed
at a lower priority than real-time traffic, once the best-effort
handler obtains the CPU, it continues to process messages
from the message queue regardless of any waiting real-time
handlers. That is, CPU scheduling is QoS-insensitive. As
can be seen, this introduces a significant number of dead-
line misses and packet drops, even at low best-effort loads.
The deadline misses and packet drops increase with best-
effort load until the system capacity is reached. At this
point, all excess best-effort traffic is dropped, while the
drops and misses for real-time channels decline. The be-
havior is largely unpredictable, in that different real-time
channels are affected differently, and depends on the mix of
channels. Further, this behavior is exacerbated by an in-
crease in the amount of buffer space allocated to best-effort
traffic; the best-effort handler now runs longer before
blocking due to buffer overflow, thereby increasing the
window of nonpreemptibility.

Fig. 9b shows the effect of processing real-time messages
with preemption only at message boundaries. In addition,
early handlers are allowed to execute in a work-conserving
fashion but at a priority higher than best-effort traffic. Note
that all real-time traffic is still being shaped since logical
arrival time is enforced. As before, we observe significant
deadline misses and packet drops for all real-time channels.
In this case, best-effort throughput also declines due to
early real-time traffic having higher processing priority.
This behavior worsens when the window of nonpreempti-
bility is increased by draining the message queue each time
a handler executes.

5.4 Discussion
The above results demonstrate the need for cooperative
preemption, in addition to traffic enforcement and CPU
scheduling, for access to the CPU. While CPU and link
scheduling were always enabled, CPU access by real-time
channels was also shaped due to traffic enforcement. If traf-
fic was not shaped, one would observe significantly worse
real-time and best-effort performance due to nonconfor-
mant traffic. We also note that a fully-preemptive kernel is
likely to have larger, unpredictable costs for context
switches and cache misses. This is because preemption due
to unrelated, even lower priority, activities can occur fre-
quently and at arbitrary instants.
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(a) (b)

Fig. 7. Maintenance of QoS guarantees when traffic specifications are honored. (a) throughput; (b) message laxity.

(a) (b)

Fig. 8. Maintenance of QoS guarantees under violation of Rmax. (a) throughput; (b) number of packets dropped.

(a) (b)

Fig. 9. Violation of QoS guarantees with cooperative preemption disabled. (a) nonpreemptive best-effort processing; (b) nonpreemptive
real-time processing.
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Not only does this result in loss of CPU capacity to un-
necessary context switches, it also increases the likelihood
of disturbing the footprint in the cache [30], unless the
cache is suitably partitioned [31]. This is particularly true
for preemption caused by external events such as network
interrupts. One can account for the cache miss penalty due
to preemption via careful schedulability analysis [32], but
frequent preemption still degrades available CPU capacity,
as also observed in [33]. Moreover, an important implica-
tion of arbitrary preemption for the proposed architecture
is that a handler may get preempted just before initiating
transmission, even though it had finished preparing a
packet for transmission, thus idling the link. Cooperative
preemption, on the other hand, provides greater control
over preemption points, which in turn improves utilization
of resources that may be used concurrently. With coopera-
tive preemption, a handler can initiate transmission on the
link before yielding to any higher priority activity.

6 RELATED WORK

This paper (an earlier version appeared in [34]) deals with
runtime communication resource management for provi-
sion of QoS guarantees at end hosts. The proposed QoS-
sensitive architecture and admission control extensions for
sending as well as receiving hosts have been fully imple-
mented in the ARMADA guaranteed-QoS communication
service [10]. While we have focused on host communication
subsystem design to implement real-time channels, our
implementation methodology is applicable to other pro-
posals for providing QoS guarantees in packet-switched
networks, a survey of which can be found in [1], [2]. A
number of proposed host and network QoS architectures
are compared and contrasted in [35]. Below we highlight
related work most relevant to our present work.

Network and Protocol Support for QoS on the Internet.
Similar issues are being examined for provision of inte-
grated services on the Internet [36], [37]. Several classes of
service are being considered, including guaranteed service
(similar to our work) which provides guaranteed delay [38],
predictive service [39], and controlled load [40], the latter
two having more relaxed QoS requirements. The expected
QoS requirements of applications and issues involved in
sharing link bandwidth across multiple classes of traffic are
explored in [41], [42]. Much support being provided on the
Internet is geared towards multicast communication, in
contrast with our work on unicast real-time channels. The
signaling required to set up reservations for application
flows can be provided by RSVP [43], which initiates reser-
vation setup at the receiver, or ST-II [44], which initiates
reservation setup at the sender; RSVP, in particular, pro-
vides special provisions for multicast communication. We
note that our proposed architecture is applicable to unicast
as well as multicast sessions, for both sender-initiated and
receiver-initiated signaling.

The issues involved in providing QoS support in IP-
over-ATM networks are also being explored [45], [46]. The
Tenet real-time protocol suite [47] is an implementation of
real-time communication on wide-area networks (WANs),
but it did not consider incorporation of protocol processing

overheads into the network-level resource management
policies. In particular, it has not addressed the problem of
QoS-sensitive protocol processing inside hosts. Further,
they do not consider incorporation of implementation con-
straints and overheads, and simultaneous management of
CPU and link bandwidth for transmission and reception.

End Host Architectures for QoS. A number of projects have
focused on developing appropriate end host architectures
capable of supporting QoS guarantees. The OMEGA [48] end
point architecture provides support for end-to-end QoS
guarantees. In this architecture, application QoS require-
ments are translated to network QoS requirements by the
QoS Broker [49], which negotiates for the necessary host and
network resources. The OMEGA approach assumes appro-
priate support from the network subsystem for provision of
transport-to-transport layer guarantees, and hence can utilize
the architecture and mechanisms proposed in this paper.
QoS-A [50] is a layered architecture focusing on provision of
QoS within the communication subsystem and the network.
It provides features such as end-to-end admission control,
resource reservation, QoS translation between layers, and
QoS monitoring and maintenance. QoS-A specifies a func-
tionally rich and general architecture supporting networked
multimedia applications. Practical realization of QoS-A,
however, would necessitate architectural mechanisms and
extensions similar in flavor to the ones demonstrated in this
paper. We note that these mechanisms, while developed for
provision of deterministic QoS guarantees, can also be util-
ized to realize QoS adaptive communication subsystems [51].

An RSVP-based QoS architecture supporting integrated
services in TCP/IP protocol stacks, running on legacy (e.g.,
Token Ring and Ethernet) LAN interfaces as well as high-
speed ATM networks, is described in [52]. A native-mode
ATM transport layer has been designed and implemented
in [53]. The design of a QoS-controlled communications
system for ATM networks is described in [54]. However,
implementation overheads and constraints are not incorpo-
rated in the resource management policies. Moreover, no
performance impact of supporting QoS in communication
is reported.

Real-time upcalls (RTUs) [55] are a mechanism to sched-
ule protocol processing for networked multimedia applica-
tions via an extended version of the rate monotonic (RM)
scheduling policy [23]. Similar to our approach, delayed
preemption is adopted to reduce the number of context
switches. Our approach differs from RTUs in that we use a
thread-based execution model for protocol processing,
schedule threads via a modified earliest-deadline-first
(EDF) policy [23], and extend resource management poli-
cies within the communication subsystem to account for a
number of important implementation overheads and con-
straints. Similar to our approach, rate-based flow control of
multimedia streams via kernel-based communication
threads is also proposed in [56]. In contrast to our notion of
per-connection threads, however, a coarser notion of per-
process kernel threads is adopted. This scheme does not
seem suitable for an application with multiple QoS connec-
tions, each with different QoS requirements and traffic
characteristics. Mechanisms for scheduling multiple com-
munication threads, and the issues involved in reception
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side processing, are not considered. More importantly, the
architecture outlined in [56] does not consider provision of
signaling and resource management services within the
communication subsystem.

Communication Subsystem Design and Performance Optimiza-
tion. Several recent efforts have focused on optimizing the
performance of the data transfer path in TCP/IP protocol
stacks, via improvement of protocol processing latency [57],
[58], [59], and user-level handling of network data [14], [15],
[16], [60], [61] to increase throughput via data copy minimi-
zation. Several researchers have studied the issues affecting
the design and performance of network adapters [8], [16],
[62] and communication subsystems in general [24], [63]. All
of these efforts are geared towards traditional best-effort traf-
fic with the primary goal of increasing data transfer through-
put. These efforts are complementary to our work, which
focuses on provision of QoS guarantees for communication.

Handling of Incoming Traffic. Proper provisioning of QoS
guarantees requires appropriate handling of incoming traf-
fic at a receiving host. While a number of recent efforts have
focused on efficient packet classification [64], [65], [66], at-
tention has also been given to the problem of receive live-
lock [8]. Receive livelock is a phenomenon in which, under
network input overload, a host or router is swamped with
processing and discarding arriving packets to the extent
that the effective throughput of the system falls to zero.
While techniques for receive livelock elimination are de-
scribed in [67], an approach to preventing receive livelock,
Lazy Receiver Processing (LRP), is presented in [68]. In
LRP, an incoming packet is classified and enqueued, but
not processed, until the application receives the data. While
this works well for best-effort traffic, appropriate OS sup-
port is still needed to ensure the application is scheduled to
run in a QoS-sensitive fashion. Furthermore, since received
packets may not be processed immediately on arrival, LRP
cannot exploit the overlap between protocol processing and
packet arrival. More importantly, architectural support
similar to the one presented in this paper is needed to mul-
tiplex resources across multiple connections originating
from the same application.

Our approach also utilizes early demultiplexing and
channel-specific queueing of incoming packets. However,
packet processing and message reassembly is performed in
a QoS-sensitive fashion via EDF scheduling of channel
handlers, as and when communication capacity is made
available. Demultiplexing incoming packets early and ab-
sorbing bursts in distinct per-connection queues is an at-
tractive way to prevent receive livelock, an observation also
made in the context of paths (see below) in Scout [69]. Cou-
pled with the admission control extensions developed in
[7], our architectural approach facilitates provision of QoS
guarantees while preventing receive livelock.

“Paths” through the Communication Subsystem. The Path
abstraction realized in Open Software Foundation’s CORDS
framework [70] greatly facilitates development of real-time
communication services for distributed applications, as
demonstrated with the ARMADA guaranteed-QoS com-
munication service that we have developed [10]. Using this
abstraction, unique paths can be defined through the com-
munication subsystem, and path-specific allocation per-

formed for resources such as packet buffers, input packet
queues, and input shepherd threads. Similarly, the Scout
operating system proposes the use of explicit paths as an
important abstraction in operating system design to im-
prove performance [69]. However, while paths in [70] are
envisioned primarily as a static, relatively coarse-grain
mechanism, paths in [69] are not allocated communication
resources and assigned deadlines or priorities via admis-
sion control. Our QoS-sensitive communication subsystem
architecture for sending and receiving hosts effectively de-
fines, and associated QoS guarantees with, unique paths
through the communication subsystem.

Modeling of Real-Time Operating Systems. Since the analysis
presented in Section 3.2 is geared towards the real-time
communication needs of distributed systems, it compliments
recent efforts to bridge the gap between the theory and prac-
tice for real-time systems [33], [71], [72], [73]. The implica-
tions of priority inversion due to nonpreemptible critical sec-
tions was studied in [74]; however, preemption costs (context
switches and cache misses) and the resulting degradation in
useful resource capacity were not considered.

OS Support for QoS-Sensitive Computation and Communica-
tion. The need for scheduling protocol processing at priority
levels consistent with those of the communicating applica-
tion was highlighted in [75] and some implementation
strategies demonstrated in [76]. More recently, processor
capacity reserves in Real-Time Mach [11] have been com-
bined with user-level protocol processing [14] for predict-
able protocol processing inside hosts [12]. Unlike our ap-
proach, the approach outlined in [12] does not derive the
protocol processing priority from a connection’s QoS and
traffic specifications, nor does it exploit the overlap be-
tween protocol processing and link transmission/reception.
Moreover, only a single communication library thread is
associated with an application; data arriving on multiple
connections associated with the application are all proc-
essed by this thread. While this realizes per-application QoS
guarantees, it does not facilitate provision of per-connection
QoS guarantees.

Several scheduling algorithms for integrated scheduling
of multimedia soft real-time computation and traditional
hard real-time tasks on a multiprocessor multimedia server
are proposed and evaluated in [77]. Operating system sup-
port for multimedia communication also is explored in [78],
where the focus is on provision of preemption points and
EDF scheduling in the kernel, and in [79], which also fo-
cuses on the scheduling architecture. However, no support
is provided for traffic enforcement or decoupling of proto-
col processing priority from application priority. Several
QoS-sensitive CPU scheduling policies have been proposed
recently [17], [18], [19]. These schemes do not provide sup-
port for QoS guarantees on communication-related CPU
processing, although our architecture can be integrated
with these policies for application-level QoS.

7 CONCLUSIONS AND FUTURE WORK

We have proposed and evaluated a QoS-sensitive commu-
nication subsystem architecture for end hosts that supports
guaranteed-QoS connections. The architecture provides
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various services for managing communication resources,
such as admission control, traffic enforcement, buffer man-
agement, and CPU and link scheduling. Using our imple-
mentation of real-time channels, we demonstrated the effi-
cacy with which the architecture maintains per-channel
QoS guarantees and delivers reasonable performance to
best-effort traffic. While we demonstrated the need for spe-
cific features and policies in the architecture for a relatively
lightweight stack, such support will be even more impor-
tant if computationally intensive services such as coding,
compression, or checksums are added to the protocol stack.
The usefulness of these features also depends on the rela-
tionship between CPU and link bandwidths.

Our work assumes that the network adapter (i.e., the
underlying network) does not provide any explicit support
for QoS guarantees, other than providing a bounded and
predictable packet transmission time. This assumption is
valid for a large class of networks prevalent today, such as
FDDI and switch-based networks. Thus, link scheduling is
realized in software, requiring lower layers of the protocol
stack to be cognizant of the delay-bandwidth characteristics
of the network. A software-based implementation also en-
ables experimentation with a variety of link sharing poli-
cies, especially if multiple service classes are supported. For
example, alternative approaches such as setting aside a
certain minimum CPU and link bandwidth for best-effort
traffic can be explored. The architecture can also be ex-
tended to networks providing explicit support for QoS
guarantees, such as ATM. However, the communication
software may need to track adapter buffer usage in order to
schedule the transfer of outgoing packets to the adapter.

The architectural framework and methodology adopted
in this paper is applicable to other host platforms as well.
This requires that the host communication subsystem be
parameterized accurately to capture overheads and proc-
essing costs that comprise the abstraction of the underlying
communication subsystem. While we have implemented
the architecture on an x-kernel platform, the architecture
and the implementation do not utilize any features specific
to this platform. We argue that the underlying resource
management policies can be supported on any operating
system platform and communication subsystem.

We are extending this work in several directions. We have
extended the null device into a sophisticated network device
emulator providing link bandwidth management [80], to
explore issues involved when interfacing to adapters with
support for QoS guarantees. For true end-to-end QoS guar-
antees, scheduling of channel handlers must be integrated
with application scheduling. We have extended and reim-
plemented the proposed architecture in OSF Mach MK, a
microkernel-based operating system, using OSF’s x-kernel
framework [70]. This platform is being used to explore issues
in integration of the proposed architecture with applications
and OSF Mach. We are also exploring the issues involved in
implementing statistical real-time channels, as opposed to the
deterministic real-time channel implementation described in
this paper. Statistical QoS guarantees can potentially be use-
ful to a large class of distributed multimedia applications.
Finally, we have extended this architecture to shared-
memory multiprocessor multimedia servers [81].
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