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Synchronous Band idth Allocation 
in FDDI Networks 

Qin Zheng, Member, IEEE and Kang G. Shin, Fellow, IEEE 

Abstract-It is well known that an FDDI token ring network 
provides a guaranteed throughput for synchronous messages and 
a bounded medium access delay for each nodelstation. However, 
this fact alone cannot effectively support many real-time appka- 
tions that require the timely delivery of each critical message. The 
reason for this is that the FDDI guarantees a medium access deIay 
bound to nodes, but not to messages themeIves The message- 
delivery delays may exceed the medium-access delay bound even 
if a node transmits synchronous messages at a rate not greater 
than the guaranteed throughput. We solve this problem by devel- 
oping a synchronous bandwidth allocation (SBA) scheme which 
calculates the synchronous bandwidth necessary for each appli- 
cation to satisfy its message-delivery delay requirement. The re- 
sult obtained in this paper is essential for effective use of the 
FDDI token ring networks in supporting such real-time commu- 
nication as digital video/audio transmissions, and distributed con- 
trol/monitoring. 

Index Terms-Local area networks, FDDI, synchronous 
bandwidth allocation, real-time communication, real-time digital 
video transmission. 

I. INTRODUCTION 

HE fiber distributed data interface W D I )  is a proposed T ANSI standard for a 100 Mbps (million bits per second) 
token ring network using a fiber-optic medium [I], [2], 131, [4], 
[5].  Thanks to its high transmission speed, the FDDI alleviates 
the bandwidth saturation problem of the current 10 Mbps Ether- 
net and the 4 or 16 Mbps IEEE 802.5 Token rings. The synchro- 
nous transmission capacity of the FDDI also makes it capable of 
supporting real-time applications like digital video/audio trans- 
missions, and distributed controllmonitoring. 

The synchronous transmission capacity of the FDDI is pro- 
vided to each nodelstation in the form of two different guaran- 
tees: a bounded medium-access delay and a minimum 
throughput for synchronous traffic. Specifically, if the target 
token rotation time of an FDDI network is set to some number, 
TTRT, and the synchronous bandwidth allocation of node i is 
set to some number, h,, (see Protocol 2.1 in Section I1 for the 
definition of m R T  and hi), then the time node i must wait for a 
chance to transmit its synchronous messages is bounded by 
2 x TTRT, and on the average, the node is guaranteed to have a 
bandwidth of 100 x hjTTRT Mbps to transmit its synchronous 
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messages. These two guarantees make FDDI networks capable 
of supporting synchronous traffic, but, as discussed beldw, 
they are not sufficient for most time-critical applications. 

A real-time application usually requires that each of its mes- 
sages be delivered timely given a prespecified message- 
generation rate. But an FDDI network guarantees throughput 
and delay bounds individually in isolation. When a node 
transmits synchronous messages at the guaranteed throughput 
rate 100 x hj1TRT Mbps, it is not guaranteed that all of the 
messages will have a delay bound 2 x TTRT. To understand 
the problem better, let’s consider the following example video 
channel: 

0 The source of the channel generates a video frame every 
T units of time. For full motion video, T = 33 msec. 

* The time needed to transmit a maximum-size video frame 
at a 100 Mbps transmission rate is C units of time. 
For a smooth real-time video at the destinatiodreceiver, 
each frame is required to be delivered to the destination 
within d units of time after its generation. We assume d = T 
in this example. 

With the parameters specified above, the maximum traffic 
over the video channel is 100 x CIT Mbps. Thus, the through- 
put requirement would be satisfied if the FDDI is configured 
such that hJ7TRT = C/T. Also, the delay requirement would be 
satisfied if 2 x TTRT = T. Together we get h, = Cf2. From the 
Medium Access Control (MAC) protocol of the FDDI, h, is the 
maximum time node i is allowed to transmit synchronous mes- 
sages once it acquires the token. Thus, h, = Cl2 implies that a 
maximum-size video frame would take two token’s visits to 
get transmitted. Since TTRT := T/2, one token rotation time 
could be as large as T, and thus, a maximum-size frame would 
not be transmitted within a delay bound Tin the worst case. 

To solve the above problem one can either use a smaller 
TTRT to reduce the medium access-delay bound or use a larger 
h, to increase the synchronous bandwidth assigned to the 
station. The first method is not desirable for several reasons: 
1) 77RT is usualIy set at the ring initialization time, and thus, it 
would be inconvenient to change TTRT whenever a new appli- 
cation is created; 2) due to the token passing overhead and the 
ring latency, the overall ring efficiency would deteriorate if 
TTRT is set to too small a value; 3) reducing TTRT also in- 
creases the synchronous bandwidth assigned to the station. 
This paper addresses the second approach, i.e., set h, appro- 
priately. Specifically, we will develop a synchronous band- 
width allocation (SBA) scheme which, given a network target 
token rotation time TTRT and an application traffic specifica- 

1045-9219/95$04.00 0 1995 IEEE 

mailto:zheng@merl.com
mailto:kgshin@eecs.umich.edu
mailto:tramactions@computer.org


ZHENG AND SHIN: SYNCHRONOUS BANDWIDTH ALLOCATION IN FDDI NETWORKS 1333 

tion, determines the synchronous transmissioll time, hi, of the 
node to guarantee all synchronous messages to be transmitted 
within the user-requested delay bound. The ‘station manage- 
ment standard SMT 7.2 of the FDDI describes SBA facilities 
[5],  suggesting how synchronous bandwidth may be allocated 
to a node, but it does not indicate how much of synchronous 
bandwidth needs to be allocated for a specific application. 
Clearly, the FDDI’s capacity of supporting synchronous traffic 
cannot be effectively used without a proper SBA scheme. 

Recently, the importance of SBA has been drawing consid- 
erable interest. Agrawal et al. [6] proposed a normalized pro- 
portional SBA scheme which was proven to be able to support 
any set of synchronous channels with a total peak signal rate 
no more than 33% of the ring bandwidth. But this scheme has 
the following disadvantages: 

1) It can be used only for those applications where the user- 
requested message-delay bound d equals the message 
intergeneration period T. This limits the type of applica- 
tions that a network can support. 

2) The scheme is not optimal in the sense that it does not 
assign the minimum synchronous bandwidth necessary 
for each application, thus reducing the number of syn- 
chronous-traffic applications that a network can support. 

3) It is a global SBA scheme in that the allocation/ deallo- 
cation of synchronous bandwidth to a node would require 
to change the synchronous bandwidths previously as- 
signed to all the other nodes. A global SBA scheme 
complicates the implementation of synchronous band- 
width allocation. 

To improve the scheme in [6], Chen et al. proposed an 
optimal SBA scheme [7]. However, it still suffers the limitation 
of d = T and being a global scheme. Besides, it uses an iterative 
algorithm for the calculation of the optimal bandwidths which 
may, in theory, need an infinite number of steps to converge. 
Some nonoptimal local SBA schemes were proposed in [8]. 

In this paper we propose an SBA scheme which does not re- 
quire d = T and is optimal in most cases. The calculation of the 
optimal bandwidths can be done in just one step. Further, the 
scheme is local thus allocation/deallocation of a synchronous 
bandwidth to a node does not require to change the synchronous 
bandwidths previously assigned to the other nodes, thus making 
the synchronous bandwidth allocation easy to implement. 

This paper is organized as follows. Section I1 reviews the 
MAC protocol of the FDDI and its relevant properties. A new 
SBA scheme is proposed and discussed in Section 111. The 
paper concludes with Section IV. 

11. PRELIMINARIES 

For convenience of discussion, we review the FDDI’s MAC 
protocol and some of its properties in this section. The FDDI’s 
MAC protocol [4] is summarized below. 
Protocol 2 (MAC of the FDDI) 

P1. Suppose there are N active nodes in a ring which are num- 
bered from 0 to N - 1. As part of an FDDI ring initialization 
process, each node declares a target token rotation time 

(TTRT). The smallest among them is selected as the ring’s 
TTRT. Each node which supports synchronous traffic is 
then assigned a portion of the TTRT to transmit its syn- 
chronous messages. Let h,, called the synchronous band- 
width allocation, denote the portion of TTRT that node i is 
assigned to transmit its synchronous messages. 

P2. Each node has two internal timers: the token-rotation-timer 
(TRT) and the token-holding-timer (THT). The TRT always 
counts up and a node’s THT counts up only when the node 
is transmitting asynchronous messages. If a node’s TRT 
reaches the TTRT before the token arrives at the node, the 
TRT is reset to 0 and the token is marked as late by incre- 
menting the node’s late count L, by one. To initialize the 
timers at different nodes, no messages are allowed to be 
transmitted during the first token rotation after the ring ini- 
tialization and Lcs are set to 0. 

P3. Only the node that has the token is eligible to transmit 
messages. The message transmission time is controlled by 
the node’s timers, but an in-progress message transmission 
will not be interrupted until its completion. When a node i 
receives the token, it does the following: 

P3.1. If Lc > 0, set L, := L, - 1 and THT := TTRT. Other- 
wise, set THT := TRT and TRT := 0. 

P3.2. If node i has synchronous messages, it transmits them 
for a time period up to h, or until all the synchronous 
messages are transmitted,* whichever occurs first. 

P3.3. If node i has asynchronous messages, it transmits 
them until the THT counts up to the TTRT or all of its 
asynchronous messages are transmitted, whichever oc- 
curs first. 

P3.4. Node i passes the token to the next node (i + 1) mod 
N .  O 

Let Tring denote a ring’s latency plus the token passing over- 
head, which is the time needed to circulate the token around 
the ring once without transmitting any message, and Tp denote 
the time needed to transmit a maximum-size asynchronous 
message. Then, the parameters of the FDDI’s MAC protocol 
must satisfy the following “protocol constraint”: 

N-1 
h, I TTRT- Ting -Tp. (1) 

r=O 

The physical meaning of the above inequality is that the 
summation of the synchronous bandwidths assigned to the 
nodes in an FDDI ring should not exceed the effective ring 
bandwidth. Violation of this constraint would make the ring 
unstable and oscillate between “claiming” and “operational” 
[5].  Under this protocol constraint, there is a well-known fact 
about the FDDI: The worst-case token rotation time is 
bounded by 2 x TTRT, and the average token rotation time is 
bounded by ZTRT [9]. Recently, Agrawal et al. [6] obtained a 
more general result as stated below. 

1 .  Though it is not in the standard, we assume that a node always transmits 
its synchronous traffic first for better synchronous performance of the net- 
work and simplicity of analysis. 
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LEMMA 2.1. (Worst-case Token Rotation Times). Under the 
protocol constraint (1) the time elapsed between any n con- 
secutive token's visits to node i is bounded by n x TTRT- hi. 

Once node i gets the token, it is given up to hi units of time 
to transmit its synchronous messages. Let LxJ be the largest 
integer which is not larger than x, and rx1 be the smallest inte- 
ger which is not smaller than x. We also define the following 
two functions, Lx J'and r.1'. 

The following lemma [6] gives a lower bound of the time 
node i is allowed to transmit its synchronous messages during 
a time period t. 

Lemma 2.2. (Synchronous Transmission Time). Under the 
protocol constraint (1) of the FDDZ, node i has at least 
Lt/TTRT - lr . h, units of time to transmit its synchronous 
messages during a time period t. This lower bound is 
reached when rt/TTRT? . TTRT - t 2 hi. 

111. A NEW SBA SCHEME 

As discussed in the Introduction, an important feature of 
real-time communication is that each message must be deliv- 
ered to its destination within a prespecified delay bound. Due 
to the limited network transmission bandwidth, this require- 
ment cannot be satisfied without some information on 
message-generation characteristics. 

We use two parameters, T and C, to describe a message- 
generation pattern, where T is the minimum message inter- 
generation time and C is the maximum message-transmission 
time (i.e., the time needed to transmit a maximum-size message). 
It is reasonable to assume prior knowledge of these parameters 
for many real-time applications, such as interactive voicelvideo 
transmission and real-time controllmonitoring. For applications 
where the traffic pattern is less predictable, the estimated values 
of T and C could be used. An application may exceed its pre- 
specified maximum message size and/or message generation rate 
at the risk that these messages may not be delivered withm the 
pre-specified delay bound, but this particular application will not 
affect the guarantees to other applications. 

Together with the requested message-delivery delay bound 
d and the address of the source node S, we use the concept of 
real-time channel [ 101 for real-time communication services. 
A real-time channel is described by a 4-tuple z = (T, C, d, s) 
and guarantees each message generated at the source node s to 
be delivered sequentially to one or more destination nodes in a 
time period I d, as long as the message intergeneration time is 
2 T and the message transmission time is I C. For simplicity, 
in a shared-medium network like FDDI, a message is said to 
be 'delivered' when its source node completes the transmission 
of the message. 

A real-time channel is a convenient way to achieve real-time 
communication. Users can set up real-time channels with ade- 
quate bandwidths and delay bounds for their applications. This 
is in sharp contrast to the conventional circuit-switched 
transmission where users have few choices on the bandwidth 
and quality of the circuits to use. We will in this paper deal 
with the implementation of real-time channels on FDDI net- 
works only. Readers are referred to [IO], [ I l l ,  [12], [13], [14], 
[15], [16], [17], [18], [19], [20], [21], [22] for more discus- 
sions on real-time channels and/or other real-time communica- 
tion schemes in point-to-point networks. 

A set of real-time channels is said to be establishable over 
an FDDI network if the requested message-delivery delay 
bound of each channel can be guaranteed by properly setting 
the parameters of the FDDI's MAC protocol. From Protocol 
2.1, the user-adjustable parameters are the TTRT and h,s. The 
TTRT is usually set at the network initialization time and does 
not change frequently. It determines the minimum message- 
delay bound, d,, = 2 x TTRT, that the network can guarantee. 
Any channel request with a delay bound smaller than d,,, will 
be rejected. With a given TTRT, the synchronous bandwidth 
allocated to node i is determined by the value of h,. Thus, an 
SBA scheme determines the values of h,s to accommodate 
real-time channels. An SBA scheme is said to be feasible with 
respect to a set of real-time channels if it can guarantee the 
requested delay bounds of all the channels in the set. An SBA 
scheme is said to be optimal if it is always feasible whenever 
there exists a feasible SBA scheme. The advantage of an opti- 
mal SBA scheme is the full-utilization of the FDDI's synchro- 
nous transmission capacity since a set of real-time channels 
rejected by an optimal SBA scheme cannot be established with 
any other SBA schemes. 

We derive in this section the conditions for establishing 
real-time channels over an FDDI network. From these condi- 
tions, a new SBA scheme will be developed which has many 
advantages over the SBA schemes in [6], [7] .  

Let r(t) denote the time that a node in the worst case is al- 
lowed to transmit its synchronous messages during a time pe- 
riod t .  Lemma 2.2 gives a lower bound of r ( t )  for node i. We 
improve Lemma 2.2 by calculating the exact value of r ( t )  as 
follows. 

LEMMA 3.1. (Worst-case Synchronous Transmission Time). 
Under the protocol constraint (1) of the FDDI, node i in the 
worst case has 

r(t) = Lt / 7TRT - 11* h, + 6( t )  

units of time to transmit its synchronous messages during a 
time period t, where s(t) is calculated as 

if I t  I PRT1' TTRT - t 2 h, 
or t I TTRT 

IO t - ([t / 7TRTl'TTRT - h,) otherwise. 
s(t) = 

PROOF. r ( t )  is plotted in Fig. 1. Its correctness can be proved 
by observing that the bound of token rotation time stated in 
Lemma 2.1 is actually reached at node i when 1) all usable 
ring bandwidth is assigned to nodes as synchronous band- 
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widths, 2) no messages are transmitted during the first token 
rotation, and 3) starting from node i, all nodes use the 
maximum times allowed to transmit their synchronous and 
asynchronous messages during the subsequent token visits. 
Thus, if a synchronous message is generated at node i just 
after it starts transmitting asynchronous messages, node i 
would have to wait 2 x TTRT - h, units of time for another 
token’s visit to transmit the synchronous message. Once it 
gets the token, node i has hi units of time to transmit syn- 
chronous messages. This proves the correctness of r ( t )  for t 
ri 2 x 77RT. The following worst-case token interarrival 
times at node i would be TTRT. This proves the correctness 

Cl of r ( t )  for t > 2TTRT. 

TTRT ZTCRT ITIRT 4TIRT 5Tl’RT 6lTRT t 

Fig. 1.  Worst-case synchronous transmission time r(f). 

It should be noted that the synchronous-transmission time in 
the above Lemma is calculated for the worst case where all 
usable ring bandwidth is assigned to nodes as the synchronous 
bandwidth. A node would be able to have more synchronous- 
transmission time if only a part of the usable ring bandwidth is 
assigned as the synchronous bandwidth. But using such a 
“better” calculation of synchronous bandwidth allocation 
would reduce the total amount of synchronous traffic that a 
network can support and hence it is undesirable. 

Suppose no two real-time channels have the same source 
node and the synchronous-transmission time of a node is used 
for real-time channel messages only. Then from Lemma 3.1 we 
have the following necessary and sufficient condition for the 
establishment of a real-time channel over an FQDI network. 
THEOREM 3.1 (Channel establishment conditions over the 

FDDI). A real-time channel z = (T, C, d, s) can be estab- 
lished over an FDDI network under the protocol constraint 
(1) if and only if 

vt 2 O, r(t - d )  I TI+ c I r(t), (2) 

where r ( t )  is calculated from Lemma 3.1 with i = s. U 
The proof of this theorem is almost the same as that of 

Theorem 1 of [ 121, 
PROOF OF THE NECESSARY CONDITION. Suppose node s does not 

have any message of channel z at time t = 0. Then, V t  > 0 a 
necessary condition for no messages to miss their deadlines in 
[0, t] is that the amount of time, z(t), needed to transmit all 
those messages generated during [0, t] by channel z with 
deadlines I t is not greater than r ( t ) ,  the time that node s in 
the worst-case is allowed to transmit its synchronous mes- 
sages. Since the minimal message inter-generation time of 

channel z is T, there are at most r(t - d)lT? messages gener- 
ated by channel z during [0, t] with deadlines I t, which take 
at most r(t - d)IT? C units of time to be transmitted. Thus, the 
maximum value of z(t) is r<t - d)/T? C. This proves the nec- 
essary condition. U 

PROOF OF THE SUFFICIENT CONDITION. We prove this by con- 
tradiction. Suppose a message misses its deadline at time t l ,  
meaning that at least one message with deadline I tl has not 
been transmitted by tl. Then there must exist t‘ < t l  such that 
during the time period [t’, t l ] ,  there is at least one message 
of channel z in node i and node i uses all of its allowed syn- 
chronous transmission time for channel z‘s messages. Let to 
be the smallest such t’, then there are no messages with 
deadlines 5 tl queued at the link at time to. Thus, in the 

time period [to, tl], node i uses all its synchronous transmis- 
sion time transmitting only those messages of channel z 
which are generated during [to, t l ]  with deadlines I tl .  Based 
on the same reasoning as the proof of the necessary condi- 
tion, the maximum amount of time needed to transmit these 
messages is z(tl - to) = r(t, - to - d)/T? C. Since one mes- 
sage misses its deadline at t l ,  this z(tl - to) must be larger 
than r ( t l  - to), that is, r(t1 - to - d)/T? C > r ( t l  - to). By 
letting t = tl - to, the above inequality contradicts the condi- 
tion that v t  2 0, r(t - d ) / ~ l +  c I r(t). 0 
It is difficult to calculate the minimum synchronous band- 

width allocation (i.e., h,J needed for a real-time channel from 
Theorem 3.1 since inequality (2) must be checked in an inter- 
val of infinite length. Fortunately, with the following theorem, 
one can easily calculate the required minimum synchronous- 
bandwidth allocation in most cases (i.e., when 2 x TTRT 5 d < 
Ti- TTRT, or d 2 Ti- 2 x TTRT), and the upper bound of h, for 
other cases. 
THEOREM 3.2. (Calculation of hJ. The minimum h, required to 

establish a real-time channel (TI C, d, s) can be calculated 
as 
1) For 2 x TTRTI d I T +  TTRT, 

h, = {‘Ip i f q > C l p  

(C+ 4) 1 ( 1  + P )  if 4 < c/ P 

where p = LdITTRT - 11’ and q = rd/TTRT? TTRT - d. 
2) F o r d > T + 2 x l T R T ,  

h, = (TTRTI T)C 

3) For T +  TTRT< d < Ti -  2 x TTRTand T T  TTRT, 

if 40 2 c1 Po 
(C+40)/(1+PO) i f g o  <ClPO 

h, I 

where po = LT/TTRT_I’ and 40 = rT/TTRT? TTRT - T. 

h,r 2 rTTRTIT1 C. 

PROOF. Notice that the minimum h, required to set up a real 
time channel is the minimum value of h, that satisfies 

4) For 2 x TTRT< d < T +  2 x TTRTand T <  TTRT, 



1336 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL 6, NO 12, DECEMBER 1995 

inequality (2). We prove four parts of Theorem 3.2, one by 
one, using this fact. 

1) Notice that the left-hand side of inequality (2) is a step 
function which changes values to ( k  + 1)C at points t = d 
+ kT, k = 0, 1, ..., and the right-hand side of inequality 
(2) is a monotone increasing function. So, we only need 
to check inequality (2) at these discrete points. 
For t = d, from Lemma 3.1, F(d) = ph, + s(d) where 

0 if q 2 h,y 
h,-q i fq<h, .  

6 ( d )  = 

It is easy to check that setting h, in the way specified by 
Theorem 3.2 makes r (4 = C, proving that it is the 
minimum h, which satisfies inequality (2) of Theorem 3.1 
at point t = d. From Fig. 1, we see that b't 2 0, r(t + 7)  
- r(t) 2 T(7TRT + T )  - r(TTRT) = T(TITRT + r). Since 
d 5 TTRT + T, r(t + T )  - r(t) 2 T(d) = C. Then, for any 
positive integer k,  

k 
T(d + kT) = (T(d + iT)  - T(d + iT - 7') f T(d)  

r=l 
k 2c ct-c 

[=I 

= ( k  + 1)C. 

This proves that inequality (2) of Theorem 3.1 is satisfied 
for all t 2 0. 

2) To provide any delay bound guarantee, the average syn- 
chronous bandwidth guaranteed to a node must be no 
smaller than the average signal bandwidth over a real- 
time channel, i.e., h,ITTRT must be no smaller than CIT. 
Thus h, must be no smaller than (TTRT1T)C. TQ show 
h, = (TTRT1T)C is large enough for this case, observe 
that the left-hand side of inequality (2) 5 ((t - d)/T + 1)C 
and the right-hand side of inequality (2) 2 (hJITRQ 
(t - ZTTRT). Thus for d 2 T + 2 x TTRT and 
h, = (TTRTIlJC, we get ((t - d)/T + 1)C 5 (hJTTRT) 
( t  - 2TTRT). Inequality (2) is thus satisfied. 

3) Since T 2 TTRT, T + TTRT 2 2 x TTRT. The first part of 
Theorem 3.2 can then be used to calculate h, for d = T + 
TTRT. Clearly, the h, calculated this way is an upper 
bound for h, when d > T + TTRT. 

4) During any TTRT units of time, the left-hand side of ine- 
quality (2) increases by at most rTZRTIT1 C. Thus for d 2 
2 x 7'TRT and h, = rTTRTIT1 C, inequality (2) is always 
satisfied. U 

Theorem 3.2 is a corrected and improved version of our 
previous results presented in [23], [24]. We have the following 
channel establishment algorithm. 

orithm 3.1. (Channel Establishment over FDDI). 
Suppose n - 1 real-time channels z, = (Tl, C,, d,, SJ, i = 1, 
..., n - 1 have already been established over an FDDI ring. 
Then a new channel Z, = (T,, C,, d,, s,) can be established 
with the following steps. 
Step 1. Calculate h,, from Theorem 3.2. 

Step 2. If the protocol constraint (1) is satisfied, set the syn- 
chronous-bandwidth allocation of s, to h,yn and establish 

channel rn. Otherwise, the channel establishment request is 

Some discussions on the above algorithm are in order. 
1) For T + W R T  < d < T + 2 x TTRT, Theorem 3.2 gives 

only an upper bound of the minimum h,. To see how tight 
this upper bound is, notice that a necessary condition for 
the establishment of a real-time channel over an FDDI 
network is that the assigned synchronous bandwidth 
(100 x hJTTRR Mbps) must not be smaller than the ex- 
pected signal bandwidth (100 x CIT Mbps) over the 
channel. This means that h, 2 (TTRTITJC is a necessary 
condition and (TTRT1T)C is a lower bound of the re- 
quired h,. Thus the difference between the upper bounds 
given in Theorem 3.2 and the minimum h,, is bounded by 

rejected. 0 

-1 lx )C i f x 2 l  
a = YLxJ+ (1 ILxl' - 1 l x )C  if x < 1 

where x = TfTTRT. 

From this we see that the upper bound obtained in Theo- 
rem 3.2 will never exceed twice the minimum h,. Another 
result is that the upper bound given in Theorem 3.2 is 
actually the minimum h, when Tis a multiple of TTRT or 
lTRTis a multiple of T. 

2) Algorithm 3.1 is an optimal SBA scheme when a mini- 
mum h, can be obtained from Theorem 3.2. This includes 
the following four situations: 
e 2 x I T R T I d I T + T T R T ,  
8 d 2 T + 2 x T T R T ,  
e Tis a multiple of TTRT, 
9 ITET is a multiple of T. 

We bePieve that the above situations include most real- 
time communication applications. For example, commu- 
nications in distributed control/monitoring systems usu- 
ally have tight delay requirements (d 2 T + TTRT), and 
videolaudio communication can often tolerate larger de- 
lays (d 2 T + 2 x TTRT). Thus for most applications, the 
synchronous-bandwidth allocation resulting from Algo- 
rithm 3.1 is optimal. 

3) Comparing with previous results, the SBA scheme of [6] 
is not optimal, even under the restrictive assumption of 
d = T. Thus a real-time channel establishment request 
may be rejected even if it can be established using a dif- 
ferent scheme. The SBA scheme of 171 is optimal under 
the restrictive assumption of d = T and requires complex 
computations. By contrast, Algorithm 3.1 is optimal for a 
much wider range of d (which subsumes the special case 
of d = Tin  [6], [7]). Also, the SBA schemes of [6], [7] 
are global schemes in the sense that the additionhemoval 
of a channel or change of the parameters of a channel 
would require adjustment of the synchronous-bandwidth 
allocations of a11 nodes in the network. This requires a 
complex SBA implementation. By contrast, Algorithm 
3.1 needs only local parameter adjustment, thereby 
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making it far easier to implement than those in [6], [7]. 
Some nonoptimal local SBA schemes were also proposed 
in [8]. 

As an application example of Algorithm 3.1, we calculate 
the synchronous bandwidth needed for establishing the follow- 
ing video channel in an FDDI network. Suppose the video 
frame-generation period T = 33 msec (30 frameshec), the 
transmission time of a maximum frame is 1 msec (100 Kb 
maximum-frame size), and the requested frame-delay bound is 
d msec. The maximum expected traffic of this video channel is 
thus B, = CIT x 100 = 3 Mbps. Suppose the network target 
token rotation time is set to a typical value TTRT = 8 msec. 

Since d must be no smaller than 2 x TTRT, the above video 
channel cannot be established for d < 16 msec. For 16 I d I T 
+ TTRT = 4 1 msec, the minimum required h, is calculated from 
Theorem 3.2 as 

h, = r‘” i f q 2 l l p  

(1 + 4 )  I t 1  + P> if 4 < 11 p 

where p = Ld/8 - iJ’ and q = r d / ~ l +  8 - d. 
For d 2 T + 2 x TTRT = 49 msec, h, = (TTRT1T)C = 0.24 

msec. For 41 msec < d < 49 msec, we use the upper bound 
given in Theorem 3.2, h, = C/p, = 0.25 msec. 

Recall that the synchronous bandwidth assigned to a channel 
is B, = hJ7TRTx 100 Mbps. The value of B, as a function of d is 
plotted in Fig. 2 from which we have the following observations. 

1) The smaller the requested delay bound d, the more syn- 
chronous bandwidth is required by the channel. For ex- 
ample, the video channel needs to reserve a 12.5 Mbps 
synchronous bandwidth, which is more than four times as 
much as the expected signal bandwidth over the channel, 
to guarantee that each video frame be delivered within a 
delay bound d < 23 msec. In general, a channel requires a 
synchronous bandwidth approximately T/(Ld/TTRT - 11 
TTRT) times as much as its expected maximum signal 
bandwidth to guarantee a delay bound d (from Theorem 
3.2). This shows that the FDDI is not very efficient in 
supporting real-time communication with tight-delay re- 
quirements. The readers are referred to [24], [25] for a 
simple modification to the MAC protocol of the FDDI 
which can significantly improve FDDI’s ability of sup- 
porting real-time traffic requiring small delay bounds. 

2) The required synchronous bandwidth reduces to the ex- 
pected signal bandwidth for d 2 T + 2 x TTRT = 49 msec. 
This fact has two important implications. 

If a channel is assigned a synchronous bandwidth 
equal to its expected signal bandwidth, it is guaranteed 
that each of its message will be transmitted with a de- 
lay no larger than T + 2 x TTRT (or T + TTRT if T is a 
multiple of TTRT). This is in contrast to the common 
misunderstanding that the message delay bound equals 
the medium access delay bound 2 x TTRT. 
One does not gain anything by allowing the message 
delay to be larger than T + 2 x TTRT. In other words, a 
video channel which allows its frames to be delayed as 
large as 500 msec needs the same synchronous band- 
width as a channel requiring frame delays to be no 

more than 50 msec in the above example. This finding 
is very useful for designing distributed multimedia 
systems over FDDI networks. 

3) The difference between the upper bound of h, calculated 
from Theorem 3.2 and the actual minimum h,T is negligi- 
ble if Tis several times larger than TTRT. The difference 
increases with the decrease of T. So if one has to set 
T + 7TRT < d < T + 2 x TTRT and T is not a multiple of 
TTRT, TTRT should be set as small as possible to avoid 
any over-reservation of synchronous bandwidth. 

For the purpose of comparison, the synchronous bandwidth 
needed by the video channel with TTRT = 4 msec is also plotted 
as the dotted curve in Fig. 2. In general, a smaller 7TRT gives an 
FDDI network a better performance in supporting real-time 
communication (can provide smaller delay bounds and require 
less synchronous bandwidth) than a larger ZTRT. But as dis- 
cussed in [2], a small TTRT reduces the overall network effi- 
ciency due to token passing overheads and ring latency. Thus, 
unless some applications require very tight delay bounds, a 
moderate TTRT (around 8 msec) is more appropriate. 

3 6l - 
- +.-, - - I - -  - 1 

01 I I I I I I I 
0 8 16 24 32 40 48 56 

Delay bound d (ms) 

Fig. 2. Synchronous bandwidth assigned to the video channel. 

Algorithm 3.1 can also be used for real-time channels with a 
common source node. Specifically, if two channels zl and z2 
have the same source node s, and zl requires h, = t l  and zz 
requires h, = tz. Then setting h, := tl + t 2  will satisfy the 
requirements of both channels provided there is a mechanism 
at the source node to regulate the transmission times of the 
messages of zl and zz so as not to exceed tl and t2 at each 
token’s visit, respectively. 

IV. CONCLUSION 

In this paper we addressed the problem of allocating syn- 
chronous bandwidths in FDDT networks. Specifically, we de- 
veloped a general, optimal, and simple SBA scheme that can 
support a large variety of real-time applications, can fully util- 
ize the network-transmission bandwidth, and is easy to imple- 
ment. We also showed that the FDDI is capable of supporting 
real-time communication and is a good candidate for distrib- 
uted multimedia applications. 
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