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Abstract 

DQDB is a MAC protocol jointly adopted by IEEE and 
ANSI as the candidate protocol for MANS, and has been stud- 
ied by many researchers. In [1], we laid a formal basis for 
guaranteeing the timely delivery of isochronous (real-time) 
messages with hard deadlines, and devised a slot allocation 
scheme for allocating pre-arbitrated (PA) slots to isochronous 
message streams in DQDB networks. In this paper, we ex- 
tend our work in [1] and address on how to improve the per- 
formance (in terms of bandwidth utilization) of the slot al- 
location scheme using the concept of slot reuse. We devise 
several slot reuse schemes to assign spatially non-intersecting 
message streams to the same virtual connections (i.e., the sets 
of PA slots identified by the same VCI numbers). The pro- 
posed slot reuse schemes are simple, can be easily incorporated 
into the slot allocation scheme in [ I ] ,  and require only a minor 
change in the current DQDB standards. 

1 Introduction 

The problem of guaranteeing the timely delivery of 
messages has drawn considerable attention, especially 
in the areas of voice/video data transmission over a 
data network, and message communication in embed- 
ded real-time systems. The timing guarantees in both 
applications are not possible without a network pro- 
tocol/architecture which supports the timely and pre- 
dictable delivery of messages. The intent of this paper 
is thus to use the concept of slot reuse to provide more 
efficient isochronous services for real-time messages with 
hard deadlines in a metropolitan area network (MAN) 
using the Distributed Queue Dual Bus (DQDB) medium 
access control (MAC) protocol. 

DQDB has been jointly adopted by IEEE and ANSI 
as a standard (IEEE802.6) for MANS [2]. As such, 
DQDB has become the focus of many studies [l,3-81. 
The DQDB network consists of two high-speed (155 
Mb/s) unidirectional slotted buses (Bus A and Bus B) 
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Figure 1: DQDB (IEEE802.6) network configuration. 

running in opposite directions to which every station is 
connected (Fig. 1). There exists a transmission path from 
every station to every other station. For each bus, fixed- 
length slots (each of size 53 bytes) are generated by the 
slot generator at the head of the bus and transported 
“downstream.” Since the two buses are symmetric, with- 
out loss of generality, we consider only data transmission 
on Bus A throughout the paper. 

DQDB provides three distinct classes of services: a 
connection-oriented data service, a MAC t o  logical link 
conirol (LLC) data service, and an isochronous data ser- 
vice. The first two services are for regular traffic and 
use the distributed queue arbitration (&A) function for 
slot allocation. The third service is for real-time traffic 
and uses the pre-arbitrated (PA) function. Currently, the 
DQDB MAC to LLC data service is the only one with 
defined functions in the existing standards [2]; the other 
DQDB services remain undefined. In particular, the only 
specification for the PA function in the existing standards 
[2] states that: A centralized bandwidth (slot) alloca- 
tion approach is used in which the bandwidth manager 
and VCI server (BMVS) resides in the slot generator 
and is responsible for managing/allocating bandwidth. A 
source station with an isochronous message stream sends 
a call setup request to BMVS via QA slots. If BMVS 
grants the call setup request, it assigns a unique virtual 
circuit identifier (VCI) to the message stream, and con- 
veys the information to the source and destination sta- 
tions via QA slots. BMVS will henceforth reserve empty 
PA slots by setting their VCI fields to the VCI number of 
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the appropriate isochronous message stmam. After be- 
ing notified by BMVS, the station with an isochronous 
message streaim then watches for the PA slots with the 
appropriate VCI number and transmits its isochronous 
messages usin,g those slots. 

From the ,above specification, we know that BMVS 
must ensure that PA slots are properly assigned so as 
to guarantee the timely delivery of messages in each 
isochronous message stream. What is lacking in the 
DQDB standards is how the task is accoinnplished. 

To accomplish the task, we laid a formal basis and 
devised an efisctive slot allocation scheme: in [l] for allo- 
cating PA slots to a set of isochronous message streams 
in a DQDB network. In the context of real-time commu- 
nications, an isochronous (real-time) message stream Mi 
is characterized by the following three timing parameters 
(along with tlhe addresses of the source atation N /  and 
the destinatiom station N t ) :  (1) the minimum message 
inter-arrival time Pi, (2) the maximummessage transmis- 
sion time Ci, and (3) the end-to-end delamy bound (dead- 
line) D; (< Pi) .  The slot allocation scheme assigns the PA 
slots in such a way that at least Ci slots atre allocated to 
message stream Mi in any time window of size Di slots, 
for all i. We will summarize the scheme i n  Section 2. 

The performance of the slot allocation scheme (in 
terms of ban’dwidth utilization or the number of mes- 
sage streams that can be established) can be improved 
using the concept of slot reuse. That is, the PA slots 
that have passed through their destination stations can 
be reused by ithe downstream stations. Several slot reuse 
methods have been suggested for QA services [9-131. In 
these studies,, slots may be released either by destina- 
tion stations [9,10,12,13] or by a number of special era- 
sure nodes wlhich check every traversing dot and release 
the ones that have already passed through their desti- 
nation statio:ns [ lo ,  11,141. The destimtion station of 
a message stream or the immediate downstream erasure 
node is equipped with necessary erasure hardware and 
will mark all the slots assigned to this stream as empty 
ones so that the downstream stations can reuse them. As 
indicated in [9,11], the destanaiion releme method offers 
the maximum possible released capacity but suffers from 
the problems, of increased complexity of receiver hard- 
ware and increased latency. On the other hand, under 
the assumption of uniform source-destination traffic, the 
erasure node method has been shown [lo:, 141 to overcome 
the hardware: and latency disadvantages, at the cost of 
slightly degraded throughput gain. 

As will be clearer in Sections 2-3, the tradeoff be- 
tween the throughput gain and the associated hardware 
complexity/l,atency increase for QA services does not ex- 
ist for PA services. This is due to the fact that each 
PA slot used by an isochronous message stream is iden- 
tified by the PA bit and the VCI field of the slot, both 

of which are set by BMVS and will remain unchanged 
as the slot traverses the bus. An isochronous message 
stream authorized by BMVS to use a set of PA slots 
identified by a unique VCI number will do so when these 
PA slots traverse the bus, regardless whether or not these 
PA slots already carry messages (destined for some other 
stations). It is the responsibility of BMVS to make sure 
that no PA slot is inappropriately reused before the mes  
sage carried by the slot is delivered to its destination. 
Consequently, there is no need for a destination node or 
an erasure node to change any bit in the access control 
field (ACF) of a PA slot in order to release the slot. 

The key point for BMVS to ensure that no PA slot 
is inappropriately reused is to ensure that no two spa- 
tially intersecting message streams use the same set of PA 
slots. A message stream Mi is 5aid to spatially inlersecd 
another stream Mj if N: 5 N-j” < N;” or Nj” < N /  < Nj”. 
Note that “spatial intersection” is a symmetric relation, 
i.e., if Mi intersects M j ,  then Mj intersects Mi. It is 
clear that if Mi and M, are spatially non-intersecting, 
either Nf 5 Nj” or Njd 5 N;,  and hence, N; (N:)  can 
reuse the same set of PA slots allocated to Mi ( M j )  in 
the case of N;” 5 Nj” ( N f  5 N;)  without corrupting the 
messages destined for N;” ( N t ) .  We henceforth call a 
set of PA slots identified by a unique VCI number a vir- 
tual connection (VC), and the key step for slot reuse in 
isochronous services is to devise a scheme to group mes- 
sage streams so that all the message streams in a group 
do not spatially intersect one another and can thus use 
the same virtual connections. 

The rest of the paper is organized as follows. For 
the paper to be self-contained, we summarize in Sec- 
tion 2 the message model, the slot allocation problem 
for isochronous services, and the slot allocation scheme 
proposed in [I]. In Section 3, we formally define the 
slot reuse problem, and discuss the issues that should be 
considered in devising slot reuse schemes. In Section 4, 
we present three slot reuse schemes and give illustrative 
examples. We also argue that the proposed slot reuse 
schemes are simple, can be easily incorporated into the 
slot allocation scheme proposed in [l], and require only 
a minor change in the current DQDB standards. The 
paper concludes with Section 5 .  

2 Slot allocation in QDB networks 

In this section, we summarize the message model and 
the slot allocation scheme proposed in [l] to make the 
paper self-contained. 

2.1 Message model 

In the context of real-time communications, each 
isochronous message stream Mi is characterized by the 
source station id N;, the destination station id N t ,  and 
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the following timing parameters: 

0 Pi: the minimum message inter-arrival time of M;, 
i.e., if the j-th message in M; arrives at time t ,  then 
the ( j  + 1)-th message in the stream will not arrive 
before time t + Pi, for all j 2 1 (if messages in M; 
arrive periodically, then Pi denotes the period); 

0 Ci: the maximum message transmission time (mes- 
sage size) of Mi,  i.e., C; is the time (measured in 
slots) needed to transmit a maximum-size message 
in Mi; 

e D;: the relative deadline of M;,  i.e., if a message in 
Mi arrives at  time t ,  then it must be transmitted by 
time t + Di (we require only that D; 5 P;). 

For ease of exposition, we assume that both time and tim- 
ing parameters (in particular, Ci and Di) are expressed 
in slots (cells), and message arrivals are aligned with the 
beginnings of slots. Under these assumptions, one unit 
of message (i.e., one cell) needs one unit of time (i.e., one 
slot) to transmit. We will call the time interval [t - l , t ]  
the t-th (time) slot (or simply, slot t) .  

We also define the message dens i ty  of a stream Mi as 
p(Mi)  = Ci /Di ,  and the total  message density of a set of 
streams, M = { M I ,  M z , .  . . , Mn}, 

2.2 Slot allocation problem 

As discussed in Section 1, BMVS must generate a 
(virtually) infinite sequence of slots in such a way that 
the PA slots assigned to a message stream M; are prop- 
erly “spaced” so that each message in Mi is transmitted 
within a time period 5 Di after its arrival as long as 
the message inter-arrival time is 2 Pi 2 D; and the size 
(transmission time) of the message is 5 Ci. We formally 
define the slot allocation problem as follows. 

Problem 1: (Slot Allocation Problem) Given a set 
of real-time message streams M = {Mi = (C;, D;,  Nib, 
N:) I 1 _< i 5 n},  allocate the PA slots in such a way 
that each stream Mi is guaranteed to transmit each of 
its messages before the message deadline D;. That is, if 
a message of M; arrives at  time t ,  enough slots must be 
allocated for Mi during time interval [t,t + D;] for the 
transmission of the message. 0 

Note that in the message model, the exact time when 
a message in a stream Mi arrives and the size of the 
message are not specified and not known a priori (except 
that the message size is bounded by Ci). Hence, one 
way for BMVS to ensure the above timeliness criterion is 
satisfied is to assign at least Ci slots to M; for any  time 
window of size Di slots, for all i .  Consider, for example, 

Figure 2: Four possible PA slot allocation patterns for a 
message stream with Ci = 2, Di = 6, and Pi 1 Di. 

Fig. 2, where four possible PA slot allocation patterns 
for a real-time message stream M; with C; = 2, Di = 6 ,  
and Pi 2 Di are shown. The PA slot allocation patterns 
in Fig. 2 (a) do not satisfy the criterion that in any time 
window of size Di slots, at  least Ci slots are allocated 
to Mi,  and a message of M; which arrives at  time t ,  for 
1 5 t 5 5, cannot meet its delivery deadline t + Di. In 
Fig. 2 (b), the PA slots are so allocated that the above 
criterion is satisfied, and all messages of Mi can meet 
their delivery deadlines regardless of their arrival times 
and sizes. 

2.3 Slot allocation scheme 

To solve the slot allocation problem, we devised in [l] 
an on-line slot allocator, called SlotAllocator, which 
can generate, for a given set of message streams M = 
{Mi = (C,, D;, Nib, N:) I 1 5 i 5 n},  a slot allocation 
schedule that satisfies the criterion that for any consec- 
utive D; slots, there are Ci slots allocated to Mi, for all 
i as long as D; divides Dj for all i < j and p(M) 5 1. 

Succinctly, Slot Allocator uses the well-known rate- 
mono ton ic  scheduling algorithm [15] and treats C; as the 
computation time and Di as the period of a task. It as- 
signs priorities to message streams so that the streams 
with tighter deadlines get higher priorities, i.e., if Di < 
Dj then M; has a higher priority than Mj (ties are broken 
arbitrarily). After the system is initialized, SlotAlloca- 
tor will assign Ci slots to each message stream Mi during 
each time period [(j - 1). Di,  j Di],  for all 1 5 i 5 n and 
all j 2 1. This is done by assigning the current slot, say 
[t - l ,t],  to the message stream with the highest priority 
among all the actave message streams, where an active 
stream Mi is one whose slot requirement with respect 
to its current time period is unfulfilled, i.e., from time 
( j  - 1) . Di to time t - 1, there are less than Ci slots 
assigned to Mi,  where ( j  - 1 ) .  Di 5 t - 1 < j Di for 
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some integer ;i. 
We proved in [l] the correctness of SlotAllocator: 

Theorem 1: For a set of message streams M = {Mi = 
(Ca, Di, N;J,  N;d) I 1 < i 5 n},  if Di divides Dj for all 
i < j and p(M) 5 1, SlotAllocator will allocate C; 
slots to Mi in any time window of size Di, for all i. 0 

For an arbitrary set of real-time message streams, M’ 
= {M: = (Cl;, D,!,N;“, N;d) I 1 5 i 5 n}, in which the 
deadline constraint set D’ = { D i ,  Da, . . I , DL} (without 
loss of generality, we assume 0: 5 Di for all i < j) 
does not necessarily consist solely of mulltiples (i.e., D,! 
divides Dj may not be true for all i .< j ) ,  we first 
use the speciarlization operation [16,17] tal transform the 
arbitrary stream set M’ to another stream set M = 
{Mi = (Ci,Bli,Nf,N;d) I 1 5 i 5 n}, in which the spe- 
cialized deadline constraint set D = { D ~ ,  0 2 , .  . . , Dn} 
consists solely of multiples and Di 5 0: for all i .  Specif- 
ically, we find a Di for each D: such that Di satisfies 
Di = x + 2j :s D: < x . 2j+l = 2 4 ,  for some integer 
j 2 0, where 2 is an integer E (Oi/2,L)i] that results 
in the minimum total density increase.’ This opera- 
tion is called specializing D’ (M’)  with respect t o  {.} 
[16,17]. Note! that we also use the phrase “specializing 
D’ with respect to {a}” (where a is a constant) to de- 
note that the specialization operation is performed with 
the specializakion factor z = a.  For example, given a 
deadline constraint set D’ = {4,7,8,13,24,28}, if the 
specialization factor 2 = 4,  the set after specialization is 
{4,4,8,8,16,16}; if the specialization factor x = 3, the 
set after specialization is {3,6,6,12,24,2~4}.  Since D is 
more strict than D’, if we find a feasible slot allocation 
schedule for M, then the schedule is also feasible for the 
original constraint set D’. 

Example 1: Consider a set of real-time message 
streams, M’ = {(1,4), (1,7), (2,13), (1.,23), (3,28)}.2 
We first specialize the deadline constraint set D’ = 
(4, 7, 13, 23#, 28) with respect to (3) to D = (3, 6, 
12, 12, 24). Since Dj divides D j ,  for all i < j ,  and 
p(M) =E:=, Cd/Di = 1/3+1/6+2/12+1/12+3/24= 
21/24 < 1, by Theorem 1, we know that SlotAllocator 
can find a feasible schedule for M. Usinlg SlotAlloca- 
to r ,  we obtain the slot allocation schedule as shown in 
Fig. 3 in which the schedule repeats every 0 5  = 24 slots. 
As one can readily see, there are at least Ci slots assigned 
to Mi in any time window of size Di (5 0:) slots, and 

0 

The slot allocation scheme proposed in [l] is simple 
Moreover, as long as the total message 

hence, in any time window of size D: slots. 

and effective. 

‘See [16,17] for details on how to determine ithe value of I. 
2We omit the source and destination stations, N: and NP, for 

each M; since they are irrelevant in this example. 

Figure 3: The slot allocation sequence for the set of mes- 
sage streams M’ = {(1,4), (1,7), (2,13), (1,23), (3,28)}. 

density p(M) after specialization is less than or equal to 
1, the deadline constraints for all streams can be guaran- 
teed. However, if p(M) > 1, the scheme will not be able 
to find a feasible schedule. In the following sections, we 
introduce the concept of slot reuse for isochronous ser- 
vices and propose several schemes to improve the perfor- 
mance (in terms of bandwidth utilization) of the scheme 
proposed in [l]. 

3 Slot reuse problem 

As discussed in Section 1, the performance of a slot 
allocation scheme with respect to bandwidth utilization 
can be improved using the concept of slot reuse. That 
is, the slots that have passed on to their destination sta- 
tions can be reused by downstream stations. The slot 
allocation scheme proposed in [l] needs to be modified in 
order to exploit the newly released capacity. Specifically, 
BMVS must not only guarantee the timing constraints of 
all the message streams but also improve the performance 
by arranging to have spatially non-intersecting message 
streams reuse the same set of PA slots. BMVS accom- 
plishes the latter by 

(1) grouping existing message streams into subsets 
(groups) in which all the streams in a group do not 
spatially intersect one another, and 

(2) assigning virtual connections to each group so that 
all the message streams in the group can use the PA 
slots assigned to these virtual connections, where a 
virtual connection (VC) is characterized (in addi- 
tion to its unique VCI number) by its bandwidth 
requirement, ( c , d ) ,  where ( c , d )  denotes at least c 
slots must be allocated to the virtual connection in 
any time window of size d slots (for notational con- 
venience, we will use (c, d)  or c / d  interchangeably to 
denote the bandwidth of a virtual connection). 

A station with a message stream Mi and authorized 
by BMVS to use some virtual connections will use all 
the PA slots assigned to those virtual connections when 
those slots traverse the station, regardless whether the 
PA slots are currently empty or not. These PA slots may 
be non-empty due to the fact that they have been used 
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by upstream stations for transmitting their isochronous 
messages. However, the slot reuse scheme must ensure 
that by the time the non-empty PA slots traverse the 
station of interest, the data contained in the slots have 
been retrieved by their intended upstream destination 
stations. 

The slot reuse problem for isochronous services in a 
DQDB network (that uses the slot allocation scheme pro- 
posed in El]) can be formally stated as follows. 

Problem 2: (Slot Reuse Problem) Given a set of 
message streams M = {Mi = (C;, Di, N:, N t )  I 1 5 
i 5 n ) ,  find a grouping G = (G1,Gz , . . . ,  Gk) of the 
message streams in M so that the following conditions 
are satisfied: 

C1. Uj=lGj = M (note that a grouping G of M may or 
may not be a partition3 of M, i.e., a message stream 
Mi may belong to  more than one group). 

C 2 .  All the streams in a group do not spatially inter- 
sect one another, and thus can use the same virtual 
connections. 

C3.  Each group is assigned one or more virtual connec- 
tions with appropriate bandwidth to ensure that the 
timing constraints for all the message streams in the 
group are satisfied. However, the total bandwidth 
assigned to the groups should be reduced as much 
as possible. 0 

There are three issues we must consider in devising 
an effective slot reuse scheme. First, if a slot allocation 
schedule satisfies that “there are at least c slots allocated 
to a stream in any time window of size d slots,” then it 
also satisfies that “there are at least q ’ c  slots allocated to 
the stream in any time window of size q .d slots, for every 
integer q 2 1.” However, the converse is not necessarily 
true. Therefore, the bandwidth requirement for a stream 
with (Ci, 0;) = ( q  ~ c ,  q . d)  can be fulfilled by a schedule 
generated for a stream with (C,, Di) = ( c ,  d), but not the 
converse. 

Second, although fewer groups in general imply lower 
bandwidth requirement, this is not always true in our 
slot reuse problem, i.e., minimizing the number of groups 
does not always lead to an optimal solution. For exam- 
ple, consider a set of message streams as shown in Fig. 4 
(a). Fig. 4 (b) is a grouping which gives the least number 
of groups. Since the bandwidth assigned to each group 
must be able to  guarantee the timing constraints of all 
the streams in the group, the total bandwidth required 
for all the virtual connections, VC1, VC2, and VC3, ex- 
ceeds one ( 1 / 2  + 1/2 + 1/8) .  This implies that there 
does not exist a feasible slot allocation schedule for such 

3Apartitionof aset S is aset P = {Pl,Pz,  ..., Pk),  whereP, 
is a subset of S for all i, U:=l P3 = S ,  and P, n P3 = 0 for all i # j. 

W(1212) - 
Wl,83,6) * 
WlPJP) > 
M,( 1,256) - 
MX1A196) > 

(a) Channel set conf@mtion . . . . . . . . . . , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .. . ... .... .. . . . . .. . ... ... . .. . . . . . . . . . .... ....... ......... ... .... ............ ........ 
Y *  Y 

VCl(12) * 
vcwa L. 

V W L 8 )  - M3 MI * 
Ms 

@) Infeasible puping 

Figure 4: Example showing that minimizing the number 
of groups is not the only criterion in grouping. 

a grouping. However, the grouping shown in Fig. 4 (c) 
does yield a feasible allocation schedule. Fig. 4 (c) gath- 
ers spatially non-intersecting message streams of similar 
message densities into a group, and hence the bandwidth 
is not as much over-allocated to  a group as in Fig. 4 (b). 
The resulting total bandwidth needed in Fig. 4 (c) is 1 
(= 1/2 + 1/4 + 1/8 + 1 / 8 ) ,  implying the existence of a 
feasible slot allocation schedule. 

Third, as indicated in C1 of Problem 2, the group- 
ing G = {GI, Gz, . . . , Gk} is not necessarily a parti- 
tion of M. That is, one message stream may belong to 
multiple groups. For example, consider the stream set 
{Mi = ( 1 , 4 , 1 , 3 ) , M 2  = ( 1 , 8 , 1 , 3 ) , M 3  = ( 3 , 8 , 5 , 6 ) ) .  
Since MI and M2 spatially intersect each other, they 
must be assigned to two distinct groups and use two dis- 
tinct virtual connections with bandwidth 1/4 and 1/8, 
respectively. If M3 joins either group, the bandwidth re- 
quired for that group has to  be increased (by the amount 
of 1/8  if M3 joins GI = { M I } ,  and 1/4 if M3 joins 
G I  = ( M 2 ) ) .  A better way is to have A43 use the 
bandwidths allocated to  both groups. That is, assign 
G I  = { M I ,  M3) and G2 = {M2,  M3) ,  and let M3 use 
the PA slots assigned to both virtual connections. The 
timing requirement for Ma is fulfilled, and yet the total 
bandwidth requirement is not increased. 

4 Proposed slot reuse schemes 

In this section, we present three heuristic slot reuse 
schemes. Each of the three schemes has three phases, 
namely, specialization, grouping, and bandwidth/VC as- 
signment. They mainly differ in the way and the order in 
which the three phases are performed. In the following 
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discussion, a group Gj is said to be able to accommodate 
a message stream Mi if Mi does not interslect any stream 
in G j ,  and the current bandwidth Bj of Gj is defined to be 
the largest message density among the message densities 
of all the message streams in G j ,  i.e., Bj :=: max Ci/Di. 

4.1 Scheme A 

MsEGj 

For a set of arbitrary real-time messag;e streams, M’ 
= { M i  = (Ci, I l l ,  NiJ, N,d) I 1 5 i 5 n}, !Scheme A per- 
forms the following steps: 
(1) Specia1in:ation: Scheme A first specializes M’ (with 
respect to (z)) to a more strict stream set M = {Mi = 
(Ci,Di,NiJ,N,d) 1 1 5 i 5 n}, where the deadline con- 
straint set D = (01, D2, . . . , D n }  consists solely of mul- 
tiples, and Di 5 0: for all i. 
(2) Grouping: Scheme A then finds a grouping G = 
( G I ,  G 2 , .  . . , G k }  of the streams in M (in this scheme, the 
grouping is also a partition). All the streams in a group 
do not intersect one another. Two grouping methods 
GM1 and G:M2 are proposed. 
Grouping method GM1: Given a specialized set of 
message streams, M, GM1 performs the following steps: 

S1. Sort the message streams in M into the order 
of nondecreasing source station id, and for mes- 
sage streams with the same source station id, into 
the order of nondecreasing message density (ties 
are broken arbitrarily). For ease of exposition, 
let the sorted message streams be still denoted by 

S2. Assign the first message stream M ;  of the sorted 
streams to G I .  Initialize G to { G I } .  

S3. Consider the other message streams one at a time. 
Suppose the message stream curreintly under con- 
sideration is Mi, and the current grouping is G = 
( 6 1 ,  G a r . .  . , Ge}. If for all j E [I, 4, M; spatially 
intersects the most recently added stream of Gj ,4 

then create a new group Gt+1, add hcfi to Gt+1, and 
add Ge+l to G. Otherwise, let G’ !& G be the set 
of groups that can accommodate Mi and whose cur- 
rent bandwidths are larger than or equal to p(Mi),  
and G” 5: G be the set of groups khat can accom- 
modate Mi but whose current bandwidths are less 
than p ( M i ) .  There are two cases to consider: (i) if 
G’ # 0, then add Mi to a group GJ with the min- 
imum current bandwidth Bj in G’. (ii) if G’ = 0, 
then adcl Mi to a group Gj with the maximum cur- 
rent bandwidth Bj in G”. 

MI M2, . Mn. 

4Note that because the streams in M are sosrted into the order 
of nondecreasing source station id and all streams added to a graup 
G3 do not spatially intersect one another, G, cem accommodate a 
new stream M, if and only if Mi does not spartially intersect the 
most recently a.dded stream of G J .  

The reason for adding Mi to a group with the min- 
imum current bandwidth in G’ in case (i) of S3 is to 
use the “best-fit” group in G’ and leave the other groups 
with larger current bandwidths for subsequent streams. 
The reason for adding Mi to a group with the maximum 
current bandwidth in G” in case (ii) of S3 is to minimize 
the increase in the current total bandwidth. 

The problem of finding a grouping (partition) of the 
message streams in M such that all the streams in a 
group do not intersect one another can be viewed as 
an interval-graph coloring problem [18], where the ver- 
tices of the interval graph correspond to the given mes- 
sage streams and an edge exists between two vertices if 
and only if the two corresponding streams spatially in- 
tersect each other. The grouping method GM1 is the 
same in essence as the well-known greedy algorithm [18] 
in interval-graph coloring. The latter gives the smallest 
number of colors needed to color the vertices so that no 
two adjacent vertices are assigned the same color, while 
the former gives the least number of groups. 

As demonstrated in Fig. 4 in Section 3, finding the 
least number of groups does not necessarily render the 
best solution for our slot reuse problem. This is due to 
the fact that if message streams which significantly differ 
in their message densities are assigned to the same group 
(in order to reduce the number of groups), bandwidth 
may be unduly assigned. To remedy this drawback, we 
modify GM1, and propose the second grouping method 
GM2. Note, however, that GM2 may not necessarily 
render the best solution either, since it may not give the 
least number of groups. 
Grouping method GM2: Given a specialized set of 
message streams, M, GM2 performs the following steps: 

S1. Sort the message streams in M into the order of non- 
increasing message density, and for message streams 
with the same message density, into the order of non- 
decreasing source station id (ties are broken arbitrar- 
ily). For ease of exposition, let the sorted streams 
be still denoted by M I ,  M2,. . . , Mn. 

S2. Assign the first message stream M I  of the sorted 
streams to G I .  Initialize G to ( G I } .  

S3. Consider the other message streams one at a time. 
Suppose the message stream currently under con- 
sideration is M;,  and the current grouping is G = 
{ G I ,  Gz ,  . ~ . , G L } .  If for all j E [l, e], Mi spatially in- 
tersects some message stream(s) of G j ,  then create 
a new group G t + l ,  add Mi to G L + I ,  and add GL+I 
to G. Otherwise, let G’ C G be the set of groups 
that can accommodate Mi and whose current band- 
widths are larger than or equal to p ( M i ) ,  and G” E 
G be the set of groups that can accommodate Mi 
and whose current bandwidths are less than p(Mi). 
There are two cases to consider: (i) if G’ # 8 ,  then 
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add Ma to a group Gj with the minimum current 
bandwidth Bj in G'. (ii) if G' = 0, then add M; to 
a group Gj with the maximum current bandwidth 
Bj in G". 

Note that the only differences between GM1 and 
GM2 are: (1) in S1, GM1 sorts message streams into 
the order of nondecreasing source station id first and then 
into the order of nonincreasing message density, while 
GM2 sorts message streams into the order of nonincreas- 
ing message density and then into the order of nonde- 
creasing source station id; (2) to check if a group G, can 
accommodate a message stream Mi in S3, GM1 needs 
only to check whether or not Mi spatially intersects the 
most recently added stream of Gj, while GM2 needs to 
check whether or not Mi and every stream in Gj are 
spatially non-intersecting. 
(3) Bandwidth /VC assignment: Finally, Scheme A 
determines the virtual connections and their bandwidths 
to be assigned to each group Gj as follows. First, the 
bandwidth Bj of a group Gj is set to 

for all j .  Then, Bj is further decomposed into 

where mi =log,?, d j l =  x .2 ' fo r  0 5 1 _< mj ,  and 0 5 
cjo < x and cjr = 0 or 1, for 1 5 15 mi. Note that the 
decomposition is unique. For example, if Bj = 35/48 and 
the specialization factor 2 = 3, then Bj is decomposed 
into 2/3 + 1/24 + 1/48. 

Corresponding to each nonzero c j l ,  we assign a virtual 
connection with bandwidth cjl /djl  to Gj.  Then, we can 
use Slot Allocator to generate a slot allocation schedule 
for all the virtual connections such that there are cjl slots 
assigned to the corresponding virtual connection in any 
time window of size dj l  slots. Note that there is usually 
more than one virtual connection assigned to a group G,. 
A message stream in Gj will use the PA slots assigned 
to all the virtual connections of Gj for transmitting its 
isochronous messages. 

The rationale behind decomposing cj / d j  into 
CT"=j, c j l / d j ,  is best illustrated by the following exam- 
ple. Consider a group Gj which consists of two message 
streams, M I  and M2, with message density 1/8 and 5/32, 
respectively (note that max(l/8,5/32) = 5/32). If we 
simply assign a virtual connection with bandwidth 5/32 
to G,, the timing requirement for M1 (with message den- 
sity 1/8) may not be guaranteed. For example, if the PA 
slots for the virtual connection are so allocated that the 
5 slots assigned to this connection in any time window of 
size 32 slots are not "evenly spaced" in such a way that 

- 
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(a) Message set configuration Mb(l0,32,9.10) 

Figure 5: Example which shows how Scheme A works. 

at least 1 slot is assigned to  the connection in any time 
window of size 8 slots, the timing requirement for M I  
will not be fulfilled. However, if we decompose 5/32 into 
1/8 + 1/32, and assign two distinct virtual connections 
with bandwidths 1/8 and 1/32, respectively, to Gj, the 
timing requirements for both streams will be fulfilled. 

We use the following example to illustrate the three 
steps of Scheme A. 

Example 2: Given a set of message streams, M' 
= { M i  = ( 1 , 5 , 1 , 3 ) , M i  = (5,17,3,5),MA = 
(2 ,21 ,3 ,6) ,M;  = (3 ,17 ,6 ,8) ,M;  = (7,32,7,9),Mg = 
(10,33,9,  lo)}, Scheme A first specializes M' with re- 
spect to {z = 2) to M = { M I  = (1 ,4 ,1 ,3 ) ,M2 = 
(5 ,16 ,3 ,5) ,M3 = (2 ,16 ,3 ,6) ,M4 = (3,16,6,8),M5 = 
(7 ,32 ,7 ,9) ,  Ms = (10,32,9,10)} (Fig. 5 (a)). (Note that 
without slot reuse, p(M) = 43/32 > 1, implying that no 
feasible slot allocation schedule exists for M.) 

If Scheme A applies GM1 to find a grouping for M, it 
considers the streams in the order of Mi, i = 1 , 2 , .  . ., 6, 
and obtains the groups GI = {MI,MZ,M~,MG} and 
G2 = {M3,M5} (Fig. 5 (b)). Scheme A then assigns 
B1 = maxM,EG1 Ci/Dj = 5/16 as the bandwidth for GI,  
decomposes 5/16 into 1/4 + 1/16, and assigns two vir- 
tual connections, VC1 and VC2, with bandwidths 1/4 
and 1/16, respectively, to 61. The stations with the 
message streams in GI will use the PA slots assigned 
to both VC1 and VC2 as these slots traverse the sta- 
tions. Note that because all the message streams in Gj 
do not intersect one another, they will use the PA slots 
at disjoint time intervals. Similarly, Scheme A assigns 
B2 = max(C~/D3, C5/D5) = 7/32 as the bandwidth for 
Gz, decomposes 7/32 into 1/8 + 1/16 + 1/32, and as- 
signs three virtual connections, VC3, VC4 and VC5, with 
bandwidths 1/8, 1/16, and 1/32, respectively, to Gz. All 
the message streams in Ga will use the PA slots assigned 
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to VC3 through VC5 at disjoint time intervals. The to- 
tal bandwidth required after applying Scheme A (with 
grouping method GM1) is B1 + B2 = 17/32 < 1. 

If Scheme A applies GM2 to find ,a grouping for 
M, it considers the streams in the order of M2, k f 6 ,  

M I ,  M E ,  M4, and M3, and obtains the groups G I  = 

Scheme A then assigns B1 = 5/16 as the bandwidth for 
GI, decomposes 5/16 into 1/4 + 1/16, and assigns two 
virtual connections, VC1 and VC2, with bandwidths 1/4 
and 1/16, respectively, to GI. Similarly, Scheme A as- 
signs B2 = 3/16 as the bandwidth for C&, decomposes 
3/16 into 1/8+ 1/16 and assigns two virtual connections, 
VC3 and VC4, with bandwidths 1/8 and 1/16, respec- 
tively, to Gat The total bandwidth required after ap- 
plying Schemle A (with GM2) is B1 + J B ~  = 1/2 < 1. 

{ M I ,  M2,M5,M6} and G2 = { M 3 , M 4 }  (Fig. 5 (c)). 

U 

4.2 Scheme B 

For a set of arbitrary message streams, M', Scheme 
B performs the following steps: 
(1) Grouping: Scheme B first uses GM1 or GM2 
to find for the message streams in M' a grouping G = 
{ G I ,  G2, . . . , (Gk} in which all the streams in a group do 
not intersect one another. 
(2) Bandwidth/VC assignment and specializa- 
tion: Scheme B then assigns bandwidth and virtual con- 
nections to each group. One plausible method is to assign 
bandwidth 8'; = maxM;€G, Ci/Di to G,, for all j, spe- 
cialize B' = { B i ,  Bi ,  . . . , BL} to B = (131, Bz,  . . . , Bk}, 
where Bj = Cj /Dj ,  and then decompose Bj as in 
Eq. (4.2). However, this method is not valid. Consider an 
example in which Gj = {(1,5), (7,33)}. Using the above 
invalid method, we would assign B; = 7/3#3, specialize B(i 
to B3 = 7/3:! (suppose the specialization factor x = 2), 
decompose Bj into Bj = 1/8 + 1/16 + 1/32, and assign 
three virtual connections with bandwidthis 1/8,1/16, and 
1/32, respectively, to Gj.  However, as diiscussed in Sec- 
tion 3, these three virtual connections are not sufficient 
to guarantee the timing requirement of the stream (1,5) 
since 5 < 8, i.e., there may not be one slot assigned to 
the virtual connections for Gj in any time window of size 
five slots. We propose the following valid method: 

Given a grouping G = ( G l , G z , .  . ., Gk} of M', we 
perform the ffollowing steps: 

SI. (Intra-group specialization) Let x j  == minMiEG, Di, 
for all j . .  For each j ,  specialize Gj with respect to 
{ z j }  to H j ,  i.e., for each Mi' = ( @ i , D ~ , N ; " , N ~ )  E 
Gi, change M: to M y  = (Ci, DY, N [ ,  N:) E H j ,  
where = xj . 2 '  5 D: < 2 DY, for some integer 
12 0. 

S2. Let l?; := c i / d i  = maxM;€Hj Ci/D:', for all j. De- 

compose Bj into 

where t j  = log, 5,  dii = xj 2', for 0 5 a' 5 l j ,  

0 5 cjo < x j ,  and cjj = 0 or 1, for 1 5 i 5 t j .  

S3. (Inter-group specialization) Specialize (with respect 
to {z}) the composite set { ( c j i ,  djj) I 1 5 j 5 I C ,  0 5 
i 5 t j ,  and cji # 0) to the set { ( c j i ,  djj) I 1 2 j 
k,O 5 i 5 ti, and cjj  # 0). 

S4. For each nonzero C j i ,  1 5 j 5 k and 0 5 i 5 t j ,  
assign a virtual connection VCji with a bandwidth 
Bji = cji/dji to group Gj.  All message streams 
in Gj will use the PA slots assigned to the virtual 
connections VCji, for 0 5 i 5 l j  and cji # 0, for 
transmitting their isochronous messages. 

We use the following example to illustrate the steps 
of Scheme B. 

Example 3: Given the same set of message streams, 
M', as in Example 2, Scheme B first groups the message 
streams in M' into subsets G1 = { M i ,  M i ,  M i ,  M i }  and 
Gz = {MA,Mi} (assuming that the grouping method 
GM1 is used ). Second, Scheme B performs the intra- 
group specialization, i.e., Scheme B specializes 6 1  with 
respect to {z = 5) to H1 = {Mi' = (1,5,1,3),M[ = 
(5,10,3,5),  M l  = (3,10,6,  S), M$ = (10,20,9, lo)}, 
and G2 with respect to {x = 21) to H2 = { M g  = 
(2,21,3,6),M[ = (7,21,7,9)}.  Then, Scheme B de- 
composes Bi = max(l/5,5/10,3/10,10/20} = 5/10 into 
Bi = 2/5+1/10, and B; = max{2/21,7/21} = 7/21 into 
Bi = 7/21. Then, Scheme B performs inter-group spe- 
cialization, i.e., specializes the set {(2,5),  (1, lo), (7,21)} 
(with respect to {x = 5)) to {(2,5),(1,10),(7,20>). Fi- 
nally, Scheme B assigns two virtual connections with 
bandwidths 2/5 and 1/10, respectively, to GI and one 
virtual connection with bandwidth 7/20 to 6 2 .  The to- 
tal bandwidth required after applying Scheme B (with 

0 GM1) is 2/5 + 1/10 + 7/20 = 17/20 < 1. 

4.3 Scheme C 

In the previous two schemes, the grouping G of the 
streams in M (M') obtained by either of the two group- 
ing methods GM1 and GM2 is, in fact, a partition of 
M (M'), i.e., UiGi = M (M') and Gi n Gj = 8 for all 
i # j. In order to exploit the advantage of assigning a 
message stream to more than one groups, we propose the 
following scheme. 

For a set of arbitrary message streams, M', Scheme 
C performs the following steps: 
(1) Specialization and stream decomposition: 
Scheme C first specializes M' (with respect to {z}) 
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to M, and decomposes each message stream Mi = 
(C;, D;, N;”, N t )  in M into a set of sub-streams: 

S ( M ; )  = 
{Mi j  = (Cij, Dij ,  N:, N d )  I 0 5 j 5 mi and Cij # 0}, 

where mi = log, %, D;j = x ~ 2 j  for 0 5 j 5 mi, 0 5 
Ci0 < x, Cij = 0 or 1, for 1 5 j 5 mi, and Ci/D; = 

Cij/Dij. Note that the decomposition is unique. 
We say that a sub-stream belongs t o  a message stream 
Mi if the sub-stream is in S(Mi) .  
(2) Grouping: Scheme C then finds a grouping G = 

Either GM1 or 
GM2 can be used as the grouping method, except that 
in this scheme, the grouping is performed on sub-streams, 
instead of on message streams, and the term “accommo- 
date” is (re)defined as “a group Gj  can accommodate a 
sub-stream Mi, if M;, does not intersect any sub-stream 
in Gj  that does not belong t o  stream Mi.’’ That is, al- 
though two sub-streams Mi, and Miy spatially intersect 
each other, they can be put into the same group since 
they actually belong to the same stream Mi. Note that 
G is a partition of the sub-streams, but may not be a 
partition of the streams. 
(3) Bandwidth/VC assignment: Let M f j  be a 
stream in G j  such that 

{GI, Gz, . . . .  Gk} for the sub-streams. 

I s.t .  M , . , e s ( M , . ) n G j  

That is, among all streams with sub-streams in Gj ,  
M f j  is the stream whose sub-streams in Gj  require 
the largest bandwidth. For each sub-stream Mjjr with 
M f j l  E S ( M j j )  n Gj, Scheme C assigns a virtual con- 
nection VC fjl with a bandwidth Cfj l /Dj j l  to group Gj ,  
for all j .  A message stream in Gj will use the PA slots 
assigned to the virtual connections VCfjl, for 1 5 j _< k, 
and 0 5 1 5 mf, and Cj,l # 0, for transmitting its 
isochronous messages. 

Since a message stream is decomposed into sub- 
streams each of which is assigned to a (possibly distinct) 
group, a message stream may be assigned to several dis- 
tinct groups. Moreover, since the timing requirement for 
each sub-stream is ensured in the above bandwidth/VCI 
assignment, the timing requirement for each message 
stream is also guaranteed. 

We use the following example to illustrate the steps 
of Scheme C. 

Example 4: Given the same set of message streams, 
M’, as in Example 2, Scheme C first specializes M’ with 
respect to { E  = 2} to M = {MI = ( 1 , 4 , 1 , 3 ) , M ~  = 
(5,16,3,5), M3 = (2,16,3,6), M4 = (3,16,6,8),M5 = 

...... ” (b) h U P i n g  obtabd ........................................................................................................................................... 

Figure 6: Example which shows how Scheme C works. 

(7,32,7,9),M6 = (10,32,9,10)}. Second, Scheme c 
decomposes all the streams in M into sets of sub- 
streams: S(M1) = {M11 = (1,4,1,3)}, S(M2) = 
{Mzi = (1,4,3,5), M23 = (1,16,3,5)}, s (M3)  = 
{M32 = (1,8,3,6)}, S(M4)  = = (1,8,6,8), M43 = 
(1,16,6,8)}, S(M5) = (M52 = (1,8,7,9),M53 = 
(1,16,7,9), M54 = (1,32,6,8)}, and s(M6) = {Msl = 
(1,4,9,  lo), M63 = (1,16,9,10)} (Fig. 6 (a)). (Note 
that as defined earlier, Mij = (Cdj, D;j), where 
D;, = x 23 = 2j+’). Then, Scheme C performs 
the grouping method GM1 and considers the sub- 
streams in the order of M11, M21, M23, M32, M42, 

M43, M52, M53, M54, M61, and M63, and obtains the 
groups: GI = {Mil, Mzi, M52, M53, M54, Msi), G2 = 
{‘231 M43, M631, and G3 = (M32t M42) (Fig. 6 (b)). Fi- 
nally, Scheme C sets B1 = m a {  1/4,1/4,1/8 + 1/16 + 
1/32,1/4} = 1/4, B2 = max{l/l6,1/16,1/16} = 1/16, 
and B3 = max{l/8,1/8} = 1/8 as the bandwidths of 
GI,  Gz, and G3, respectively, and assigns virtual con- 
nections, VC1, VC2, and VC3, with bandwidths 1/4, 
1/16, and 1/8 to GI,  G2, and G3, respectively. The 
total bandwidth required after applying Scheme C is 

0 B1+ B2 + B3 = 7/16 < 1. 

4.4 Incorporating slot reuse 

The above three slot reuse schemes can be incorpo- 
rated into the slot allocation scheme proposed in [l] as 
follows. Given a set of arbitrary message streams M’ 

specific slot reuse scheme to get the set of groups, the vir- 
tual connections assigned to  each group, and the band- 
width assigned to each virtual connection. Note that 
a virtual connection is characterized by (in addition to 
its unique VCI number) its bandwidth requirement, c / d ,  
where c / d  denotes that at least c slots should be allo- 
cated to  the virtual connection in any time window of size 
d slots. The virtual connections assigned to each group 
guarantee that a sufficient number of well-spaced PA slots 

- - {M: = (Ci, D:, N ~ J ,  N:) I 1 5 i 5 n } ,  we first apply a 
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are allocated to the message streams in the group so that 
their timing constraints can be satisfied. The bandwidth 
assigned to a group is the sum of the bandwidths of all 
the virtual connections assigned to the group, and the to- 
tal bandwidth1 assigned to the stream set M’ is the sum 
of the bandwidths of all the virtual connections. 

Note that since specialization is one of the steps per- 
formed in eaclh proposed slot reuse scheme, the deadline 
constraint set of the bandwidth requirements of all the 
virtual connections consists solely of multiples. As dis- 
cussed in Section 2, SlotAllocator takes aset of message 
streams whose deadline constraint set consists solely of 
multiples and whose total density is less than or equal 
to 1 as the input, and generates a feasilble slot alloca- 
tion schedule which satisfies the timing constraints of all 
the message streams in the set. If we use the set of the 
virtual connections as the input to SlotSLllocator, and 
if the total bandwidth required for all the virtual con- 
nections is letss than or equal to 1, then by Theorem 1, 
Slot Allocator can generate a slot allocation schedule 
which satisfies the bandwidth requirements of all the vir- 
tual connections, and hence the timing constraints of all 
the message streams in M’. 

5 Concluding remarks 

We have proposed three slot reuse schemes to improve 
the performance (in terms of bandwidth utilization or the 
number of message streams that can be established) of 
the slot allocation scheme proposed in [l] for DQDB net- 
works. The proposed slot reuse schemes divide the mes- 
sage streams into a set of groups in which all the streams 
in a group do not spatially intersect one another and 
thus can use the same virtual connections, where a vir- 
tual connectilon is a set of “well-spaced” PA slots. The 
proposed schemes allocate one or more virtual connec- 
tions to each group to provide the timing; guarantees for 
all the streanis in the group. The resulting schemes are 
guaranteed to find a feasible slot allocation schedule for 
a set of mess,age streams as long as the ‘total bandwidth 
assigned to tlne groups is less than or equal to 1. 

We have also briefly discussed how to incorporate the 
proposed schemes into the slot allocation scheme pro- 
posed in [l]. The integration of the slot allocation and 
slot reuse schemes is simple. Moreover, the only change 
needed in the current DQDB standards is that a real-time 
(isochronous) message stream may be assigned more than 
one virtual connection (and hence VCI number). This 
can be easily realized by modifying the VCI server. 
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