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Abstract 

I n  thzs paper, we znvestzgate the fault-tolerance zssue of 
networking and propost a layered solution t o  zt. By 
evaluatang the performance of fault-handltng schemes 
at each layer of a protocol stack, we can find a set 
of fault-handlang schemcs whose combzned performance 
wzll guarantee the requzred end-to-end delay bound for 
real-tzme communzcatzon servaces while marntaznang a 
certazn level of fault-tolerance. The Survivable Adapt- 
able Fzber Embedded Network ( S A F E N E T )  2s used as 
the mazn vehzcle of thzs study 

1 Introduction 
Tasks executing in a distributed computing system of- 
ten need to  communicate with one another in order t o  
accomplish a common goal. Even if two communicating 
tasks may be executing concurrently on two different 
hosts, one task may block while waiting for a message 
from the other. The communication delay between the 
two tasks will therefore have an impact on the task com- 
pletion times. In time-critical applications, such as flight 
control and C31, the executing tasks must be completed 
before their deadlines, or a dynamic system failure is 
said to  have occurred. In order t o  guarantee predictable 
system performance, the delay between two communi- 
cating real-time tasks must be bounded. 

Early work on real-time communication focused on ad- 
mission control , scheduling policies and schedulability 
conditions to  guarantee end-to-end delay bounds [l- 
51. However, until recently these guarantees were made 
under the assumption that no errors occur during the 
communication. These assumptions do not hold in the 
real world as a da ta  packet may be corrupted during 
its transmission due to tzansient faults like electrostatic 
noise and other external disruptions. A message that 
is delivered on time but contains incorrect data is as 

The work reported in this paper was supported in part by the 
US Naval Air Warfare Center, Warminster, PA, and the Office 
of Naval Research under Grant N00014-94-1-0229. Any opinions, 
findings, and conclusions or recommendations are those of the 
authors and do not necessarily reflect the views of the US Navy. 

0-8186-6680-3/94 $04.00 0 1994 IEEE 
146 

Timothy P. Monaghan 
Code 5051 

Naval Air Warfare Center 
Aircraft Division 

Warminster, PA 18974-0591 
monaghan @nadc. navy. mil 

useless, or even as disastrous, as a message tha t  con- 
tains the correct data but missed its deadline. Thus, 
reliability becomes an important issue in real-time com- 
munication and it is the subject of this paper. 

Most, if not all, of the network protocol stacks suc- 
cessfully implemented already have some form of fault- 
handling capabilities built into the protocols t o  provide 
a “reliable” network service where possible, albeit most 
of the protocols provide such reliability on a best-effort 
basis. Each of these fault-handling schemes requires cer- 
tain resources like time and buffer. To determine if a 
real-time channel established in the protocol stack is 
able to  meet its end-to-end delay requirement, we have 
to  determine the performance of each fault-handling 
scheme involved at  each layer of the protocol stack, and 
compute the aggregate performance. On the other hand, 
once we have a handle on the performance of the vari- 
ous fault-handling schemes at  each layer of the protocol 
stack, we can select a set of such schemes so that the 
aggregate performance may meet the given end-to-end 
delay requirement. 

The rest of this paper is organized as follows. Section 
2 describes our overall approach, whereas Section 3 dis- 
cusses and defines the various quantitative performance 
measures on which we will evaluate the fault-handling 
schemes. Section 4 presents an overview of the fault- 
handling features in SAFENET and evaluates the fault- 
handling schemes in the SAFENET LAN and Transport 
Services layers. These will be followed by a description, 
in Section 5, of a method for computing the combined 
performance measure of a fault-handling strategy and 
then determining if the combined performance measures 
meet the service requirements. We also present the sim- 
ulation results there. Section 6 concludes the paper and 
suggests future directions. 

2 The Proposed Approach 

Imagine a real-time communication channel without any 
error-handling capability. Two tasks that are communi- 
cating through such a channel may exercise some form 
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Figure 1: Selection of a fault-handling strategy 

of reliable communication by checking the integrity of 
the messages each has received from the other in order 
to  detect every conteivable error that  could occur dur- 
ing transmission. This is obviously a very naive scheme 
since we know that certain errors could be handled more 
efficiently by interrnediat!c network components during 
transmission while ‘ither errors may not be easily de- 
tected a t  the receiving end. By attempting to correct 
an error a t  the destination end of the channel, we are 
also allowing a large error latency that would cost the 
receiving task dear11 in terms of time, which is the most 
precious resource for time critical applications. 

In fact, there are already many schemes t o  handle trans- 
mission errors in intermediate network components. 
These schemes inclucie error correcting codes, checksum- 
ming, congestion/flcw control a t  the network level, and 
so on [6,7]. However, each of these schemes may cover 
different types of faults and consume different system 
resources like transmissioii and processing bandwidths. 
By taking a layered view of the communication channel 
(e.g., the OS1 Model), we c,an see each layer of the chan- 
nel adopting various schemes to handle errors detectable 
at that  layer, or avoiding faults that  could occur a t  that  
layer. We shall call these fault-handlzng schemes and a 
selected set of these schemes a fault-handlzng strategy of 
the channel. 

The applications thitt arc utilizing a channel may have 
wrtain client servzc,: requirements like throughput, de- 
lay, and error coverage, among others. Then, a se- 
lected set of fault-Iiandling schemes to  make up the 
fault-handling strategy of the channel must have a com- 
bined performance measure that meets the service re- 
quirements. For exanplc,  the combined latency of the 
fault-handling stratcgy must be within the delay bound 
of a time-critical chitnnel itt that  layer. 

A different fault-handling strategy may be necessary for 
different channels tc meet the different service require- 
ments. If we could pant,ify the performance measures 
and the resource rf quirrments of each fault-handling 

scheme a t  each layer, it is then possible t o  select an 
‘optimal’ fault-handling strategy to  meet the service re- 
quirements of the corresponding channel. 

Based on the above premise, we will first investigate 
the performance measures of a fault-handling scheme to 
establish a basis for evaluation. We will then proceed 
to  evaluate the performance of various fault-handling 
schemes at each layer. The results of our evaluation will 
be used t o  compute the combined performance measures 
of a fault-handling strategy. Specifically, we will take the 
following steps. 

S1. Determine the performance measures of each fault- 
handling scheme including 

0 fault coverage; 
0 latency (processing time overhead); 
0 throughput (bandwidth); 
0 cost function, which may include factors 

like buffer requirements, hardware redundancy 
and security considerations. 

S2. Investigate fault-handling schemes a t  each layer, 
including but not limited t o  examining all known 
fault-handling schemes a t  each layer. This study 
includes: 

0 the quantitative performance measures of each 

0 the coverage of each fault-handling scheme; 
0 the important assumption each scheme makes 

about upper and lower layer fault-handling 
schemes. These assumptions have implications 
to how well each scheme works with others, 
and how much it affects the combined perfor- 
mance measures of a fault-handling strategy. 

fault-handling scheme; 

S3. Develop an algorithm to compute the combined 
performance measures of a fault-handling strategy. 
Parameters include the performance measures of 
the component fault-handling schemes a t  each layer 
and how these schemes are activated. 

S4. Develop an algorithm to select a fault-handling 
strategy that would satisfy the service requirements 
of a channel. The solution space could be large, but 
this is the stepping stone to  the next step. 

S5. Find an optimal or suboptimal fault-handling strat- 
egy. An optimal fault-handling strategy would meet 
the service requirements of the channel while incur- 
ring minimal cost. Where possible, we will develop 
the most efficient algorithm which will find an  op- 
timal strategy. In the case that searching for an 
optimal strategy is too costly (in terms of time and 
space), an algorithm that finds a suboptimal strat- 
egy would be developed instead. 
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3 Performance Measures 
In a data  communication channel, each layer of the pro- 
tocol stack has its own way of handling errors that  are 
detected by the protocol or reported by the lower layers. 

The type of fault-handling scheme adopted by a protocol 
may very likely depend on the types of services that the 
channel is supporting, and the Quality of Service (QOS) 
that the network application requires. In some cases, the 
protocol is required to  mask certain faults from the lower 
layers. In other cases, it will have to report the detection 
of the fault to the upper layer protocols immediately 
without taking any corrective actions. 

In a real-time communication channel, the network has 
very tight control over the operation and use of the 
network resources in order to provide guaranteed end- 
to-end delivery delay and other QOS measures. Thus, 
adopting an appropriate fault-handling strategy for the 
channel is instrumental in the provision of this guaran- 
tee. Particularly, the latency incurred by fault-handling 
schemes will add to the delivery delay of each real-time 
packet. This means that  the performance of the fault- 
handling schemes of each protocol has to  be predictable. 
It may also mean that the fault-handling schemes could 
be coordinated SO that an optimal fault-handling strat- 
egy could be designed to meet the QOS requirements of 
the particular channel. 

We will first look a t  the performance measures one may 
use to describe a fault-handling scheme. 

Fault /error types and coverage: This is the type of 
faults/errors that  the scheme will handle and its 
coverage. For each type of fault or error, its cover- 
age is defined as the probability that the fault/error 
will be detected by this fault-handling scheme. The 
specific type of errors will also depend on the par- 
ticular layer of the protocol. For example, at the 
network layer, this may include (i) bit errors in 
data/payioad portion of the packet, and (ii) a mis- 
routed packet (address error in the header, leading 
to a process called cell insert ion in ATM networks). 
The related parameters are types of faults, rate of 
fault occurrence, percentage of faults covered, and 
fault detection probability. 

Latency: This is the time overhead incurred by a 
fault-handling scheme. It could vary widely or 
even be unboundable, depending on the fault- 
handling scheme. The related parameters are the 
underlying detection mechanism I diagnosis process, 
retry/reconfiguration time, and restart time (if 

Utilization: The utilization is expressed as a percent- 
age of the available bandwidth that has been ac- 
tually used to  process the data  from the upper 

any). 

layer. The related following parameters include the 
ECC/checksum scheme, recovery algorithm, and di- 
agnosis mechanism. 

Buffer: The maximum buffer size required by the 
scheme. This may be expressed in terms of number 
of data  frames. 

Cost: This could include extra hardware required, and 
any other costs not accounted for. 

In a real-time communication channel, these perfor- 
mance measures could also indicate the target perfor- 
mance measures that the fault-handling scheme must 
meet. This is particularly true for the latency incurred 
by the scheme. A bound on the latency means a re- 
striction on the amount of processing allowed, and the 
number of retries that  the scheme may use. 

4 SAFENET 
Future generations of computer systems are expected to  
handle more and more time-critical , mission-oriented, 
and distributed applications. Particularly in a mili- 
tary setting, the ability of the network to support fault- 
tolerant real-time communications becomes an acute is- 
sue, as well as a challenging engineering problem. Thus, 
the recently approved Survivable Adaptable Fiber Op- 
tic Embedded Network (SAFENET) Standard [8,9], the 
underlying network architecture of the Navy Next Gen- 
eration Computer Resources (NGCR) Program [lo], has 
been chosen for our in-depth study of the proposed lay- 
ered approach. 

4.1 Overview of SAFENET 

SAFENET is a computer network standard developed 
by the Department of Defense based on the open sys- 
tem concept [8,11]. It is capable of using both military 
and readily available commercial products that  are in- 
teroperable with each other. 

SAFENET is a layered architecture that corresponds 
closely to  the OS1 Reference Model. In the SAFENET 
model, the entire architecture is partitioned into three 
broad layers: SAFENET User Services, SAFENET 
Transport Services, and SAFENET LAN Services. 

At the top is the SAFENET user who interacts di- 
rectly with the SAFENET User Services. The  services 
provided here would include file transfer and network 
management applications. These services correspond to 
those provided in the Application, Presentation and Ses- 
sion Layers of the OS1 Model. 

In the middle is the SAFENET Transfer Services which 
are primarily concerned with the delivery of data  from 
one end to the other. Its responsibilities include con- 
nection management] packet routing, and segmentation 
and reassembly of packets. These services are similar to 
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those provided by the Transport, Network and Logical 
Link Control (upper sublayer of the Datalink layer) in 
the OS1 Model. 

At the bottom is the SAFENET LAN Services. This 
layer corresponds to the Medium Access Control layer 
(lower sublayer of the Data Link layer) and the Physical 
layer of the OS1 Model. 

SAFENET is also broken down vertically by protocol 
suites. The architecture employs the OS1 protocol suite 
and the Lightweight protocol suite [8] as well as a combi- 
nation of both. The OS1 protocol suite will be used when 
interoperability is paramount , and the Lightweight pro- 
tocol suite will be used when performance is the driving 
factor. 

We will examint, the fault-handling schemes of 
SAFENET associted with LAN and Transfer Services, 
and evaluate the performance of these schemes. We will 
also discuss briefly how faults are handled in the User 
Services Layer. Fig. 2 is a layered view of the fault- 
handling schemes in SAFENET 

4.2 LAN Services 

SAFENET’s LAN Services are provided entirely by 
FDDI, and thus rely on the FDDI standard to provide 
the fault-tolerance measures at the MAC layer and be- 
low. FDDI has a sophisticated suite of fault-detection 
and error-recovery measures that can handle many of 
the errors that  may surface at  this layer [12-141. Be- 
sides its many error-detection capabilities through the 
various parameters in the data frames, it can also de- 
tect a topology error (e.g., node and link failures) and 
reconfigure itself to isolate the faulty component. 

4.2.1 Claim and Beacon  Processes:  The Valid 
Transmission Timer ( T V X )  of each station acts as a 
watchdog timer for data. transmission. It is reset to a 
specific time period each time the station receives a valid 
token or a valid frame. When the TVX timer expires, or 
when the error counter reaches a certain threshold, the 
station enters the Claim Process by continuously trans- 
mitting a “claim frame” Whenever a station that is 
not already in the (Xaim Process receives a claim frame 
from another station, it too enters the process by con- 
tinuously transmitting a claim frame. Each claim frame 
carries a “bid” from the originating station for the value 
of the Target Token Rotation Time (TTRT). When a 
station receives a claim frame, i t  compares the bid with 
its own bid and then only repeats the frame if it has a 
lower bid. If a station reccives its own claim frame, then 
it, has the lowest b!d for the TTRT,  and hence, issues 
the initialization toicen sa that each station on the ring 
can set its own TTltT. 

A t  the start  of the Claim Process, the Token Rotation 
l’imer (TRT)  of each station is set to a maximum value, 

T-Max, which is settable by the user. If the TRT expires 
during the Claim Process, then there may be a change in 
the topology and the ring will enter the Beacon Process. 
The Beacon Process uses a (‘beacon frame” to traverse 
the ring in an attempt to detect the break in the ring. 
If a station receives its own beacon, then the ring is all 
right and the stations enter the Claim Process again. 

Claim Process:Consider a FDDI station A that  first 
initiates the Claim Process in the ring. If the Claim 
Process is entered upon expiration of the TVX timer, 
then the first manifestation of the fault as an invalid 
transmission must have surfaced between the last valid 
transmission and the invocation of the Claim Process. 

A 

Figure 3: A simple logical view of a FDDI ring 

Suppose station A in Fig. 3 transmits a Claim Frame 
with its bid for the TTRT.  If it has the lowest TTRT, 
then it will find its own Claim Frame returned to itself 
after one rotation through the ring. This should happen 
within the time stored in the TRT. 
Now, all other stations on the ring enter the Claim Pro- 
cess after Station A .  If Station A does not have the 
lowest bid, then the bidding process will end only after 
some other station on the ring received its own Claim 
Frame. Assume that Station C is the immediate up- 
stream neighbor of Station A .  In the worst case, Sta- 
tion C enters the Claim Process only after receiving the 
Claim Frame from Station A and it issues the lowest 
bid for the TTR‘I’. Therefore, Station C wins the bid- 
ding process after a maximum of 2 TRT -EAC seconds, 
where CAC is the transmission time het.ween Stations A 
and C. In a large ring with many stations, EAC is small 
relative to the TRT,  so the above expression is bounded 
by 2 TRT.  

At the end of the bidding process, the station that won 
the bidding passes an initialization token once around 
the ring. The time taken should be bounded by TRT.  

Summing the bounds described above, the fault- 
tolerance latency for the successful Claim Process is sim- 
ply TVX + 3 TRT.  

Beacon  Process:The Beacon Process may be initiated 
by the SMT or be entered upon expiration of the TRT 
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Figure 2: Layered view of fault-handling schemes in SAFENET 

during the Claim Process (failure of the Calim Pro- 
cess). The SMT may initiate the Beacon Process when 
it knows that  there is a change in the topology of the 
ring (e.g., insertion of a new station). Since there is no 
general fault model that  can adequately describe such 
a procedure, we shall oiily consider the case of a failed 
Claim Process. 

The  Claim Process is mtered upon expiration of the 
T V X  timer, and recall that  the T R T  timer is set t o  
T-Max. The Claim Process is considered failed when 
a station that  is transmitting Claim Frames has yet t o  
receive any Claim Frames from its upstream neighbors 
upon expiration of‘the ‘I’R‘T. Again, assume that Station 
A first initiates the 13eacon Process upon expiration of 
the TJU timer. Each station transmits a continuous 
stream of Beacon framcs and yields to  the frames from 
upstream. This ~coiitinues until a station receives its 
own Beacon frame, or when t,he Stuck Beacon Timer, 
T-Stuck (maintained by the SMT) ,  expires. ( ‘ U t u c k  is 
usually set t o  10 seconds.) Upon successful completion 
of the Beacon Process. tho station will enter the Claim 
Process. 

Figuring all of tht above elements in,  we can bound the 
fault-tolerance ldency a f  the Beacon Process by T V X  
+ T-Max + T-13cacon f 3 TRT,  where T-Beacon rep- 
resents the time iequirc d to srt  up the Beacon Process 
upon failure of the Claim Process 

4.2.2 Trace Process: The  Trace Process is initiated 
when the Beacon Process has failed, i .e. ,  the Stuck Bea- 
con Timer has expired. This indicates the presence of 
a fault between the beaconing station and its upstream 
neighbor. The beaconing station uses physical signal- 
ing to send the trace message to  its upstream neighbor. 
130th stations leave the ring and perform a ring con- 
fidence test. If the test is successful, then the Claim 
Process is restarted. Otherwise, the faulty station is 
removed through ring wrap, and the Claim Process is 
started again. 

The reconfiguration time here is difficult t o  estimate 
without knowledge of implementation details, which are 
not specified in the FDDI standards. Assuming that  the 
time taken from the initiation of the Trace Process to 
the completion of the Path Test is t-pathtest, we can 
express the upper bound of the fault-tolerance latency 
of the Trace Process as TVX + T-Max + T s t u c k  + 
t-pathtest + 3 ‘I’RT when the path test is successful, 
o r  T V X  + T-Max + T s t u c k  + t-pathtest + tremove- 
station + 3 T R T  when the path test is unsuccessful. 

4.3 Transfer Services 

The SAFENET Transfer Services consist of the Logical 
Link Control (LLC) portion of the Data  Link layer of 
the OS1 model, the Network and Transport layers as 
well as the Transfer Services Interface (needed only if 
the services are implemented separately from the User 
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Services). 

4.3.1 OS1 Profi le :  In the OS1 profile, the SAFENET 
Transfer services are provided by the IS0 Transport 
Protocol Class 4 (TP4),  ithe error detection and recov- 
ery class, which assumes that the underlying network 
services are unreliable and error-prone. (This is perhaps 
an over-conservative assumption for FDDI.) 

OS1 Profi le  Logical L i n k  Contro1:The LLC layer 
provides error and flow control for three types of ser- 
vices: unacknowledged connectionless, acknowledged 
connectionless, and connection-oriented. There is no 
fault detection anc recovery for the unacknowledged 
connectionless service. However, the LLC is able to  
detect lost packets for the acknowledged connectionless 
service as well as the connection-oriented service. It 
does so with the acknowledgement frames for the for- 
mer and a combination of packet sequence numbers and 
acknowledgement frames for the latter. 

The LLC reports ~ l l  cases of anomaly to the upper 
layers and assist the upper layers in fault recovery by 
sequencing da ta  packets Thus,  the fault-handling la- 
tency in this layer is deterministic and represented as 
t ~ , c - , , k - , ,  for the acknowledged connectionless ser- 
vice, or t~,,-,, for the connection-oriented service. 

OS1 Profi le  N e t w o r k  Layer:’l’he Network layer simi- 
larly detects lost packets and misrouted packets, and re- 
ports to  the Transpsxt layer. In addition, it also checks 
for corrupted packets using the checksum and lifetime 
count in each packet header. Depending on the type 
of channel established. it also checks for the Quality of 
Service (QOS) 

Like the LLC, the Network layer is provided with min- 
imal fault-handling capabilities. Hence, the time in- 
curred to implement the various checks is determined 
and denoted as t R t I U k .  This feature is implemented in 
the OS1 profile of the SAFENE1’ protocol stack as well 
as the Lightweight protocc11 stack. The  extra bandwidth 
needed is also determined m d  denoted as BNtwk bits per 
packet. 

OS1 Prof i l e  Transport Layer:  SAFENET specifies 
the use of I S 0  Transport Protocol Class 4 (TP4),  the 
error detection and recovery class. in the Connection- 
Oriented Transport Layer (COTP).  T P 4  uses data  ac- 
knowledgement, chc cksunis! and four timers to  detect 
various types of errors/faults. Of particular interest is 
the Automatic Repc,at Request I ARQ) protocol that  is 
used for error recovery arid flow control. But,  we will 
first give an overvie7w of t,lie throughput of TP4.  

If a data  acknow1edgemt:iit is sent once every N data  
packets, then the extra bandwidth needed to send the 
acknowledgement is % hits per packet, where Bpkt is 
the length of each acknowledgement packet. The error 
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Figure 4: Fault-Tolerance Latency in ARQ Protocol. 

latency would then be lower-bounded by ( N  + 1 )  
where W is the bandwidth allocated’ to  the associated 
channel. The bandwidth-cost of this error recovery is 
high: up to  N I Bpkt bits have to be retransmitted per 
error detected. 

If NR,,, is the maximum number of retransmissions 
a t  the Transport layer, then the additional bandwidth 
required would not exceed NR,,, ( N  + l ) B p k t .  Let 
PLF indicate the probability of a frame loss, then the 
additional bandwidth needed would be PLF N R m a x  . 
( N  + l )Bpkt  on the average. 

T P 4  uses the ARQ protocol (or sometimes known as 
the Sliding Window protocol [6]) to  recover from lost 
frames and perform flow control. The receiver sends 
back an explicit acknowledgement frame with a request 
number for the next frame in sequence and a “window” 
size. The window size determines how many frames can 
be accepted by the receiver beyond the frame requested. 

In the ARQ Go-Back-N (ARQ-GBN) scheme, the 
sender may send up to n frames before repeating frames 
that have not been received correctly, where n is the 
window size. In addition, let Cpkt be the time needed 
to  transmit a frame, Ppkt be the propagation delay from 
the source to the destination, ili be the maximum num- 
ber of retries, and T be the timeout value. Since we are 
considering TP4 over FDDI, we can consider the T T R T  
as the round-trip time from the source to the destina- 
tion. The fault-tolerance latency of the ARQ scheme is 
thus 

4.3.2 TCP/IP Profile:  The SAFENET TCP/IP  
profile includes the IEEE 802.2 LLC, the DARPA Inter- 
net Protocol (IP) [15], and the DARPA Transfer Control 
Protocol (TCP) [16] at the Transfer Services layer, and 
Simple Network Management Protocol (SNMP), Do- 
main Name Service (DNS) and the Network Time Proto- 
col (NTP).  The Transfer Control Protocol and Internet 
Protocol (popularly referred to as TCP/ IP)  are the un- 
derlying protocol suites of the successful and rapidly ex- 
panding Internet. The two protocols have some built-in 
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mechanisms to  facilitate error detection and flow con- 
trol. They are in many ways very similar t o  the I S 0  
protocols. In fact, the T C P / I P  protocol suite was de- 
veloped before the I S 0  protocols, and the latter has as- 
similated many of the fecitures of the former. 

TCP/IP Profi le  Logical L i n k  Contro1:This part of 
the profile is defined by the IEEE 802.2 standard, al- 
though SAFENET only uses LLC Type l ,  the connec- 
tionless protocol. LLC ?'ype 1 has minimal fault recov- 
ery, which is left t o  the iipper-layer protocols to accom- 
plish. 

TCP/IP Pro f i l e  N e t w o r k  Layer:  At the Network 
Layer, the services are provided by the I P  which is very 
similar to the I S 0  CLNP, that is, the IP is also a connec- 
tionless protocol, and leaves fault recovery to the upper- 
layer protocols. So, it incurs minimal processing over- 
head in handling errors/faults. 

TCP/IP Pro f i l e  Transport Layer:TCP is similar t o  
the I S 0  TP4 ;  in fact, 'TP4 uses many approaches of 
TCP.  Like TP4, TCP has various mechanisms t o  detect 
and handle errors that  cctuld occur in the data  transmit- 
ted and the connection between two hosts. T C P  uses a 
version of ARQ that  is very similar t o  the Selective Re- 
peat AR.Q protoccl. As in the general ARQ, each data  
frame is identified with a Sequence Number, and the re- 
cipient returns a Request Number that  is piggybacked 
onto a data  frame in the reverse direction. If there is 
no data  in the reverse direction, then only the Request 
Number is returned in t,he form of an acknowledgement. 

Let n be the window sizi: of the AR,Q scheme as before, 
c p k t  be the time needed to transmit a frame, P p k t  be the 
propagation delay from the source to the destination, N 
be the maximum rmmber of retries, and T be the value 
of the timeout tinier. Again, we are considering T C P  
over FDDI, and hence, the round-trip time is bounded 
by 2 T T R T  and the average round-trip time is TI'RT. 
Thus, the latency of retransmission in T C P  is bounded 
by 

which is the same as in rP4. 

4.3.3 Ligh twe igh t  Profile:  The  Lightweight Profile 
is designed for applications that  require time-sensitive 
or time-critical da t a  transfers. The Lightweight Profile 
is primarily made up of the OS1 LLC Type 1 (CL) and 
the Xpress Transfcr Protocol (XTP)  

Lightweight Profi le  Logical Link Contro1:As is the 
case in the other profiles, the services in this layer is 
provided by the I S 0  LL(: Type 1 Connectionless service, 
which does not have an!. fault-recovery mechanisms. 

[17]. 

Lightweight  P ro f i l e  Network and Transfer Lay- 
ers:Data transfer services at the Network and Trans- 
port layers are handled by XTP,  a protocol developed 
for serving time-sensitive and time-critical applications 
on a best-effort basis. Some of its features include [17]: 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

implicit connection setup initiated by the client, 

switch-like routing with a mechanism to  set up  and 
tear down connections, 

message-priority/scheduling with a priority field in 
each packet header, 

reliable multicast mechanisms ( b u c k e t ,  damping 
and slotting heuristics t o  reduce bandwidth require- 
ment, 

real-time reliable datagram capability using an im- 
mediate acknowledgement policy, 

both flow and rate control, 

selective retransmission and acknowledgement. 

XTP also has fault-handling features similar t o  T C P  and 
TP4.  It  can perform Selective-Repeat and Go-Back- 
N ARQ, though the user has the option to  turn this 
feature off to  avoid the high overhead associated with 
the processing necessary to  provide reliable services. In 
addition, like TP4 ,  the receiver may exercise end-to-end 
flow control by specifying the maximum window size 
that the sender may use. Therefore, the fault-tolerance 
latency of XTP is the same as that  of T P 4  and TCP.  

4.4 User Services 

l'he SAFENET User Services include the top three lay- 
ers of the OS1 model: Session, Presentation and Appli- 
cation, plus the application interface and the SAFENET 
Time Services (STS). 

The Session layer fault detection and handling depends 
on whether a Service Protocol Data  Unit (SPDU) is con- 
firmed or unconfirmed. Confirmed services expect an 
a.cknowledgement from the other end of the connection, 
while an unconfirmed service does not.  Upon detection 
of faulty data,  the Session layer may abort the session 
or proceed with resynchronization. Again, this depends 
on whether the service is confirmed or unconfirmed. 

The Presentation layer has little fault detection and re- 
porting capabilities. However, it may have provisions 
for the network service provider or the user t o  initiate 
an abortion of the connection. 

The fault detection and handling capabilities at the Ap- 
plication layer depend entirely on the underlying appli- 
cation, the type of service, and the QOS that  the user 
requires. Sophisticated fault handling is possible. 

152 



5 Fault-Handling Strategy 
A fault-handling strategy is defined as a set of fault- 
handling schemes working together over a protocol 
stack. Once we decide on the performance measures 
of a fault-handling scheme at  each layer of the proto- 
col stack, we can compute the combined performance 
measure of the schemes used in the strategy. The com- 
bined performance measure of a strategy will then help 
us predict its capability in meeting the performance and 
dependability requirements as well as the amount of re- 
sources it will require for its implementation. 

5.1 Combined Performance Measure 

The combined performance measure of a fault-handling 
strategy is computed from the performance measures of 
each fault-handling schenie used in the strategy. Recall 
that  a data frame from the upper layer could be frag- 
mented into several packets in a lower layer, and the 
delay that a message experiences will depend upon the 
delay each of its fragments will experience. 

Let ft = fault-tolerance latency at  layer C, Ti = time for 
transmitting a data frame at  layer C, Emar,t = max # 
of retransmissions at layer per data frame from layer 
P+ 1 ~ and ni = max # of fragments per data frame from 
layer I + 1. Then we get 

f i + l  = Emaz , i f e  + ntTt 
fm 

m - 2  = Cj=1 ni T;.(Emaz,i)m-' + (nz-' E m a z , i ) f l .  

We may now proceed to compute the combined perfor- 
mance measures of a fault-handling strategy. Let Qi 
denote the set of fault-handling schemes at  the layer 
P E { 1,2,  . . . , m}, Pd(q) represent the performance mea- 
sures of the fault-handling scheme p E Ql,  and vi (9) rep- 
resent the fault coverage of the fault-handling scheme p, 
in the layer I ,  for the fault/error E .  Then Pi(q) is a 5- 
tuple < IJ ,  f ,  w, B ,  C' > where 'U is the fault coverage, f is 
the fault-tolerance latency, w is the utilization, B is the 
maximum buffer size required, and C is the processing 
cost. 
Let us define the fault-handling strategy S as a set 
over U &e. Then the combined performance of S is 

P ( S )  G < v i ,  f s ,  ws, Bs, CS > where v i  = m q E s v i ,  
~1s = min,Esw,, B,s = CqES B, , Cs = CgES C,, and 

e 

5.2 Determination of Schedulability 

Given a fault-handling strategy for a real-time channel, 
we have to  determine if it meets the client service re- 
quirement, and thus the schedulability of the real-time 
channel. 

The client service requirement R of a real-time chan- 
nel is a set of the desired performance measures of 
the real-time channel. The set elements are 5-tuples 
< v , f , w , B , C  > as defined above. Each set element 
represents an acceptable performance measure of the 
channel. 
To compute the combined performance measures of a 
real-time channel, we propose the following two steps: 

S1. Given the client service requirement R of a real- 
time channel and the fault-handling strategy S, 
compute the combined performance measure of S ,  

S2. Determine if the real-time channel is schedulable. 
It is schedulable if 3r  E R such that 2 U:, ws 2 

P ( S ) .  

Wt-7 BS I Br, CS 5 Cr, and fs I f r .  

5.3 Construction of a Strategy 

In order to  establish a real-time channel over a proto- 
col stack, one must select a fault-handling strategy that 
meets the client service requirements. The selection of 
the strategy could be performed by the client prior to 
requesting the establishment of a channel, or by the net- 
work manager in response to  a request. 

A A r.4 r.4 

3% 3% A 1- 1 Y 

Figure 5: Selecting an optimal fault-handling strategy. 

The algorithm we describe below uses a dynamic pro- 
gramming approach to  select an optimal strategy. Re- 
call that  a schedulable strategy is one whose Combined 
Performance Measures (CPM) meets the client service 
requirements. 

Since the performance measure is a 5-tuple, we can de- 
fine only a partial ordering on the set of performance 
measures. Particularly, we say that a strategy is opti- 
mized with respect to (w,r.t.) a certain measure if i t  has 
the best performance in that measure. 

Note that a t  any layer C, given a selected set of fault- 
handling schemes at  that layer and those below, we can 
compute the C P M s  of that  set, thus enabling compar- 
isons of two different sets of fault-handling schemes at 
layer e .  Therefore, for two different set of fault-handling 
strategies SI and SZ, with C P M ( S 1 )  and CPM(S2) re- 
spectively, we say that C P M ( S 1 )  5 C P M ( S 2 )  w.r.t.  f if 
S1 passes the schedulability test and fs, < fs,. 
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In the algorithm given below, there are L layers in the 
protocol stack, 1 being the lowest and L being the high- 
est. Ql is the enumerated power set of the set of fault- 
handling schemes a t  layer !. Pi[i] is an array that keeps 
track of the best possible selection so far involving fault- 
handling scheme i a t  layer !. 

Algorithm A: Selection of an optimal strategy 

initialize array Pi[i] to 03 for ! = 2...L and 
i = l...liQell initialize array Pl[i] to  CPM(qt,,) 
for i = l...llQ1ll 
for ! = 2 to L 

for i = 1 to 11Q~ll 
for j = I to ll&t-lll 

P + CPM(qe,a, Q L - l , j )  
if ( p  5 Pe[i]) then Pe[i] := p 

endfor 
endfor 

endfor 
select min;PL [i] 

5.4 Simulation Experiments 

To determine the tradeoffs between the various perfor- 
mance measures, we ran simulations based on Algorithm 
A .  We selected a set of tlient requirements and a set of 
performance measure figures from the SAFENET pro- 
tocol stack. The simulation program selects the optimal 
strategies with respect to the maximum fault-tolerance 
latencies, the buffer size and the error coverage, respec- 
tively. For each performance measure that is being opti- 
mized, the average value of the other performance mea- 
sures are computed. 

For example, given the various client requirements, in- 
cluding the maximum fault-tolerance latency, the opti- 
mal strategy is selected for each set of data  describing 
the performance measures of the protocol stack. This 
strategy is optimized wit,h respect to  the fault-tolerance 
latency (i.e.,  of all the strategies that meet the client 
requirement), and hence, the optimal strategy has the 
lowest fault-tolerance latency. For the same client re- 
quirement, we selcct an optimal strategy for each data 
set. Then the average values of the error coverage, the 
utilization and the buffer size of all these optimal strate- 
gies are computed. The average values are then plotted 
against the maximum fault-tolerance latencies specified 
in the various client requirements. Part of the results of 
the example above are plotted in Fig. 6. 

From Fig. 6, the average error coverage is approximately 
proportional to the increase in the client-required max- 
imum fault-tolerance latency. Since the effective er- 
ror coverage is computed by a system reliability block 
method (an error is not detected if all the fault-handling 
schemes couldn’t detecr it) the coverage increases as 

more handling schemes are involved. However, this also 
means an increase in the fault-tolerance latency, which 
accounts for the relation described by Fig. 6. 
Using a similar argument, the average buffer size re- 
quired increases linearly with the maximum fault- 
tolerance latency allowed, as more fault-handling 
schemes are included in a fault-handling strategy, their 
total buffer size increases. Much of the buffer require- 
ment comes from the sliding window schemes for flow 
and error control; an increase in the window size means 
an increase of an integral multiple of the maximum 
packet size. 

On the other hand, the channel utilization can be ex- 
pected to  drop as more fault-handling schemes are in- 
volved. The decrease in channel utilization in a fault 
recovery is attributable to the additional bandwidth 
needed for retransmissions and acknowledgements. This 
is especially costly in a sliding window scheme using Go- 
Back-N with a large window size. This also accounts for 
a larger fault-tolerance latency. 

6 Conclusion and Future Work 
Our approach to fault-tolerant real-time communica- 
tions is based on a layered view of the fault-handling 
schemes in the communications architecture. This ap- 
proach is consistent with many existing protocol stacks. 
With this approach, we can evaluate the performance 
of each fault-handling scheme a t  each layer in terms of 
certain quantitative performance measures, such as fault 
coverage and latency. Using these measures, we have 
also shown how to construct a fault-handling strategy 
by selecting a suitable set of fault-handling schemes a t  
the various layers so that they can collectively meet the 
client’s performance/dependability requirements. 
We have determined the performance measures of a 
fault-handling scheme, including fault coverage, fault- 
tolerance latency, bandwidth utilization, the buffer size 
required and the other costs. Using the performance 
measures of each scheme, we developed an algorithm to 
compute the combined performance of a fault-handling 
strategy, and thus, an algorithm to  select a fault- 
handling strategy that will meet the service require- 
ments of a channel. 
SAFENET is used as the main vehicle of our study, 
though the proposed approach can apply to any layered 
protocol. From a thorough review of the fault-handling 
features of SAFENET, we found that SAFENET has 
many fault-handling schemes at each layer (LAN Ser- 
vices, Transport Services, User Services) corresponding 
to  each protocol suite (OSI, Lightweight, Mixed and 
TCP/IP) .  Its versatility and its adoption of various ex- 
isting protocols and standards make it an interesting ar- 
chitecture for the analysis with respect to fault-tolerance 
and timeliness. 
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Figure 6 :  Average error coverage and buffer size vs. client-required fault-tolerance latency 

Aside from SAFENET, we have been investigating other 
fault-tolerance and performance measures, and evalu- 
ate other fault-handling schemes and protocols. This 
includes various fault-handling schemes in other multi- 
access networks [18] as well as point-to-point networks 
[19]. Since these two classes of networks are quite dif- 
ferent in nature at the lower layers, it should make very 
interesting comparisons. 
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