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A b s t r a c t : We present three protocols defin¬ 
ing the relationship between messages and the chan¬ 
nel resources requested: request-then-hold, request-
then-wait, and request-then-relinquish. Based on 
the three protocols, we develop an adaptive deadlock-
free routing algorithm called the SP routing. The 
SP routing uses shortest paths and is fully-adaptive, 
so messages can be routed via any of the shortest 
paths from the source to the destination. Since it is 
a minimal or shortest routing, the SP routing guar¬ 
antees the freedom of livelocks. 

The SP routing is not limited to a specific network 
topology. The main requirement for an applicable 
network topology is that there exists a deterministic, 
minimal, deadlock-free routing algorithm. Most ex¬ 
isting network topologies are equipped with such an 
algorithm. In this paper, we present an adaptive 
deadlock-free routing agorithm for n-dimensional 
meshes by using the SP routing. The hardware re¬ 
quired by the SP routing uses only one extra virtual 
channel as compared to the deterministic routing. 

1 Introduction 

Distributed-memory, MIMD (multiple-instruc¬ 
tion-multiple-data) multicomputers usually consist 
of a large number of nodes, each with its own pro¬ 
cessor and local memory. These nodes use an inter¬ 
connection network to exchange data and synchron¬ 
ize with one another. Thus, the performance of a 
multicomputer depends strongly on network latency 
and throughput. 

There are two types of message routing: (1) de¬ 
terministic routing that uses only a single path from 
source to destination, and (2) adaptive routing that 
allows more freedom in selecting message paths. 
Most commercial multicomputers use deterministic 
routing because of its deadlock freedom and ease of 
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implementation. However, adaptive routing can re¬ 
duce network latency, increase network throughput, 
and tolerate component failures. But the flexibility 
of adaptive routing may introduce deadlocks and/or 
livelocks. A deadlock occurs when a message waits 
for an event that will never happen. In contrast, a 
livelock keeps a message moving without progress¬ 
ing toward its destination. 

A routing algorithm is said to be minimal if the 
number of hops of the routing path between two 
nodes is minimum and every hop brings the mes¬ 
sage closer to its destination. A minimal, fully-
adaptive routing algorithm allows the message to 
be routed via any of the shortest paths between its 
source and destination. In this paper, we present 
a new fully-adaptive, deadlock-free, and minimal 
routing algorithm by using only one extra virtual 
channel as compared to the deterministic routing. 
This algorithm is based on the wormhole routing, 
which has higher transmission efficiency and re¬ 
quires less buffers than other switching methods. 
For the proposed routing algorithm, we assume 
that a deadlock-free, minimal routing function ex¬ 
ists even if this extra virtual channel is not used. 
This assumption is reasonable because many pop¬ 
ular topologies are equipped with such a routing 
function, e.g., e-cube routing for the hypercube, xy 
routing for the mesh, and the virtual-channel rout¬ 
ing [2] for the torus. 

Several adaptive, deadlock-free routing al¬ 
gorithms have been proposed in recent years. In 
[2], Dally and Seitz proposed the concept of vir¬ 
tual channel to develop deadlock-free routing al¬ 
gorithms. Virtual channels are logical abstractions 
that share the same physical link. They are time-
multiplexed over a single physical link, so one sep¬ 
arate queue must be maintained in a node for each 
virtual channel. Virtual channels are used to re¬ 
move the cycles in a channel-dependency graph, 
thus providing deadlock freedom in message trans¬ 
missions. However, the algorithms in [2] are determ¬ 
inistic. 
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In [6], Linder and Harden extended the concept 
of virtual channel to multiple, virtual interconnec¬ 
tion networks that provide adaptability, deadlock-
freedom and fault-tolerance. Each link is shared by 
many virtual channels, and the number of virtual 
channels used depends on how many virtual net¬ 
works are needed. These virtual channels can be di¬ 
vided into several groups or virtual networks. Mes¬ 
sage passing inside a virtual network is deadlock-
free and messages are constrained to travel through 
virtual networks in a defined order. When the mes¬ 
sage is blocked in a virtual network, it can keep go¬ 
ing forward via another virtual network, thereby in¬ 
creasing routing adaptability. The chief disadvant¬ 
age of this method is that many virtual channels 
(in general, an exponential function of the network 
dimension) are required, e.g., a fc-ary n-cube needs 
2"-1(n + 1) virtual channels. 

In [4], Glass and Ni proposed partially-adaptive 
routing algorithms for 2D and 3D meshes without 
adding physical or virtual channels. They first in¬ 
vestigated the possible deadlock cycles on 2D and 
3D-meshes, then proposed some prohibited turns 
of these cycles to prevent deadlocks. However, if 
the minimal routing is required, then there exists 
only a single routing path for at least a half of 
source-destination pairs. Because this algorithm 
cannot route messages along any of shortest paths in 
the network, it is called partially-adaptive routing. 
Also, the higher the network dimension, the more 
source-destination pairs, each with only a single 
routing path, will result. The authors of [5] ex¬ 
tended the same concept to n-dimensional meshes, 
fc-ary n-cubes and hypercubes. In fc-ary n-cubes, 
if k > 4, nonminimal routing should be used, thus 
taking more hops than needed and possibly intro¬ 
ducing livelocks. 

In [1], Chien and Kim proposed a planar-adaptive 
routing algorithm which limits the routing freedom 
to two dimensions at a time. The reduced freedom 
makes it possible to prevent deadlocks with only a 
fixed number of virtual channels, which is independ¬ 
ent of network dimension. The hardware overhead 
is much less than that of the algorithm in [6]. 

In this paper, we propose an adaptive, deadlock-
free, and livelock-free routing algorithm with less 
hardware overhead (except for partially-adaptive al¬ 
gorithms) and better adaptability than others. Sec¬ 
tion 2 presents three protocols that will be used 
to propose an adaptive deadlock-free routing al¬ 
gorithm. Section 3 describes the proposed routing 
algorithms for n-dimensional meshes. The proposed 
algorithm is compared with several other adaptive 
algorithms. The paper concludes with Section 4. 

2 New Protocols for Adaptive, 
Deadlock-free Routing 

In message-passing multicomputers, a message 
may be broken into one or more packets for trans¬ 
mission. According to the property of wormhole 
routing, a packet contains one or more flow-control 
digits (flits). The first flit of a packet (head flit) has 
to build the transmission path between the source 
and destination. Each flit of a packet following the 
head flit advances as soon as the preceding flit moves 
along (i.e., flits pipelining) and gets blocked when 
the required channel resources are unavailable. 

A simple examination of the protocol for request¬ 
ing channel resources in multicomputers leads to 
two cases: 

1. Request-then-wait : While the requested chan¬ 
nels are held by the other packets, the request¬ 
ing packet will block and wait for the channels 
to be available. 

2. Request-then-hold : While the requested chan¬ 
nels are available, the packet will hold the 
channel and route the flits forward. 

Now, we propose to add a third protocol: 

3. Request-then-relinquish : Once a packet fails 
to get its requested channels, it terminates the 
request and does not wait for these channels 
either. In other words, no packet waits for a 
channel using this protocol. 

Based on the above three protocols, we propose 
a new adaptive deadlock-free routing algorithm. 
First, we assume that: 

1. The interconnection network can be divided 
into two virtual interconnection networks, 
VINi and VIN2, where VI Ni supports 
deadlock-free minimal routing and VIN2 uses 
one virtual channel (called extra virtual chan¬ 
nel) to share the bandwidth of a physical link 
with the channels in VINi. The channels of 
VIN2 are used to enhance routing adaptabil¬ 
ity. 

2. Each virtual channel in VINi is assigned a 
channel number. Also, packets requesting for 
the virtual channels in VINi should obey strict 
increasing or decreasing order of channel num¬ 
bers. 

3. Only request-then-hold and request-then-
relinquish protocols are used on the extra vir¬ 
tual channel (VIN2), i.e., a requesting packet 
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Figure 1: Two virtual interconnection networks 
in a 2-D mesh. 

never waits for the extra virtual channel. Also, 
only request-then-wait and request-then-hold 
protocols are used on the virtual channels in 
VINX. 

Fig. 1 shows VINi (solid-line arrows) and VIN2 
(dashed-line arrows). In this case, each directed 
physical link is shared by two virtual channels. In 
case VINi needs to use two virtual channels over 
each directed link (e.g., fc-ary n-cubes), a total of 
three virtual channels are required on each phys¬ 
ical link. The proposed adaptive routing algorithm, 
which can be applied to various topologies, is de¬ 
scribed as follows. 

1. A requesting packet first checks if any extra 
virtual channel is available. Also, the min¬ 
imum distance between the current location of 
the head flit and the packet's destination must 
be reduced after taking this hop (i.e., min¬ 
imal routing). If these two conditions hold, 
then use the request-then-hold protocol else 
use the request-then-relinquish protocol, and 
search for the extra virtual channel of a dif¬ 
ferent dimension. Repeat this search until the 
packet finds a channel of VIN2 or no suitable 
channel can be found. 

2. If no suitable channel of VIN2 can be found 
in Step 1, then the packet waits for the virtual 
channel of VI Ni according to an increasing or 
decreasing order of channel numbers. 

For convenience, this proposed algorithm is called 
the 3P (three protocols) routing. 

T h e o r e m 1: The iP routing is deadlock-free. 

Figure 2: A deadlock of four packets. 

Proof: We prove by contradiction. Assume 
there exists a deadlock for the proposed routing 
algorithm, then we can get a channel-dependency 
graph with a circular wait among the channel re¬ 
sources as shown in Fig. 2, where the arrow lines 
represent the packets and the black circles indicate 
the channels requested or held. This is a deadlock 
of four packets; one can extend this proof to those 
cases with more packets involved. 

According to the proposed routing algorithm, 
the extra virtual channels never uses the request-
then-wait protocol, so the channels a,b,c,and d in 
the graph are virtual channels of VINi. Since 
the deadlock-free routing in the virtual channels 
of VINi should obey a strict order (say increas¬ 
ing) of requested channel numbers, the relationships 
among channel a, b, c, and d are summarized as: 

In fact, the channels between a and b, b and c, 
c and d, d and a can be the channels of VINi or 
VIN2 ■ If we remove or add a channel between two 
blocked channels, this change does not affect the 
deadlock freedom. In the next section, we apply 
this routing algorithm to n-dimensional meshes. 
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3 Application and Compar¬ 
ison 

Before discussing the details of adaptive routing 
algorithms for different topologies, it is convenient 
to label each output virtual channel (VC) of a node 
with VCnode,VIN,direction,dimension, where node Spe-
cifies which processing node to be used; VIN = 1(2) 
indicates VINi (VIN2); direction = +(—) repres¬ 
ents positive (negative) direction; and dimension 
specifies which dimension to be used. For example, 
in Fig. 1, VC(^tz),i,-,x represents the output chan¬ 
nel of node (3,3) of VI Ni in the negative direction 
of dimension x. 

Due to the limited space, we only present an 
adaptive, deadlock-free routing algorithm for n-
dimensional meshes by using the 3P routing. For 
other topologies, such as fc-ary n-cubes, C-wrapped 
hexagonal meshes [7] and so on, a similar method 
can be used, though the virtual channels required 
in VIN\ may be different. An n-dimensional mesh 
consists of &o × &i × ∙ ∙ ∙ × kn-2 × &n-i nodes, where 
ki > 2 is the number of nodes along dimension 
i. Each node X is represented by n coordinates, 
(xo,xi,...,xn-2,xn-i), where 0 < xt < kt - 1, 
0 < i < n — 1. Two nodes X and Y are neighbers if 
and only if X{ = y,∙ for all i, 0 < i < n — 1, except 
one, say j , such that yj = XJ ± 1. Thus, each node 
has from n to 2n neighbors, depending on its loca¬ 
tion in the mesh [4]. If X and Y are neighbors, then 
the channel of dimension i at node X is in positive 
direction when x,■ = y,∙ — 1, or in negative direction 
when X{ = y,∙ + 1. 

The xy routing [4] in meshes can be extended 
to n-dimensional meshes (called extended xy rout¬ 
ing). That is, all packets should follow the dimen¬ 
sion order, O-→l→. . .—>n — 2 → n — 1. The 
extended xy routing is deadlock-free, minimal and 
deterministic. Therefore, based on the extended xy 
routing, the proposed ZP routing can be applied to 
n-dimensional meshes. Based on the assumption of 
ZP routing, we need two virtual interconnection net¬ 
works (VINs): VINi supports extended xy routing 
and VIN2 is used to enhance adaptability. There¬ 
fore, the bandwidth of each link needs to be shared 
by two virtual channels. 

Adaptive routing algorithm for n-dimen¬ 
sional meshes: 

Input: Source Node S = (so,si,.. ∙,sn_i); 
Destination Node D ≈ (do,di,...,<in_i); 
Current Intermediate Node C 
— (co,ci,.. . ,cn_i); 

Initial: Routing Tag R = (r0, r\,..., rn-i) 

= (do — so,di — Si,.. . , d n _ i — s n _i ) ; 

Step 1.Update R; /*r,∙ := u + 1 or r,∙ := r* - 1*/ 
Step 2.If (R==O), flits arrive at destination; 
Step 3.1f (((any r,∙ > 0) kk (VCc,2,+,i available)) 

|| ((any r,∙ < 0) kk (VCc,2-,i available))), 
if r» > 0 then send packet via VCc,2,+,i 

else send packet via VCc,2,-,i', 
/*i can be chosen randomly or by any 

selection function */ 
Step 4.i ≈ min{j : rj Ψ O}i 

/*Find the lowest dimension i3r* ^ 0∙ */ 
Step 5.If r,∙ > 0 then request VCc,i,+,i 

else request VCc,i,-,% ; 

In Step 1, the routing function used to update 
R is that (1) if the flit comes from VCneighbor,*,+,i 
then r,■ := r∙j — 1 and (2) if the flit comes from 
VCneighbor,*,-,i, then r,∙ := r,∙ + 1, where * means 
"don't care." Since the routing tags can be used 
to specify the routing paths, it is not necessary to 
carry the source and destination addresses in the 
packets. In Step 3, request-then-hold and request-
then-relinquish protocols are used to request the vir¬ 
tual channels of VIN2- In Step 5, request-then-hold 
and request-then-wait protocols are used to request 
the channel of VINi. 

Theorem 2: The 3P routing on n-dimensional 
meshes is minimal and deadlock-free. □ 

In n-dimensional meshes, the number of shortest 
paths for a source-destination pair is (|ro| + |rj | + 
• • • + l^-iDI/lrolIlril! ■ - -|rCT_a|∙. Because the 3P 
routing on n-dimensional meshes can route pack¬ 
ets via any available virtual channel of VIN2 along 
shortest paths, it is fully-adaptive. The proposed 
algorithm only needs two virtual channels over each 
physical link. We can apply the methods pro¬ 
posed in [6] (abbreviated as the L-H algorithm in 
Fig. 3) to n-dimensional meshes, but it requires 
2 n - 1 virtual channels. The planar-adaptive rout¬ 
ing algorithm [1] (C-H algorithm in Fig. 3), which 
is not fully-adaptive, needs three virtual channels. 
The partially-adaptive routing algorithms in [4, 5] 
(G-N algorithm in Fig. 3) do not add any virtual 
channel, but they are not fully-adaptive. 

Fig. 3 shows a table that compares the virtual-
channel requirements of the 3P routing and other 
adaptive deadlock-free routing algorithms for sev¬ 
eral topologies. The proposed ZP routing requires 
only one additional virtual channel as compared to 
the deterministic routing. Furthermore, it is min¬ 
imal and fully-adaptive. It can also be used to con¬ 
struct an adaptive deadlock-free routing algorithm 
for C-wrapped H-meshes [7]. The number of virtual 
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channels required by the 3P routing on H-meshes is 
the same as that of Jfc-ary n-cubes. 

The 3-P routing turns out to have a flavor some¬ 
what similar to the one proposed in [3], although 
both have been developed independently. However, 
the method proposed in [3] dealt only with adaptive 
routing. The fault-tolerant 3P routing can be de¬ 
rived by changing the protocols of links around the 
faulty nodes or links. We will report the details of 
fault-tolerant routing in a forthcoming paper. 

Figure 3: Comparison between virtual-channel 
requirements and routing properties for adapt¬ 
ive deadlock-free routing algorithms. 

4 Conclusion 

Communication efficiency is one of the most im¬ 
portant factors to consider when designing a mul¬ 
ticomputer system. The interprocessor communica¬ 
tion speed strongly depends on the routing strategy, 
processor and data-link speed, and network to¬ 
pology. In this paper, we proposed three proto¬ 
cols of wormhole routing defining the relationship 
between messages/packets and channel resources: 
request-then-hold, request-then-wait, and request-
then-relinquish. Based on these three protocols, 
an adaptive deadlock-free routing algorithm (the 
3P routing) is proposed, which is then applied to 
various network topologies. Specifically, we presen¬ 
ted adaptive routing algorithms by applying the 3P 
routing for n-dimensional meshes. We compare the 
ZP routing with the existing adaptive routing al¬ 
gorithms. For n-dimensional meshes and hyper¬ 
cubes, the SP routing requires two virtual channels 
on each physical link. For A;-ary n-cubes and C-
wrapped hexagonal meshes, it requires three virtual 
channels. As compared to the deterministic rout¬ 
ing, such as the xy routing, extended xy routing, e 
cube routing, and virtual channel routing [2], the 3P 

routing requires only one additional virtual channel 
regardless of network size/dimension. In addition 
to its deadlock freedom, the 3P routing is also min¬ 
imal and fully-adaptive. The minimal routing en¬ 
sures livelock-freedom. The fully-adaptiveness en¬ 
ables messages/packets to be transmitted via any 
of the shortest paths. Either the existing adaptive 
routing algorithms are just partially-adaptive, or re¬ 
quire an excessive amount of hardware. By contrast, 
the proposed 3P routing uses little additional hard¬ 
ware despite its advantage of being fully-adaptive 
and minimal. 

There are two directions of future work for the 3P 
routing. First, we need to implement the 3P rout¬ 
ing with a compact hardware design. Second, it is 
necessary to evaluate the performance improvement 
by using the 3P routing. 
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