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Concise Papers 

Measurement and Analysis of Workload Effects on 
Fault Latency in Real-Time Systems 

MICHAEL H. WOODBURY A N D  KANG G.  SHIN 

Abstract-The effectiveness of all known recovery mechanisms is 
greatly reduced in the presence of multiple latent faults. The presence 
of multiple latent faults increases the possibility of multiple errors, 
which could result in coverage failure. In this paper, we present exper- 
imental evidence indicating workload effects on the duration of fault 
latency. A synthetic workload generator is used to vary the workload, 
and a hardware fault injector is applied to inject transient faults of 
varying durations. This method allows us to derive the distribution of 
fault latency duration. Experimental results were obtained from the 
fault-tolerant multiprocessor (FTMP) a t  the NASA Airlab. 

Index Terms-Fault latency, fault latency experiments, isotonic 
regression, real-time systems. 

I. INTRODUCTION 
A fault is the physical change of a hardware component from its 

intended state in a computing system. whereas an error is the er- 
roneous data resulting from the manifestation of a fault. When a 
fault occurs, the system is not immediately aware of its presence 
and remains error-free. A fault will not generate a n  error until the 
faulty component is exercised in a specific manner. Thus,  an error 
occurs when the result produced by a faulty component is different 
from the expected response. 

The time between fault occurrence and error generation is termed 
fault larency' [2], as  shown in Fig.  1 .  Fault latency depends on the 
type of fault, its location, and the usage of the faulty component. 
Depending o n  the system's error detection mechanism, there is also 
an interval between error generation and error detection called er- 
ror latency. An efficient detection mechanism with increased cov- 
erage reduces error latency. This paper addresses the effects of fault 
latency only. 

In critical real-time computing systems where reliable results 
must be generated in a timely manner, the detection of errors, iso- 
lation of faults, and subsequent system reconfiguration must be 
performed quickly and correctly. Recovery from a single error is 
usually assumed before a second error occurs. However, the effec- 
tiveness of all known recovery mechanisms is greatly reduced in 
the presence of multiple faults. If a second error occurs during the 
recovery period, coverage failure could result [3]. Coverage fail- 
ure is a severe problem for highly reliable systems, especially real- 
time control computers. 
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'Other researchers have referred to fault latency as fault dormancy [ I ] .  
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Fig. 1. Fault and error latency 

Exercising a unit with multiple latent faults could result in the 
near-simultaneous occurrence of errors. The presence of latent 
faults thus increases the possibility of multiple errors.* Therefore, 
a shorter fault latency is desirable to decrease the possibility of 
multiple errors. With a shorter fault latency, an error is generated 
quickly allowing fault recovery mechanisms more time to  complete 
before a second error is generated. 

Workload activity also has an impact on system reliability. Sev- 
eral researchers have reported noticeable correlations between sys- 
tem activity and both hardware and software failures [4]-[6]. How- 
ever, these works address general-purpose time-sharing systems. 
Other researchers have also investigated workload effects on fault 
and error latency for general-purpose time-sharing systems. 
McGough and Swern [7] addressed fault latency through gate-level 
emulations, where selected programs were used as input to the em- 
ulator. A more realistic study was performed by Chillarege and 
Iyer [8] on a VAX-11/780 executing daily activities at a university 
installation. 

This paper extends the analysis of workload effects on fault la- 
tency to a specific class of computers, namely real-time control 
systems. Exclusive analysis of real-time systems is beneficial, be- 
cause of the strict reliability constraints of real-time control sys- 
tems. By altering the structure of real-time workloads, fault latency 
can be decreased, thereby increasing overall system reliability [9]. 

In this paper, we present quantitative measurements of workload 
effects on fault latency. It is demonstrated that fault latency is af- 
fected by workload structure, and workload variations can reduce 
the duration of fault latency. Experiments were conducted on the 
fault-tolerant multiprocessor (FTMP) located at the NASA Airlab 
[ 101, [ 1 11. F T M P  is a prototype system developed to  study critical 
real-time control applications, i . e . ,  civilian aircraft. It provides a 
unique environment, although limited, to  perform experimental 
fault injection combined with workload variations. The experi- 
ments performed use the measurement methodology outlined by 
Shin and Lee [ 121 and a workload generator developed by research- 
ers from Camegie-Mellon University [13]. 

It should be noted that memory components require a different 
type of fault latency analysis than that addressed here. Memory 
fault latency could be  on the order of minutes or hours [8], whereas 
fault latencies for other components are on the order of milli- to 
microseconds. The user-defined or  scrubbing access of address lo- 
cations is another characteristic that differentiates memory com- 
ponents from other user independent components. The focus of this 
work is on components that exhibit short fault latencies, i .e. ,  la- 
tencies less than one second. 

The remainder of the paper is organized as follows. The next 
section describes the experimental system and environment. Sec- 
tion 111 presents the experimental fault latency measurements with 
the proper statistical analysis. This involves the use of isotonic 
regression analysis. The paper concludes with Section IV. 

'For example, a double error is when a second error occurs before re- 
covery from the first error IS  completed. 
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11. EXPERIMENTAL SYSTEM DESCRIPTION 
FTMP, located at NASA Langley’s AIRLAB, is a prototype real- 

time multiprocessor typical of those used for real-time control ap- 
plications. Its logical architecture consists of three triads, system 
memory, input/output links, system clock, system control regis- 
ters, and a single time-shared system bus. A triad consists of three 
pairs of a processor and its local memory. Each system component 
is redundant and is either an active, standby, o r  shadow compo- 
nent. For  reliability purposes, line replaceable units (LRU’s) con- 
tain one component of each type. 

The three processors in a triad operate in tight synchrony and 
should receive identical data under fault-free conditions. When 
there is a disagreement, a n  error is considered to have occurred, 
but masked, and task execution continues. The disagreement is de- 
tected by a hardware voter and recorded in an error latch for later 
identification of the faulty module o r  bus. The interested reader is 
referred to [IO] for a complete architectural description of FTMP.  

The operating workload of F T M P  is the executive software and 
applications software [ l  I] .  The executive software controls the 
hardware and software resources. It is responsible for providing a 
virtual machine such that hardware redundancy, redundancy man- 
agement, and the timely execution of application tasks are trans- 
parent to the user. Therefore, the executive software is present in 
every workload constructed. 

All tasks are dispatched a t  periodic intervals to  control repetitive 
applications such as  flight control, configuration control, fault de- 
tection, recovery, and system displays. Three dispatch rate groups 
have been defined, R1, R3, and R4, with respective nominal fre- 
quencies of 3.125, 12.5, and 25 Hz. Task execution is based on 
priority interrupt scheduling, where a task in a rate group has prior- 
ity over tasks in slower rate groups, e .g . ,  R4 tasks have priority 
over R3 and RI tasks, etc. 

A hardware fault injector (FI) and a synthetic workload gener- 
ator (SWG) are available for conducting experiments o n  FTMP.  
The FI allows pin level functional faults of any duration to be in- 
jected into any IC chip within F T M P  [14]. The SWG, developed 
by researchers at Carnegie-Mellon University [ 131, provides an 
F T M P  experimenter with the capability to alter the workload on 
FTMP. 

The SWG can only vary a few features, the number of tasks in 
each rate group and the fixed number of repetitions of a set of five 
instructions (local readlwrite, system read/write, and assignment). 
The SWG was designed for other timing experiments. Despite this 
shortcoming, F T M P  is a unique environment where fault injection 
experiments can be performed with workload variations on a real- 
istic real-time system. 

Once a synthetic workload is constructed, the number of tasks 
and their structures cannot change during execution, i .e. ,  they are 
deterministic. Therefore, varying the number of tasks is equivalent 
to changing the number of instruction repetitions in each task. In 
the experiments, the number of tasks in each rate group was varied 
and all tasks are identical. Due to memory constraints on FTMP,  
the SWG can include up  to three tasks in each rate group.3 

A critical task in the executive software is the system configu- 
ration (SCC), which executes as a n  R1 tasks. The SCC is respon- 
sible for reading the error latches, determining which component 
is faulty, and initiating system reconfiguration. After a fault is in- 
jected, the FI  software waits for notification of system reconfigur- 
ation or  times out. If too many tasks of higher priority than the 
SCC are introduced, system reconfiguration cannot be completed 
before the FI  times out. Therefore, the number of tasks is re- 
stricted. Even though this constraint is a result of the experimental 
environment, it parallels a real world restriction on the response 
time of the SCC. The FI  time-out period is synonymous with a 
response time deadline. 

We  analyze four components of FTMP: the cache controller (CC) 
board, the system control registers (SCR) board, the system bus 

‘Recall that the executive software is included in all synthetic work- 
loads. 

controller (SBC) board, and the CPU data (CPUD) board. Two 
synthetic workloads are constructed to represent the range of work- 
loads within the performance constraints. The low utilization 
workload is the executive software only. The high utilization work- 
load contains the greatest number of tasks executed per second 
without having the FI time out. For  all experiments and workloads, 
FTMP was configured to have three fault-free triads operating. This 
is the intended initial state of F T M P  and demonstrates the maxi- 
mum contention for system components. 

111. EXPERIMENTAL RESULTS A N D  THEIR ANALYSIS 

The fault latency duration distribution (FLDD) is determined 
using the methodology developed by Shin and Lee [12]. Pin loca- 
tions are randomly selected from the available locations4 and in- 
verted signal transient faults, varying in duration from 0 to 100 
milliseconds, are injected at random times. Inverted faults provide 
immediate error generation when the pin is exercised. 

After fault injection, F T M P  waits 20 seconds for the fault to be 
detected. If the fault duration is shorter than the fault latency, the 
transient fault will not manifest an error. Since fault latency is a 
random variable, repeating the same transient fault duration and 
assuming 100 percent fault detection, the experimental p r~babi l i ty  
of the FLDD a t  that time point can be determined by counting the 
number of detected faults. 

Figs. 2-5 present the isotonic regression [I51 of the experimen- 
tally derived FLDD’s for the four components analyzed on FTMP.  
Two distributions are shown for each component showing the low 
and high utilization workloads. The points denoted by “Y” ( ‘‘ + ” ) 
symbols were derived when F T M P  was executing the low (high) 
utilization workload. The latency durations were measured in mil- 
liseconds for Figs. 2-4 and in microseconds for Fig.  5. 

Let FL( t )  be the experimental probability distribution value de- 
rived for duration t .  Isotonic regression is the maximum like!ihood 
e_stimate and th? least-squares estimate of the sequence { FL( t ,  ), 
F L ( t 2 ) ,  . . . , F L ( t , , ) } ,  t , ,  < t2 < . . . < tr ,  o v e r t h e  set of non- 
decreasing sequences [15]. In determining F L ( t ) ,  it is possible to 
observe FL( t , )  > F L ( t J )  with t ,  < tJ. Since a probability distribu- 
tion is a nondecreasing function, the use of isotonic regression to 
estimate FL( t )  is justified. 

Let FE ( t )  be the isotonic regression estimate of FL( 7’). To jus- 
tify the use of F E ( ? )  as and accurate approximation of F L ( t ) ,  it is 
necessary to  derive confidence bounds. Standard techniques for de- 
riving confidence bounds d o  not apply for this analysis, because 
the values of fault latency cannot be directly measured, only the 
probability mass for particular durations is approximated. Specifi- 
cally, the popular Kolmogorov-Smirnov cannot be used, because 
it requires a sample of direct observation values. Fortunately, 
Schoenfeld [I61 introduced a method to determine the upper and 
lower 1 - a, 0 < a < I ,  confidence bounds for a sequence of 
normal random variables with nondecreasing ordered means. This 
is exactly what is measured when the fault latency distributions are 
determined. The use of this method for estimating the distribution 
of fault latency has been outlined in [17]. The method assumes that 
the function is monotonically nondecreasing and infers a regression 
estimate over  a sequence of values. 

Tables I-IV list the results of the isotonic regression and cal- 
culation of the 95 percent confidence bounds for both fault latency 
distributions for each board. The “Note” column identifies where 
confidence bounds and/or regression values of the distributions for 
the low and high utilization workloads overlap. The minimal over- 
lapping that occurs demonstrates that a statistically significant 
change in the fault latency distribution occurs when the workload 
of the system is varied. 

For  Figs. 2-4, it is observed that the regression value for the 
high utilization workload is always greater than or equal to the 
value for the low utilization workload for every time point, except 

‘Available locations are where the FI software can restore FTMP to its 
fault-free state after fault injection. 
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Fig. 4. System bus controller board 

for a few minor differences when the distributions approach 1. This 
observation supports two important ideas stressed in this paper. 
First, the plots quantitatively measure the workloads effects on fault 
latency. The type of workload executing on a system does have a 
marked effect o n  the distribution of fault latency. Second, a work- 
load that increases system utilization will decrease the fault latency 
for active components. 

The plots for the CPU Data Board (Fig. 5 ) ,  d o  not support any 
noticeable difference between the low and high utilization work- 
loads. This is because the CPU data path is usually at 100 percent 
utilization independent of which workload is being executed. Even 

the IDLE operation on F T M P  is an infinite loop of NOP instruc- 
tions. Fault latency in this area cannot be  altered by variations in 
the workload. It should be  noted, though, that the C P U D  board 
fault latency durations are extremely short, o n  the order of 0-250 
microseconds, which is less than 0.5 percent of the durations of all 
the other boards. 

IV. CONCLUSION 
This paper demonstrated the need to address fault latency in 

highly reliable real-time control computer systems. When fault ar- 
rival rates are significantly low, decreasing fault latency increases 
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TABLE I 
REGRESSION RESULTS FOR THE cc BOARD 

Low Utilization Workload Note'  High Utilization Workload 
4 ( t )  L Rnd. F i ( t )  L.Bnd. L.Bnd. F i ( t )  LLBncI. 4 ( t )  
0.150 0 113 0 150 0 I50 0 2 2 2  0230 0.230 0230 
OAiO 04t iO O l i o  
0.600 0 590 0 GOO 
0.660 0 6 i O  0 660 
0 838 0.830 On38 
0 . 8 i O  0 862 O X 7 0  
0 . v o  0 914 0 920 
0.940 0 934 0.940 
0.960 0955 0958 
0 930 0 9.56 0.932 
0.970 0 S i 6  0.958 
0 910 0 956 0 958 
0.990 0 963 0 9115 
0.980 0 963 0 965 
0.910 0 963 0.965 
0.960 0 9ti3 0 9G5 
0.980 0971 0 9 i 4  
0.970 0.971 0.971 
0 " 0  0.9il 0 9i.l 
0.990 0990 O W 0  

0.483 
0 612 
0.672 
0.348 
0 8 3  - 
0 92; 
0 946 
0.9til 
0 9fil 
0 961 
0.9hl 
0 968 
0 91ii 
0 9 b i  
0 9117 
0 9 i 6  
0 . 9 i 5  
0 995 
0.992 

0 i O R  0.915 0 7 2 3  
0 708 0 715 0.723 
0812 0 8 2 0  OR29 
0 86.5 0 370 0 .8 i6  
0 865 0.870 0.8i6 
0 962 0 9175 0 968 
0962 0965 0.96X 
0 986 0 9 i O  0.9i-1 
I000  1000 1000 
I O 0 0  1.000 IO00 
I ono IO00  IO00  
IO00 1.000 1000  
I O 0 0  1 no0 L O O 0  
1000  1000 1000  
1000  1000 I 000 
IO00  1000 1.000 
1000 1000 1 0 0 0  
I 0 0 0  1000 1000 
IO00 1000 1000 

0.i20 
0.i10 
0.820 
0.8dO 
0 860 
0 q i 0  
o 9fin 
0.9 iO 
I O 0 0  
1.000 
1.000 
I O 0 0  
I O 0 0  
IO00 
1.000 
1000  
1000  
1 0 0 0  
1.000 

TABLE I1 
REGRESSION RESULTS FOR THE SCR BOARD 

t I Low Utilization Workload Note'  High Utilization Workload 

- L.Bnd. F i ( t )  II.Bnd. L Bnd F ; ( t )  ILBnd. 4 ( t )  
0 029 0.030 0.030 0 016 0.050 0050 0.050 
0.094 0.100 
0.271 0280 
0409 0.420 
OH09 0.620 
0 6 7 9  0.690 
0.801 0.810 
0 852 0 860 
0966 0.910 
097i 0 980 
0 999 0'309 
0 999 0999 
0999 0.999 
0 999 0.999 
0.999 0999 
0 999 0.919 
1.000 1.000 
1000 1.000 
1000 1.000 

0 108 
0 291 
0 132 
0 6 3 2  
0 i o 1  
0 820 
0 RhX 
0 914 
0 983 
0999 - 
0999 - 
0 999 
0 999 
0 999 
0 999 
I O 0 0  
1000 
1 000 

0 231 
0 330 
0 4i9 
0.670 
0.780 
0 853 
0.955 
0 9ii 
0.995 
0 995 
0.995 
1.000 
1000  
1000 
1000 
1.000 
1000 
I O 0 0  

0.240 0 251 
0.340 0352 
0.490 0 502 
0 680 0 692 
0 i i 0  0 i R O  
0 xtio 0 868 
0 W O  0.965 
0 OR0 0 983 
0.996 0 006 
0.996 0996 
099ti 0 996 
1000  1000 
1 0 0 0  I O 0 0  
1 0 0 0  1000 
1.000 1000 
1000  IO00  
1000  IO00 
1.000 1000 

0 '10 
0 340 
0 490 
0 680 
0 i i 0  
0 860 
0 960 
0 980 
1000 
0 990 
0 990 

IO00 
1 0 0 0  
1 0 0 0  
IO00 
IO00 
1000 

i no0 

the reliability of the entire system. Through experiments on FTMP,  
we provided evidence that the duration of fault latency is dependent 
on the system workload. These results indicate that a methodology 
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TABLE 111 
REGRESSION RESULTS FOR THE SBC BOARD 

Low Utilizatioii Worklond .Votr.- High Utilization Workload 
4 1 1 )  L RniI  ti I - H I I ~ I .  1. Rnrl F ; ( f )  I' Bnd F L ( ~ )  
11.031) 0.029 0 0::o n.o:10 0 031; 0 0 I O  0 040 0.040 
U. I l i O  
I1 ::50 
I1 ::w 
0.520 
l l . i l0 
l 1 . i i O  
O.b38 
U . ! ) T X  
1.000 
1.000 
1.000 
I .000 
I 0 0 0  
I 000 
I .0uo 
1.000 
1.000 
1.000 
1.oofl 

0 1i:I 0 I(i0 

n ::io n : { i o  
0.3li9 0 : M O  
0.309 05211 
0 i f l 0  l l i l f l  
0.i1C 0 T i l l  
os.30 I 1 ~ : I x  
l l . 9 i i  O!I iP  
1 000 I 000 
1.uoo 1000  
I ono I 0110 
I 000 I oon 
I f l O O  1000  
1 000 I 000 
1000 111no 
I ono I 0 0 0  

1.000 1000 
1.000 1000  

I ooo i ono 

0 109 
0 362 - -  
0 3112 
0 332 
n T L ' I  
0 i h U  
O P l i  
0 9h0 - 
I oon -. 
1 DO0 - 
1000 . -  

1000  
1000  
1 ono 
I 000 
1000 
1000 
1000  
I O 0 0  

0 ?.IO 

0 430 
0 l i i i  

I1 n.7'3 
0 h4T 

0 ' l i 0  
0 'T,9 
I 0 0 0  
1000  

I O 0 0  

I non 
1.000 

n XT,O 

n W O  

I ono 

1.000 
IO00  
1.0011 
1 .U011 

TABLE IV 
REGRESSION RESULTS FOR THE CPUD BOARD 

Low Utilizatioii Workload .Vote.' High Utilization Workload 
LBnrl  FL(t1 1.BncI. p L ( t i  F L ( ~ )  L.Bod. F j j t )  t1,Bnd. 

0.480 0 4 5 8  0 4 6 5  0 4 i 4  -- 0 463 0 1 i O  O 4 i 9  0 480 
0 450 0.458 0 465 0 1 i 4  - 0.463 O l i o  0 4 i 0  0 160 
0 570 0.560 0.570 0.582 o 620 o.(i::n o 6 . i ~  0.630 
0 TOO Oti90 0 TOO O.TflX -. O.iO3 0 i l 0  0 i l X  0 i 2 0  
0 7 0 0  0.693 0700 O i l 1  - 0 TO3 0.910 0 7 1 8  O i O O  
0 . i 6 0  0 . i 5 0  O. i t i0  O . i i 0  - O.i.54 0 . i f i l  0 T W  0.790 

0 754 0,761 0. i68 0 930 
0 i 6 0  O . i i 0  O . i X 0  O . i i 0  
0 i90 0.800 0 PI19 0 800 

0.P30 0.854 0 R j R  0 eh2 - 0.841 0.630 0 858 0 X i 0  
0 920 0913 0 920 0.926 - I1 X6? O 8 i O  O . X i 5  0 X i 0  
0 930 0.924 0 930 0.935 - 0.864 0.870 0.879 0.870 
O . S R O  0 Si'? 0.9i5 0 .Oi i  - 0.903 0.910 0.916 0.910 
0.970 0.92 0 9 i 5  0 O i i  -. 0.955 0 960 0.964 0 91iU 

.Vote- .  - inipliei the houndc andrcir regrei,ion value-, merlap. 

could be developed to enable the optimal design of the workload 
structure to  decrease system fault latency. 
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processor memory system can be systematically characterized and its 
performance experimentally correlated with key features of the ad- 
dress stream. The approach is based on the definition of a family of 
parameterized kernels used to explore specific aspects of the memory 
system’s performance. The empirical results from this kernel suite 
provide the data from which architectural or algorithmic characteris- 
tics can be studied. The results of applying the approach to an Alliant 
FX/8 are presented. 

Index Terms-Characterization, memory systems, multiprocessor, 
performance. 

I. INTRODUCTION 
For shared memory multiprocessors, access to  the common 

memory is one of the key limiting factors in performance. One  of 
the most attractive solutions to this problem is the use of a hierar- 
chical memory system. This approach reduces the apparent mem- 
ory latency as well as the memory contention. However, the per- 
formance is far from uniform and depends not only upon the 
characteristics of the memory hierarchy itself, but also on the char- 
acteristics of the address streams and the interaction between the 
two. This implies that the relationship of code characteristics to 
machine characteristics must be  taken into account. For example, 
knowing the precise penalty in terms of number of cycles for a 
cache miss is not enough to  understand the effectiveness of a given 
cache organization. W e  need to determine precisely, as a function 
of the temporal and spatial distribution of the requests, the data 
access rate and to try to  correlate observed behavior with code 
characteristics. This requires a systematic investigation of the pa- 
rameter space (code characteristics). 

Classically, two main approaches are used for performance anal- 
ysis: analytical or experimental (simulation or measurement). The 
first solution is extremely powerful in the sense that it allows the 
analvtical correlation of the Derformance with organizational pa- ,, ~ ~ 

~~ 
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Experimentally Characterizing the Behavior of 
Multiprocessor Memory Systems: A Case Study 
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Abstract-Although architectural improvements in memory organi- 
zation of multiprocessor systems can increase effective data band- 
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- 
rameters. The  drawback is that, in order to be tractable, they typ- 
ically require a drastic simplification of the hardware model and of 
the memory request stream. For  example, queueing theory-based 
models assume a randomly distributed (both in time and space) 
memory request stream. This is particularly disturbing when mod- 
eling scientific codes on vector machines because these codes tend 
to exhibit very regular data access patterns and the vector instruc- 
tions used to implement the codes must exploit, and thereby em- 
phasize, this regularity in the spatial and temporal distribution of 
the requests. Experimental performance analysis (simulation o r  
measurement) provides more accurate information in the sense that 
it is possible to take into account more details of the hardware and 
code characteristics. The  drawback of such a solution is its exper- 
imental nature which limits the number of codes analyzed and gen- 
erally does not provide any methodology for extrapolating the per- 
formance of an arbitrary code from the performance of the 
benchmark codes. Furthermore, even when using very simple 
benchmarks, there is no general method for correlating code char- 
acteristics with the performance observed. 

Our primary goal in this paper is to present a systematic meth- 
odology for investigating and correlating the performance of a 
cache-based memory system (in our case, the Alliant FX/8) in terms 
of architectural parameters and code characteristics typical of sci- 
entific numerical computations. The  resulting characterization can 
be  used for performance prediction of scientific codes. Further- 
more, the design of the empirical kernels upon which the meth- 
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