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ABSTRACT 

According to their temporal behavior, faults in computer 
systems are classified into permanent, intermittent, and 
transient faults. Since it is impossible to identify the type 
of a fault upon its first detection, the common practice is to 
retry the failed instruction one or more times and then use 
other fault recovery methods, such as rollback or restart, if 
the retry is not successful. To determine an “optimal” (in 
some sense) number of retries, we need to know several fault 
parameters, which can be estimated only after classifying all 
the faults detected in the past. 

In this paper we propose a new fault classification scheme 
which assigns a fault type to each detected fault based on 
its detection time, the outcome of retry, and its detection 
symptom. This classification procedure utilizes the Bayesian 
decision theory to sequentially update the estimation of fault 
parameters whenever a detected fault is classified. An im- 
portant advantage of this classification is the early identifica- 
tion of presence of an intermittent fault so that appropriate 
measures can be taken before it causes a serious damage to 
the system. To assess the goodness of the proposed scheme, 
the probability of incorrect classification is also analyzed and 
compared with simulation results. 

lndez Terms - Fault classification, prior and posterior dis- 
tributions, parameter estimation, retry, Bayesian decision 
theory, probability of incorrect classification. 

1 INTRODUCTION 

As defined in [l] and [2], a fault in a computer system is 
the source of an error while an error is defined as a logically 
incorrect state of the system. Based on its temporal effect, 
a fault can be classified to be permanent or intermittent or 
transient [3, 41. Let the active periodof a fault represent the 
time period during which the fault has adverse effects on the 
system (i.e., the fault if actived may induce errors), and let 
the benign period of a fault be the time period when the fault 
is not active. Then, a permanent fault has an infinite active 
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period, a transient fault has a finite active period followed 
by an infinite benign period, and an intermittent fault cycles 
between a finite active period and a finite benign period. 

Upon detection of a permanent fault, the system must be 
reconfigured to remove the faulty module as soon as pos- 
sible. For a non-permanent fault, the system can retry or 
re-execute the latest instruction which could not be com- 
pleted because of the fault. During the active period of a 
fault, retry will be unsuccessful, and thus, may need an- 
other retry. Retry for non-permanent faults will eventually 
be successful and the system will then continue its normal 
operation as if nothing had happened. Retry works very well 
for transient faults, but is sometimes not desirable at all for 
intermittent faults since they may recur an infinite number 
of times in future. On the other hand, retry may sometimes 
be useful for an intermittent fault when a task can be com- 
pleted before the recurrence of the intermittent fault. The 
best strategy for intermittent faults depends upon the sys- 
tem’s goal and is usually difficult to determine. The choice 
between reconfiguration and retry upon a fault detection is 
not easy to make either, because it is impossible to know u 
priori the type of the detected fault. A compromised solu- 
tion is to use retry one or more times and then use reconfig- 
uration only after retry became unsuccessful. This strategy 
works well because the majority of faults are known to be 
non-permanent [5, 61. Thus, how to determine an “optimal” 
(in some sense) number of retries becomes an important re- 
search problem [7, 8, 91. Since a finite number of retries 
can be easily converted to a retry period and vice versa [7], 
“retry period” (in place of “number of retries”) will be used 
throughout the paper. 

The most influential variables in determining an optimal 
retry period are the parameters related to the characteristics 
of faults, such as the fault occurrence rate, the mean active 
period of a transient or intermittent fault, and the proba- 
bility of a detected fault being permanent, intermittent, or 
transient. These parameters are commonly assumed to be 
known o priori. Hence, the results obtained under such an 
assumption are useful only if fault parameters are known 
somehow or can be estimated accurately. No previous work 
except for [7] has addressed the problem of deriving retry 
policies in the absence of o priori knowledge about the fault 
parameters. Lee and Shin [7] proposed a Bayesian decision 
approach where the active and benign periods of an inter- 
mittent fault are estimated on-line and the estimated pa- 
rameters are then used to derive the optimal retry periods 
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for future recurrences of the intermittent fault. However, 
they did not address how to estimate other fault parame- 
ters, and the criterion in recognizing an intermittent fault 
was ad hoc. That is, if two consecutive fault detections are 
made within a short period and their symptoms are simi- 
lar, they are assumed to be two manifestations of the same 
intermittent fault. 

In this paper, we shall develop a method to estimate all 
fault parameters on-line. A Bayesian approach [lo, 111 is 
employed which has the advantage of estimating parame- 
ters progressively from sample data. The sample data for 
the fault parameters are obtained by monitoring the fault 
behavior through retry and detection mechanisms. Since 
faults are classified into three different types which are in- 
distinguishable by fault detection mechanisms, a critical is- 
sue in parameter estimation is how to recognize the types of 
detected faults so that the related sample data can be inter- 
preted correctly. As a resolution to this issue, a new fault 
classification scheme is proposed herein which estimates and 
assigns a fault type for each detected fault with a very high 
accuracy. 

Throughout this paper, the term “fault detection” will be 
used to mean the detection of manifestation of a fault with 
signal-level detection mechanisms [l], such as built-in testers 
and error detecting codes. This term is adopted because in 
such a case a fault can be detected and located immediately 
upon its manifestation. Further, faults are also assumed to 
be detected immediately upon their occurrence. If faults 
cannot be detected upon their occurrence, instruction retry 

is no longer effective, since it is impossible to determine 
which instruction to retry. 

The subject of parameter estimation is treated in Sec- 
tion 2. The proposed fault classification scheme is described 
in Section 3. In Section 4, the accuracy of the proposed fault 
classification scheme (i.e., the probability of correct classi- 
fication) is analyzed and compared with simulation results. 
The paper concludes with Section 5. 

2 PARAMETER ESTIMATION 

Let P be the set of all fault parameters which may affect 
the retry mechanism. Our principal concern is whether a 
detected fault is permanent, intermittent, or transient, and 
hence, the fault parameters are related to the generation 
of different types of faults. Arrivals of permanent, inter- 
mittent, and transient faults are assumed to be indepen- 
dent Poisson processes with rate X,, Xi, and Xt, respectively. 
Thus, the intervals between two consecutive permanent, in- 
termittent, and transient faults, denoted by Yp, Yi, and Yc, 
respectively, are independent random variables with nega- 
tive exponential distributions. The independence assump- 
tion is justified by the fact that causes for different types 
of faults are different and usually uncorrelated. Permanent 
faults result mainly from components aging, transient faults 
are induced mainly by temporary changes in environmen- 
tal, electrical, or mechanical conditions, and intermittent 

faults are caused mainly by manufacturing defects such as 
loose connections or bonds. It is also assumed that the ac- 
tive period of a transient fault, denoted by At, and the ac- 
tive and benign periods of an intermittent fault, denoted 
by Ai and Bi, respectively, are distributed exponentially 
with rates Xt,, Xia, and Xib, respectively. Hence, we have 

P G {Apt At, Xi3 Xta, Xia, Lb) . 

Samples of the fault parameters can be obtained from 
fault detection and retry mechanisms. The detection mech- 
anism reveals the existence of a fault, whereas the retry 
mechanism indicates the active period of a fault. In addi- 
tion to the knowledge of the existence and the active period 
of a fault, the type (permanent or intermittent or transient) 
of the fault must be known. An on-line method of parame- 
ter estimation is proposed below using a Bayesian approach. 
The issue of fault classification will be dealt with in the next 
section. 

In the Bayesian analysis, the uncertainty about a parame- 
ter is quantified by assigning a distribution to the parameter. 
Let p = (Xp,Xt,Xi,Xta,Xia, Xib) and let r(p) represent the 
joint density function of p, then 

a(P) = Ap(X,)lr,(X,)Xi(Xi)X,a(Xta)Ala(Xia)xib(Xib), 

where xc(&), e = p, t, i, ta, ia, ib, represents the density 
function of each corresponding parameter. Each fault pa- 
rameter can be estimated separately since it is independent 
of others. The estimation procedures for all fault parame- 
ters are identical since each of them represents the rate of 
an exponential distribution. In the following, the notation 
X is used to represent any of the six parameters in ‘P. 

The distribution function x(X) is updated whenever a new 
sample of X is obtained. A better nomenclature would be 
79(X), T’(X), 2(X), . . . , representing the density function 
before using any sample, the function after using the first 
sample, the function after using the second sample, and so 
on, since samples are obtained sequentially. Let ri be the 
i-th sample. According to the Bayesian theorem, 

7?(X) = T’-‘(X)f(ZilX) 
Jr’-‘(X)j(ZilX) dX (2.1) 

where f(zi IX) is the sample probability given the parameter 
A. In Eq. (2.1), rim1 (X) (z’(X)) will be called the prior (pos- 
terior) distribution of X with respect to zi. The posterior 
distribution for the current sample is the prior distribution 
for the next sample. The first prior distribution (i.e., z”(X)) 
is determined from experiences’, but all the other distribu- 
tions will be calculated from sample information. To sim- 
plify the calculation from sample to sample, it is desirable 
that both the prior and the posterior distributions belong 
to the same distribution family. In such a case, Eq. (2.1) 
can be reduced to a transformation on the key parameters 
of the distribution. For a class of sample density functions, 

any class of prior density functions which has the above de- 
sirable property is called a conjugate family [lo]. The con- 

‘If no information is available, the non-informative prior distribu- 
tion will be used for r’(X). 
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jugate prior distribution family for the class of exponential 
sample distributions is derived below. 

Let r(X) and r*(X) denote the prior and posterior density 
functions of X with respect to a sample X = x where X is 
exponentially distributed with rate X. The sample X = x 

is called a direct sample. Another type of samples to be 
considered is the censored samples which are in the form of 

x > y. 

For a direct sample X = x, its sample probability is 

f(xlA) = Xe-Xz. 

By Eq. (2.1), the relation between r(X) and n*(X(X = z) 
can be expressed as 

n*(XlX = 2) = iId. Xe-” .7r(X), (2.2) 

where M is a term independent of X. If *‘(X(X = z) and 
rr(X) belong to the same dist,ribution family, then r(X) c( 
XPedqX, where p and q are positive real numbers yet to be de- 
termined. The only distribution which has the above prop- 
erty is the Gamma distribution. Therefore, the conjugate 
prior distribution for the exponential sample distribution is 
the Gamma distribution. 

Suppose r(X) is the Gamma distribution B(a, b), where a 
and b are its two parameters. The density function of B(a, b) 
is 

1 
pa(z) = mbaza-le-br, z L 0, 

where r(a) is the Gamma function defined as 

J 

00 
l?(a) = e--“ua-l hi. 

0 

It is easy to see from Eq. (2.2) that 

**(XIX = x) m X”e-(2+b)X, 

meaning that the posterior distribution for a direct sample 
X = x is B(a + 1, b + x). 

For a censored sample X > y, the sample probability is 

J 

00 
f(xlA) dx = O” Xe-‘” dx = eeay, 

Y J Y 

and hence, 

**(XIX > y) oc Xa-le--(y+b)X, 

which is the density function of g(a, b i- Y). 

Let xr,...,xn denote n direct samples and ~1, . . . , 
y,, denote m censored samples. Then, by induction, 
n*(Xlxr , . . . , x,,, yr , . . . , ym) is the density function of 

B a+n, b+cxi+eYi 

i=l i=l 

where g(a, b) is the initial prior distribution of X. Let i* 
and x’ denote the mode and the mean of the posterior dis- 
tribution, then 

a+n 
” = b + C:=, xi + Cz, yi’ 

and the variance of the posterior distribution is 

a+n 

(b + ~~=, xi -I- czl Yi12 

As the number of samples increases, i* and A* becomes less 
dependent on the initial prior distribution, and the variance 

gets smaller. 

3 FAULT CLASSIFICATION 

The true type of a fault is unrecognizable upon its first 
detection, but can be surmised fairly accurately after retry 
and/or diagnosis. In some cases, however, it could be very 
difficult or impossible to identify the true fault type even 
after retry and/or diagnosis. For example, a transient fault 
with a long active period may be indistinguishable from a 
permanent fault, and two consecutive transient faults with 
the same symptom are indistinguishable from two occur- 
rences of an intermittent fault. To estimate parameters from 
fault samples, we propose a fault classification scheme which 

unambiguously assigns a temporal type to every detected 
fault. The assigned fault type may not always be correct, 
but the probability of incorrect classification or classifica- 
tion error will be minimized using the maximum likelihood 
principle. 

Let wi denote the i-th detected fault whose sample infor- 

mation is represented by a four-tuple (Tdi, Si, Tri, Zi), where 
Tdi denotes the detection time of wi, Si the detection symp- 
tom of wi, Tri the retry period for wi, and Zi a flag indicating 
whether retry for Wi is successful (Zi = 0) or not (Zi = 1). 
The detection symptom of wi refers to the observable, in- 
correct system state, which has led to the detection of wi. 
Different faults may produce the same detection symptom 
but for the sake of classification, different detect,ion symp- 
toms are assumed to be produced by different faults. Let 
h(Si) represent the likelihood that any two different faults 
will result in the same detection symptom 5’;. The fault 

type assigned to wi is denoted by Type(wi) whose possible 
values are pf, tf, if 1, and if 2, representing the permanent 
fault, the transient fault, the first occurrence of an inter- 
mittent fault, and the recurrence of an intermittent fault, 
respectively. 

A complete retry procedure is shown in Fig. 1. 1flag in 

Fig. 1 is used to indicate the existence of an intermittent 
fault. If Iflag - - 0 at the time of detection of wi, the module 

will start the before-retry classification procedure (Fig. 2) 

prior to the retry for wi. One important function of the 
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ITratio = 

= 

P[ifl,if2] = 

P[tr,tr] = 

P[tf,pf] = 

P[tf, ifl] = 

ITTratio = 

= 

P[if 1, if 21 

h(Si) . (P[tf, tf] + P[tf ,pf] + P[tf, if 11) 

XibXie-X’“(Tdi-Td,-l-~,-l) 

h(Si)Xt(Xp + At + Xi)e-Xz(Td’-Td’-l) ’ 

A.e-LPt-~-*~)~ibe 
, 

--X,b(Td,-Td,_,--rr,-~)e-Xt(Td,-TT)e-Xp(Td,-T~) 

x te 
---X~W,-~--TT)~~~ --Xt(Td,-Td,-~)e--X,(Td,-Tr)e-&(Tdx-Tp) 

Ate-Xt(Td,-l-TT)X e-Xp(Td,-Tp)e-&(Tdz-Tr)e--Xt(Td,-Td+l) 
P 

Xte-X,(Td,-,-T,)Xie-X1(Td,-Tr)e-Xt(Td,-T) 

P[ifl,tf,if2] 

h(Si) . (P[tf, ifl, tf] + P[tf, ifl,pf] + P[tf,tf,tf] + P[tf,tf,Pf] + P[tf,tf, if111 
XibXie-X’b(Td*-Td*-2-rr,_2)/h(S;) 

[Xi(Xt + X,)e- X,b(Td,-Td,-,-~,-l)--X,(Td,-,-Td,-2) + Xt(XP + At + Xi)e-Xt(Tdx-Tdx-2)] 

before-retry classification is to decide on whether or not oi 
is the recurrence of an intermittent fault. I 

flag 
will be set 

to 1 if wi is concluded to be the recurrence of a previous 
intermittent fault. 

Further classification depends on the outcome of the cur- 
rent retry. If the current retry is successful, the after-retry 
classification procedure (Fig. 3) is used, and otherwise, the 
unsuccessful-retry classification (Fig. 4) is applied following 
an off-line system reconfiguration which removes or replaces 
the faulty module. The unsuccessful-retry classification as- 
signs a fault type to every unclassified fault. The procedure 
of no retry (i.e., r = 0) is the same as the procedure after 
an unsuccessful retry. System reconfiguration is assumed to 
reset the system to a fault-free state (and thus, Iflag is set 

to 0). 

To describe the three classification procedures shown in 
Figs. 2, 3, and 4, the following variables need to be de- 
fined. Let Isym denote the detection symptom just before 

Iflag was last set to 1. Thus, Isym represents the detection 

symptom of an existing intermittent fault. Let Nuf denote 
the number of unclassified faults in the system. An unclas- 
sified fault can be either transient or intermittent, since a 
permanent fault always results in an unsuccessful retry and 
every unclassified fault will be assigned a fault type after an 
unsuccessful retry. Initially, Nuf is set to 0. 

3.1 Before-Retry Classification 

Before-retry classification begins with checking the value 
of Nuf. The value of N,f is made to range from 0 to 2, 
and hence, a fault will be classified no later than the detec- 
tion of a second fault after its detection. (Extending N,f 
to 3 slightly improves the accuracy of fault classification 
but greatly increases the number of different scenarios to 
consider, thus greatly increasing the computation overhead. 
More on this will be discussed in Section 4.) In Fig. 2, wi-1 
and wi-a represent the two faults detected before detecting 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

wi. The main goal in the before-retry classification is to de- 
termine if w, is the recurrence of an earlier unclassified fault. 
If Nuf = 0, nothing needs to be done since all previously de- 
tected faults have already been classified. If Nuf = 1 and 

Si # Si-1, nothing needs to be done either, since wi can- 
not be the recurrence of wi-1. If Nuf = 2, Si # Si-1, and 
Si # St-s, then Nuf := Nuf - 1 and classify wi-2 to be 
a transient fault based on the assumption that Xi* is much 
larger than Xt and Xi, since wi is definitely not a recurrence 
of wi-1 or wi-2, and wi-2 must be classified at this time3. 

In other cases, fault classification will depend on the like- 
lihoods of all possible scenarios. If Nuf = 1 and Si = Si-1, 
there are two possible scenarios. The first scenario is that 
wi and wi-1 are two occurrences of an intermittent fault, 
i.e., wi-1 is of type if 1 and wi is of type if2. The sec- 
ond scenario is that wi and wi-1 are two distinct faults with 
the same detection symptom, i.e., wi-1 is a transient fault 
and wi could be transient, permanent, or intermittent. One 
of the two scenarios will be chosen based on the maximum 
likelihood principle. Let ITratio denote the ratio of t,he first, 

scenario’s likelihood to the second scenario’s likelihood. If 
IT ratio 2 1, the first scenario is chosen, thereby result- 

ing in Type(w;-1) E ifl, lsym = Si, and Iflag = 1. If 

ITratio < 1, then Type(wi-1) z tf and Nuf = 0. In both 
scenarios, wi will be classified after retry since it could be a 
permanent fault with the same symptom as Wi-1. 

Let P[tf, pf] denote the likelihood that Type(wi-1) = tf 
and Type(wi) = pf. The notations P[if 1, tf], P[if 1, if2], 
and so on, are defined similarly. Then, ITratio is computed 
as in Eq. 3.1 where each X parameter is the mode of its 
corresponding distribution. This formula is derived from 
Eqs. 3.2-3.5 where Tp, TT, and TI are the detection times 
of the last classified permanent, transient, and intermittent 
(type if 1) faults, respectively. The evaluation of P[if 1, if 21 
(and other likelihoods) is based on the assumption that oc- 
currences of permanent, transient, and intermittent faults 

30therwise, Nuf may become 3, which is not allowed. 

61 



are independent. 

If %lf = 2 and S, = St-s # Si-1, two possible sce- 

narios are (1) that wi-2 and wi are respectively the OC- 

currence and the recurrence of an intermittent fault, and 
wi-i is a transient fault occurred during the benign pe- 
riod of the intermittent fault, and (2) that w;-a is a tran- 
sient fault independent of tii even though they have the 
same symptom. Let ITTratio denote the likelihood ra- 
tio between these two scenarios. Then ITTratio is com- 
puted as in Eq. 3.6 where P[tf,pf, if l] is the likelihood 
that Type(w;-2) = tf, Type(wi-1) = pf, and Type(wi) = 
ifl, and others are defined similarly. Correct.ness of this 
formula can be easily verified by evaluating all the like- 
lihoods. If ITT ratio 2 1, the first scenario is chosen so 

that Type(w,-2) s if 1, Type(w;-1) E tf, Type(w,) z if2, 

Isym = Si, and Iflag = 1. Otherwise, Type(w;-2) E tf and 

wi-1 is left unclassified. In both scenarios, wi will not be 
classified at this time. 

3.2 After-Retry Classification 

After-retry classification procedure is called for if retry for 
the current fault wi is successful. In this procedure, N,f is 
incremented by 1 if Iuag - - 0, i.e., there is no active intermit- 

tent fault, since Wi is either transient or intermittent (type 
ifl). If Zgag = 1, the type of w, will depend on Si. If Si 

matches the intermittent fault’s symptom, Isym, then wi is 
classified as a recurrence of the intermittent fault (type if 2); 
otherwise, it is classified as a transient fault. Upon comple- 
tion of the current task, As mentioned in the introduction, 

intermittent faults may be treated differently according to 
the system’s goal, but the unit containing an intermittent 
fault (indicated by Iflag = 1) would eventually have to be 

removed and/or repaired offline. When this happens, the 
system will be reconfigured, resetting N,f and Iflag to zero. 

3.3 Unsuccessful-Retry Classification 

The unsuccessful-retry classification assigns a type to ev- 
ery unclassified fault. If Igag = 1 and 5’; = Jsym, wi is 

classified as the recurrence of an intermittent fault whose 
active period is longer than the retry period. If Ihag = 1 

and Si does not match Isym, wi cannot be the recurrence 

of an intermittent fault and its type depends on the results 
of diagnosis. In such a case, the diagnosis and repair of a 
faulty module will be more difficult because the module also 
contains a latent intermittent fault. If Ihag = 0, all unclas- 

sified faults (at most one fault could be unclassified at this 
time) except wi are classified to be transient. In the last two 
cases, the classification of wi depends on the outcome of the 
diagnosis performed on the faulty module. A successful di- 
agnosis (i.e., discovery of the faulty component) will enable 
us to classify wi as a permanent fault. An unsuccessful diag- 
nosis will imply that wi be a transient fault, since the reason 
for not finding any fault is most likely that wi is no longer 
active during the diagnosis. It is possible to make incorrect 

decisions on whether wi is an undiagnosable permanent fault 
or a transient fault with a very long active period. However, 
the probability of making incorrect decisions is negligible if 
the diagnosis has high coverage and the diagnosis time is 

much longer than the transient fault’s active period. 

3.4 Sample Collection 

The samples for all fault parameters are deduced from 
detection samples. Specifically, the samples for Y,, I$, and 
1: are obtained from the difference between the detection 
times of two consecutive faults of type pf, if 1, and tf, re- 
spectively. The samples for Bi are obtained from the dif- 
ference between the detection times of consecutive faults of 
type if 1 or if 2. The samples for At are obtained from wi 
with Type(wi) E tf, whereas the samples for Ai are ob- 
tained from wi with Type(w;) G if 1 or Type(w;) s if2. 
For example, let the first eight detected faults WI, . . . , ws be 
classified as 

Type(w) = Type(w7) = pf 
Type(ws) = Type(we) = tf 

Type(a) = Type(ws) = if1 

Type(w4) = Type(e) = if2 

and let 12 = 1s = 14 = 0 and Is = 1s = Is = 1. Then, the 
following samples can be collected: 

Y,=TdT-Tdl; Yt = Tds - Td,; 
Yi = Tds - Td,; 
At = TT,; Ai = TT~; 
A; = TT~; Ai > TTS; 
At > TTs; Ai > TT~; 
Bi=Tdr-Tda-T~a; Bi=Tds-Td4-T~4. 

Unsuccessful retries for transient or intermittent faults only 
indicate that their active periods are longer than the corre- 
sponding retry periods. 

4 ANALYSIS OF INCORRECT CLAS- 
SIFICATION 

As mentioned earlier, the proposed fault classification 
scheme does not always identify the true fault type. To 
assess the goodness of the proposed scheme, an estimate of 
the probability of incorrect classification, denoted by Pe, is 
derived and compared to simulation results. 

Let Real(w;) denote the true fault type of wi. Since a 
permanent fault is always classified correctly, P, can be ap- 
proximated as in Eq. 4.1 where PJ is the conditional prob- 
ability of Type(wi) # tf given that Real(w;) = tf and P: 
is the conditional probability of Type(wi) # if 1 given that 
Real(wi) = if 1. In the expression for P,, we ignored the 
classification errors resulting from the recurrence of an in- 
termittent fault since if 2-type faults which occur only after 
a if l-type fault are very rare as compared to transient and 
permanent faults. Moreover, since intermittent faults are 
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P, = Prob[Type(wi) # tf IReal = tf] . Prob[Real(wi) = tf] 

+ Prob[Type(w;) # if lIReal(w;) = if 11. Prob[Real(w;) = if I] 

Xt 

= Xt+Xi+Xp 
P,” + 

Ai pi 

Xt+Xi+Xp e’ 

p, = e--XtaT~ + (1 _ e-M-~) h(s;) (1 _ e-(~t+b+Wc) 

p; = e-hT~ + (1 _ e-LaT~) h(Si)(k + &) + kbe-(Xt+X,+X,~)L, 

At + xp + xib 

= e --x,aT~ + (1 - eeataTR) h(Si)(Xt + xp) + xib h(Si)At(At + xp + xi) 

1 
(q+) 

At + xp + Ai6 ~ib~iea,bla,. 

identified promptly, most if Z-type faults are classified cor- 
rectly so that P, will likely be reduced if if%type faults 
are considered. It means that P, should be slightly greater 
than the actual probability of incorrect classification. This 
was confirmed by our simulation. For a similar reason, the 
classification errors resulting from the ITTratio test are also 
ignored since very rarely the classification would have to de- 
pend on the outcome of the ITTratio test. 

If retry for the current fault wi is successful and the detec- 
tion syndrome of the next fault wi+l is identical to that of 
wi, then according to the ITratio test, wi will be classified as 
a transient fault if Tdi+l - Tdi > L,, and as an intermittent 
fault if Tdi+l - Tdi 5 L,, where 

-L = (Xib'_ Ai) In 

XibXieatbna 

h(Si)(Xp + Ai + Xt)Xt I ' 

Let TD denote the diagnosis time following an unsuccess- 
ful retry and let TR denote the maximum retry period de- 
termined by the adopted retry policy for wi+l. A transient 
fault will be classified incorrectly (i) as a permanent fault 
if its active period is greater than To, or (ii) as an inter- 
mittent fault if its active period is smaller than TR and the 
next fault happens to have the same detection syndrome 
and occur within the period of L,. So, PJ can be computed 
as in Eq. 4.2 where Tri is approximated by the mean active 
period of a transient fault, l/At,. 

An intermittent fault will be classified incorrectly (i) as 
a transient or permanent fault if its active period is greater 
than TR (thus resulting in an unsuccessful retry), or (ii) as a 
transient fault if its active period is smaller than TR and the 
next fault exhibits the same detection syndrome but occurs 
outside the period of L,. Hence, Pi is computed as in Eq. 4.3 
where Tri is approximated by the mean active period of an 
intermittent fault, l/Xi,. 

To assess the accuracy of P,, its calculated values are com- 
pared to the results obtained from the following simulation. 
Consider a system with two identical processing modules. 

(4.1) 

(4.2) 

(4.3) 

Tasks are executed on one module while using the other 
module as a spare; the former is referred to as the running 
module and the latter the spare module. When a fault is 
detected in the running module, retry is applied for a fixed 
maximum retry period. If retry fails, the current task will 

be restarted on the spare module which then becomes the 
running module. System reconfiguration follows either an 
unsuccessful retry or the end of a task when Qag = 1. It is 

assumed that the faulty module can be repaired quickly and 
returns to the system as the spare module. There are two 
possible causes for an unsuccessful retry in the simulation. 
The first cause is that the retry period is shorter than the 
fault’s active period. The second cause is that another fault 
occurs during retry, which usually happens when an inter- 
mittent fault is resident in the running module for a long 
period. 

We assume that an unlimited number of tasks with the 
same execution time are waiting to be executed so that the 
running module may always be kept busy. The simulated 

classification accuracy is defined as the percentage of those 
detected faults which have been classified correctly, whereas 
the estimated accuracy is calculated as 1 - P,. 

The simulation is run for a period of l,OOO,OOO under a 
basic fault generation process with the following fault pa- 
rameters: 

l/X, 1 l/At 1 l/Xi 1 l/At, 1 l/Xi, 1 l/xib 

2500 1 500 1 3500 1 2 1 3 1 4 

The inverses of rate parameters are listed above because they 
are easier to compare with other time-related parameters. 
For example, l/X, is the mean time between two permanent 
faults, l/At, is the mean active period of a transient fault, 
etc. So during one simulation run, we can collect samples 

for about 400 permanent faults, 2000 transient faults, and 
300 intermittent faults. The execution time for each task is 
200. The maximum diagnostic time TD is 100, i.e., any fault 
with an active period greater than 100 will be classified as 
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a permanent fault by our fault classification scheme. The 
maximum retry period TR is 3. All these variables have 
the same time unit and thus are listed without specifying 
units. It is assumed that there are 50 different detection 
symptoms and their occurrences are uniformly distributed 
with h(Si) = 0.02. 

To justify the inequality N,f 5 2, we also simulated the 
proposed classification scheme with Nuf 5 1 and Nuf 5 3. 
It is found that under almost all circumstances, the classi- 
fication error percentages for N,f 5 2 and Nuf 5 3 are the 
same, indicating that extending Nuf to 3 will not improve 
the accuracy of the proposed classification scheme. How- 
ever, a small improvement was found when we switch from 
Nuf 5 1 to Nuf 5 2. 

The first comparison is made with l/X1 varying from 300 
to 1500, and the results are plotted in Fig. 5. The dashed 
line represents the estimated classification accuracy, 1 - P,, 
which was calculated using Eq. (4.1). The solid line rep- 
resents the simulated classification accuracy, defined as the 
percentage of faults being classified correctly during the sim- 
ulation. It is evident that the estimated accuracy is always 
lower than the simulated one, but their difference is shown 
to be quite small. So, the estimated accuracy can be viewed 
as a close lower bound of the actual accuracy. The trend 
of these curves is also interesting: the greater the transient 
fault’s occurrence rate, the higher the classification accuracy. 

This was expected because transient faults are less likely to 
be misclassified, as compared to intermittent faults. 

A second comparison is made with the number of detec- 
tion symptoms varying from 1 to 100, and the results are 
plotted in Fig. 6. Generally, the accuracy improves with the 
number of detection symptoms. However, the improvement 
becomes very insignificant when the number of detection 
symptoms gets larger than 20. When no detection symptom 
is available to use, the estimated accuracy is uncharacteris- 
tically higher than the simulated accuracy. In such a case, 
the assumption in deriving P, that the classification error 

resulting from recurrences of intermittent faults is negligi- 
ble is no longer valid. However, even if there is only one 
detection syndrome, the estimated accuracy becomes very 
close to the simulated accuracy, which is itself quite high 

(approximately 93%). 

5 CONCLUSION 

In this paper, we have proposed a new fault classification 
scheme based on a Bayesian approach so that fault parame- 
ters can be estimated on-line using the most up-to-date in- 
formation via detection and retry mechanisms. This scheme 
will eventually classify every detected fault as one of the four 
temporal fault types: permanent fault, transient fault, first 
occurrence and recurrence of an intermittent fault. The sim- 
ulation results show that if the number of different detection 
symptoms is greater than 5, the accuracy of our fault classi- 
fication is very high (around 96%). Since it is impossible to 
devise a perfect classification scheme, an expression for the 

probability of incorrect fault classification by our scheme is 
also derived, providing a close estimate of the simulation or 
true results. 

A direct application of the proposed fault classification 
scheme is the on-line determination of the “optimal” retry 
period. Another application is the prompt identification of 
intermittent faults. Early knowledge of the existence of an 
intermittent fault in the system can facilitate the selection of 
a proper countermeasure. For example, if we want to limit 
the damage of an intermittent fault to a small well-defined 
area, but still want fast recovery for the current task, the 
following strategy can be used. Whenever an intermittent 
fault is first identified, an optimal retry period is determined 
and then applied to all future recurrences of the intermit- 

tent fault until the current task is completed, and then, the 
unit containing the intermittent fault will be switched out 
- even if the fault is not active - to prevent any further 
damages to the system. Other strategies against intermit- 
tent faults can also be designed based on the proposed fault 
classification scheme. All of these are a matter of our future 

research. 
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Figure 1: The procedure of a retry recovery. 
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Figure 2: The procedure of before-retry classification. 
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Figure 6: Classification accuracy vs. number of detection sywproms when I/X, = 500, I/& = 
2500, l/X, = 3500, I/L = 2, I/Xi. = 3, and l/X,, = 4. 
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