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ABSTRACT

The control of clock skew to an acceptable small fraction of the
clock period is essential for the correct and dependable operation
of any digital system. Within a VLSI circuit, the foremost factor
responsible for this clock skew is the difference in the length of clock
lines to different functional elements in the circuit. In this paper we
propose a clock distribution scheme that minimizes the difference in
the length of clock lines.

The proposed scheme uses the hierarchy created by the clock
buffers to parallelize the distribution of the clock signal. At each hi-
erarchical level, an exhaustive search of paths with intelligent pruning
is used to determine the optimal layout of clock lines at that level.
Unlike other related work in this area, both delay and skew are taken
into account in determining the layout.

1 Introduction

Within most VLSI circuits, data transfer between the functional
clements is synchronized by a single control signal, the processing
clock. This signal typically constrains the timing and performance of
the circuit. It is, therefore, imperative to develop a design method-
ology for distributing the clock signal without creating any timing
uncertainties.

There are four main factors responsible for the timing uncertainties
in a VLSI circuit: (i) differences in the length of lines that deliver
the clock signal to two different functional elements, (ii) differences
in delays through any active elements inserted in the clock lines
(e.g., buffers), (iii) differences in parameters such as resistivity and
dielectric constant that determine the line time constant, and (iv)
differences in threshold voltages of different elements. These factors
can be eliminated by using an appropriate clock distribution scheme.

Wann and Franklin [1] proposed a distribution scheme that ensures
equal lengths for all paths when the elements are identical and placed
in the form of a symmetric array. This scheme, however, is not
suitable for distributing the clock signal in a general VLSI circuit
where the functional clements are of different sizes and where the
placement of the elements is governed by the interconnection between
the elements and is usually not in an array form. Likewise, the
existing schemes for eliminating the other factors [2, 3, 4] are also
not suitable for distributing a clock in a general VLSI circuit because
they are sensitive to the fabrication process.

In this paper we propose a non-symmetric distribution scheme that
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will minimize the clock skew due to line lengths for functional ele-
ments with different sizes and arbitrary placement. It also accounts
for the difference in delays caused by the clock buffers. Unlike the
other related work in this area, both delay and skew are considered in
determining the layout of the clock lines. This is important because
layouts that have minimum skew might have long lines that result in
large delays, and hence, degraded performance. On the other hand,
layouts that have minimum delay might have large skews that could
affect the correctness of the circuit. The objective used in this pa-
per for determining the clock layout minimizes the skew subject to
minimum longest delay.

The scheme proposed here assumes that a floorplan of the mod-
ules is given. This floorplan would have been determined by us-
ing a placement algorithm based on the other signals interconnecting
the sub-modules that constitute that module. For this floorplan, the
scheme identifies an entry point from which the clock is distributed
and the route of the clock from the entry point to each of the sub-
modules. The entry point is selected in such a way that the delay to
the farthest sub-module from that entry point is minimum. This will
minimize the maximum delay in distributing the clock signal to the
sub-modules. The optimal layout of the clock lines from the selected
entry point is determined by an exhaustive search of all paths with
intelligent pruning. The main advantage of the scheme is that the
computation of the optimal layout can be easily parallelized.

This paper is organized as follows. In Section 2, the clock lay-
out problem is defined formally and some notations and terms are
introduced. An algorithm to select the entry point is presented in
Section 3. Section 4 describes an algorithm to determine the opti-
mal clock layout from the selected entry point. An implementation
of the scheme is discussed in Section 5. The paper concludes with
Section 6.

2 Problem Formulation

A module is a group of functional elements to which the clock
signal is being distributed. For clarity, the elements contained in
a module will be referred to as the sub-modules. A floorplan is a
relative placement of the sub-modules in the routing area. A channel
is a rectangular zone of empty area between the sub-modules through
which the signals can be routed. A rrack is a sub-unit within a
channel through which a single signal can be routed. A channcl is
said to be horizontal (vertical) if the tracks within the channel are
horizontal (vertical). A channel is said to be peripheral if it lies
in the periphery of the floorplan. There are three possible types of
intersection between a horizontal and a vertical channel: L-type, T-
type, and +-type. A decision point is the point of a T-type or a
+-type intersection.



The floorplan can be represented by an undirected, weighted graph
referred to as a placement graph. The vertices of the placement graph
are the decision points in the floorplan, the input clock terminals of all
the sub-modules, and the output clock terminals of all clock buffers.
Clock buffers are sub-modules whose output drives the input clock
signals of other sub-modules. Vertices v; and vy are connected by an
edge if and only if there is a channel from v; to v not containing
any other vertex of the placement graph. In other words, there is a
one-to-one correspondence between the edges of the placement graph
and the channels in the floorplan. The weight of an edge {v;, v} is
equal to the physical distance in the channel between the two points
corresponding to v; and v, except when either v; or v, is an input
clock terminal of one of the sub-modules. It is therefore proportional
to the delay that will be induced on a clock signal if that channel
is used as a part of the clock layout. The weight of edges {v;, v}
in which one of v; or v is an input clock terminal will be used to
account for the delays induced by clock buffers. The assignment of
weights to these edges will be discussed later in this section. One
needs to consider not only the edges of the placement graph but also
the line segment between two arbitrary points on the same edge. The
line segment between two points u and v on the same edge will
be denoted by [u,v]. The weight of {u,v] is equal to the physical
distance in the channel between the points corresponding to u and v.
The weight of [u, v] is sometimes referred to as the distance between
u and v and is denoted by d(u,v).

Let P be a floorplan of a module M that is comprised of m sub-
modules M;, M, ..., and M,,. There is an entry point into the
floorplan from which the clock is distributed to all the sub-modules.
However, all sub-modules may not receive their clock signal directly
from this entry point. Instead, some of the sub-modules will receive
their clock signal indirectly from the output of some other sub-module
(i.e., clock buffer) in M. For simplicity of presentation, introduce a
fictitious clock buffer that drives the entry point to the floorplan. For
each sub-module M;, 1 < i < m, it is then possible to associate a
unique level, Level(M;), that is equal to the number of clock buffers
in the route from the clock entry point to the sub-module. In other
words, sub-modules directly driven from the entry point are said to
be in Level 1, while those driven by sub-modules in Level 1 are said
to be in Level 2, and so on. Let max _level = max. Level(M;), and

Buffer(M;) be the clock buffer, say, M; that drives the clock signal of
M;. Define Buffer(M;) of a sub-module M; at level 1 as the fictitious
clock buffer that drives the clock entry point to the floorplan.

Definition 1: In a placement graph, a simple path from s to t is a
finite sequence of distinct points uwou; -+ %,, 7 2> 1, such that: (i)
up = s and u, = t, (ii) if » > 1, then uy, ug, ..., u,_; are vertices
of the placement graph, and (iii) ¥V j € {0,...,7 — 1}, v; and u;4;
lie on a common edge. The term “a simple path from M; to M ;" will
be used to refer to the simple path from the output clock terminal of
M; to the input clock terminal of M.

Definition 2: A c-route from an entry point e to a sub-module M
is a concatenation of simple paths from e to By, By to Ba, By to B3,
..., Bi_1 t0 By, and B; t0 M, where By, By, ..., B are such that
By = Buffer(M) and B;_; = Buffer(B;) forall l > j > 2.

Definition 3: The sum of the distances between adjacent points in
a c-route will be referred to as its c-length.

Definition 4: A c-layout from an entry point e is a tuple of c-routes
from e to all sub-modules in the floorplan.
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Figure 1: Floorplan of sub-modules in M.

Let SM; denote the set of all sub-modules in level I. Let 173%
denote the c-length of the shortest simple path from Buffer(M;) to
M; in the floorplan P when e is the clock entry point. Define p,Rc
to be ‘rensa&c‘ nf *®. We are now in a position to define the weights

of the edges {v,vx} in the placement graph in which either v; or
vy is an input clock terminal of a sub-module. Let [; be the input
clock terminal of sub-module M;. If Level(M;) is max_level or if
M; is not a clock buffer, then the weight of the edge {v, I;} is equal
to the physical distance between v; and I; in the channel, else the
weight of the edge is equal to u{_’;f + b + ¢, where [ = Level(M;),
b is a constant corresponding to the delay introduced by M;, and ¢
is equat to the distance in the channel between the points v and I;.
The intuitive reason for assigning the weights to these edges in this
manner is explained later in Example 1.

There are two main objectives in determining a c-layout. The first
objective is to minimize the maximum difference in the c-length to
the different sub-modules. The second objective is to minimize the
c-length to all sub-modules. More formally, let E be the set of all
points in the periphery of the floorplan. It is the set of points from
which an entry point is to be selected. Let Y5 ¢ denote a c-layout
from e in the floorplan P. Let Li(Y P ¢) denote the c-length of the
simple path from Buffer(M;) to M; in the c-route from e to M; in
YP e, Then the clock distribution problem is to determine an entry
point e such that ¢ < uP*,vs € E and then from that entry point
determine a c-layout Y7 ¢ that minimizes ) |L,-(YP'°) —ube

IESM;

V1 <1 < maxdevel. Since pf "¢ represents the delay from the
entry point to the farthest (from that entry point), the first criterion
minimizes the longest delay. The second criterion tries to increase
the length of clock lines from the entry point to all the sub-modules
to equal line length to the farthest sub-module. Consequently, the
overall objective identifies a layout of clock lines that has minimum
skew subject to minimum worst case delay.

Example 1: Consider the floorplan in Figure 1. The module M is
comprised of ten sub-modules My, M,, ..., Mjp. Sub-modules M,
and Mg are clock buffers whose input is driven directly from the
clock entry point of M. In addition, the input of sub-module Mg is
also driven directly from the entry point. M, drives the input clock
signals of sub-modules M;, M3, M,, and M5 while Mg drives the



input clock signals of sub-modules M7, My, and M;p. The sub-
modules have been placed within the given area in such a way that
there is ample space to route all the signals between them. The
placement graph for this floorplan is also shown in Figure 1. In this
graph the vertices corresponding to the decision points are indicated
by e whereas those corresponding to the clock terminals of the sub-
modules are indicated by x. The weight of the edges in this graph
are indicated in italics. The problem is to determine a clock entry
point for the module M, the route of the clocks from this entry point
to the sub-modules M3, Mg and Mg, and the route of the clocks from
the output of M, and Mg to the input clock terminals of the other
sub-modules.

In this example it is easy to illustrate the reason for assigning
larger weights to the edges {v;,vx} in which either v; or vy is an
input terminal of a clock buffer. Consider the sub-module M7. The
clock input to M7 is not directly driven by the clock entry point but
by the output of Ms. Therefore, total delay from the clock entry
point to the clock input of M7 is equal to the sum of the delays from
the entry point to the input of M (= u ) delay introduced by Mg
(= b), and the dclay from the output of Me to the input of M7 (= ¢).
By assigning u ® 4+ b+ c as the weight of the edge incident on Iy
we can determine the c-route from the entry point to Mg in parallel
with the c-route from Mg to M7. In this example, b is assumed to
be 5and ¢ is assumedtobe 1. m

3 Selection of the Entry Point

The goal of this section is to select a point in E that minimizes
the longest delay, i.e., select e € E such that u2¢ < uP? for all
s € E. Without loss of generality any point in E can be chosen
as the origin and the other points can be represented as the distance
from the origin along the periphery of the floorplan. In other words,
E can be represented as a set of real numbers from 0 to || E}|, where
[[E]] is the perimeter of the floorplan. Let D(s;) denote the distance
of s, from the origin along the periphery.

Theorem 1: If s; € E and s, € E are two points on the same edge
of a placement graph with D(s;) < D(sz), then for all z € 51, s9]
and all M; € SM,

et D(Sz) - D(s1)

-
if [D(z) - D(s1) < =

7f% = 4f* 4 D(z) - D(s1)
else
n;® =" + D(s3) - D(z).

Proof: Outlined in [5]. =

Entry, an algorithm for identifying the best entry point is based
on Theorem 1. It can be informally explained as follows. Let
$1,82,...,5n be the decision points in E such that D(s;) < D(s;41)
for1 <7< n—1 Letspy; = s;. First determine the short-
est c-routes to the sub-modules in level 1 from each of the points
$1,82,...,8q. Then start at s; and move along the periphery of the
floorplan from s; to s, s2 t0 $3, .. .S,—1 10 8., and then back 10 s;.
To go from s t0 sx41 it may be necessary to move through several
intermediate points. Each move is comprised of determining the best
entry point based on the path already traveled and then selecting the
next point to move.

For example, let u € [s, 5541] be an intermediate point to which
the algorithm has moved while going from s to spy1. If M; is
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Figure 2: Variation in mP '® for the floorplan in Figure 1

the farthest sub-module from u, then the next point s to which the
algorithm moves is given by

Py Pu
if [D(s) - D(u)< T ’;D(”) =DM then
P v Pou
s= D1 [D(u) + =0 +2D'(v) — D(u)];

else

s = min{z;; : M; € SMy,2; > s},
where z;; is the point of intersection between n "% and 17
[sk, sk+1]. After moving to s the algorithm updates the current best
entry point and then repeats the above steps until it reaches sg4.q.

Example 1 (cont’d.): Consider the floorplan in Figure 1. Recall that
only sub-modules M3, Mg and My are in level 1. Figure 2 shows
the variation in 7; % for the three sub-modules in this floorplan. The
plots are based on vertex 0 (see Figure 1) as the origin. Clearly,

Fe fori= 2,6 and 8 are comprised of straight lines of slopes +1
and -1 as indicated by Theorem 1. Since m this example ul”” =
max{n}", ng"",n5"} and pop = é?om ]/,tl “, it follows by either

graphically or by using algorithm Entry that the optimal entry point
is at distance 3.5 units along the periphery from the origin and fiop; =
28.5 units. n

4 Optimization Problem

The problem addressed in this section can be stated as follows:
given a floorplan P and an entry point e determine a c-layout Y ¢ =
(RPe,RP* ... RP¢) that minimizes > |L,~(YP' ) — pbe| for

i€SM;
all 1 < I < maxJevel. Since there is no inter-dependence between
the terms of the summation,

min > IL (YPey— ybe

vhe i&sm

<> min ,L(R;Re)—ulp‘e
RPe

1

(4.1)
for all © such that M; € SM,, and where L(RD®) = L (YP*) is

‘used just to emphasize that the right-hand side depends only on M;.

Consider the placement graph G of a floorplan P. Let e be the
selected entry point. Without loss of generality we can assume that
e is a vertex of G, (If e is not a vertex of G¥, then modify G¥
to include e as a vertex by augmenting the vertex sct of GF with e
and replacing the edge {v1,v;} containing e by two edges {v;,e}
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Figure 3: Optimal clock layout for floorplan in Figure 1

and {e,v;} of weights d(vy, s) and d(e,v;), respectively.) Since de-
termining an R ° that minimizes IL(R,.P’ &y uh "’l is equivalent to
finding a simple path in a graph of length closest to a given length
,u,P '€, the problem is NP-hard [6]. An exhaustive search (with intelli-
gent pruning) of the paths from the entry point to the clock terminals
of all the sub-modules is therefore used to find the optimal c-layout.

Route, the proposed algorithm for searching the paths, is recursive
in nature. The basic idea of the algorithm is as follows. Consider
a clock buffer B; at level I. It drives the clock signals of some of
the sub-modules in level { + 1. Let Drives(B;) denote the set of sub-
modules driven by B;. For clarity of presentation, it is convenient
to assume that there is only one sub-module, say M;, in Drives(B).
Extending the description to the case when Drives(B;) contains more
than one sub-module is relatively simple:

The algorithm starts out with a partial path that contains only the
output clock terminal of B;. At each step of the algorithm a vertex
is added to the partial path until either the clock terminal of M; is
reached, or it is clear that there is no completion of the partial path
that will result in a c-route with better objective value than the best
known objective at that step. The algorithm terminates when every
path from the output of B; to the clock terminal of M; has been
either investigated or pruned. The pruning of the search space occurs
while forming the set of possible vertices that can be appended to the
current partial path. Vertices are disregarded if the shortest c-route
to M; from that vertex conclusively shows that there is no better
completion of the current partial path.

5 Implementation

Entry and Route were implemented in C on an Apollo DN4000.
The placement graph was the input to the program and the output
was the optimal entry point and the route of clocks to all the sub-
modules. This implementation was used to distribute clocks in several
examples. In this paper we show the results for two examples.

The first example is that of the floorplan in Figure 1. As discussed
in Section 3, the optimal entry point for this floorplan is at a distance
3.5 units from vertex 0. The route of the clocks from this entry point
is shown in Figure 3. In this layout it is easy to see how the increased
weight on the edges incident I, and s account for the delays induced
by the clock buffers M, and Ms, respectively. For instance, the delay
to Mg from the entry point is 28.5 units. The delay to Af; from the

entry point is the delay to My (16.5 units) plus the delay introduced
by M, (5 units) plus the delay from M, to M, (10 units), i.c., a total
delay of 31.5 units. Being a small example the CPU time required
to determine all these routes was less than a second.

The second example was a custom VLSI chip called the routing
controller [7]. It has been implemented using the CONCORDE™
silicon compiler in a 2um CMOS process and contains around 20,000
transistors. The routing of clock signals to the sub-modules were ini-
tially carried out using the placement and routing tools in the com-
piler. Since these placement and routing tools do not take into ac-
count the clock skew problem, the skew (in terms of difference in line
lengths) was around 4000 microns between the sub-modules driven
by one of the clock buffers. By using Route, the skew can be reduced
to 20 microns for the same set of sub-modules and the algorithm re-
quires only 4.5 seconds of CPU time on an Apollo DN4000 with 16
MB of memory. This should be contrasted to the several hours of
CPU time that was required to route the other signals in the floorplan.

These two examples clearly indicate that the algorithm proposed
in this paper can be used to distribute clocks even in large VLSI
circuits.

6 Conclusion

A hierarchical clock distribution scheme suitable for general VLSI
circuits is presented in this paper. The unique features of the pro-
posed scheme are: (i) both delay and skew are taken into account
in determining the clock layout, and (ii) the proposed scheme can be
easily parallelized.
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