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CHAPTER 1

INTRODUCTION

1.1 Background

Over the  past decade, advances in the transm ission-m edium  technology and the widespread 

deploym ent of powerful-yet-inexpensive com puters have enabled a  rem arkable progress in 

com puter netw orking. Initially, com puter netw orks were designed with a different goal from 

telephone netw orks. While the m otivation of telephone networks was hum an-to-hum an 

com m unication, th a t  of computer networks was building a  d istribu ted  com puter system , in 

which resource sharing  is possible irrespective o f the  physical location of resources like pro­

cessors. disks, and peripheral devices. D istributed system s can also provide high reliability 

and cost-effectiveness as compared to their counter part, tightly-coupled systems. However, 

the growing trend o f interconnecting com puters by high-speed links (e.g.. optical fibers) has 

introduced m any new classes of applications over com puter netw orks, including telephone 

services. On the o th e r hand, telephone networks have also evolved tow ards accom m odating 

com puter-generated digital data . While ISDN (In teg ra ted  Services Digital Network) is an 

evidence of such efforts, the most drastic change a t the telephone netw ork side is the adop­

tion of the packet-sw itching paradigm in place o f the  trad itional circuit-sw itching paradigm , 

e.g., ATM (Asynchronous Transfer M ode). As a  result, the  d istinction between com puter 

and telephone netw orks in term  of both target applications and underlying technologies is 

disappearing fast, and all communication services are being merged into a  single network 

in frastructu re , called Integrated Services Network. T he cable television network is another 

candidate for netw ork service integration.

A consensus in this convergence of network services is the necessity of supporting con­

tinuous media applications, i.e.. real-time audio and  video. The real-tim e transfer of con­

tinuous m edia has traditionally  been achieved by circuit sw itching in telephony services or

1
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by broadcasting over shared  m edia in television services. In packet-sw itched com puter n e t­

works. continuous m edia applications need a special care since the end-to-end packet delay 

and throughput o f a m edia s tream  are inherently non-determ inistic . Such end-to-end per­

form ance characteristics which are necessary to achieve the required  functionality of these 

applications are often called Quality-of-Service (QoS). Today’s representative com puter ne t­

work. In ternet, also lacks QoS support for continuous media applications: the window-based 

flow control is unsuitab le for traffic with end-to-end tim ing co n stra in ts . Nevertheless, m any 

m ultim edia applications have already begun to run over In te rn e t using such protocols as 

RTP [82]. X TP [103]. and  IP m ulticast. However, these pro tocols do not meet the true  

m ultim edia requirem ents because they only support a best-efFort service model. Though 

they are flexible to  be in teg rated  with non-IP-based protocols which can provide QoS guar­

antees. they themselves cannot guarantee timely packet delivery. The Next-G eneration 

In ternet (NGI) is expected to  provide new services th a t meet th e  diverse QoS requirem ents 

of various emerging applications, a n d /o r  enhance the QoS su p p o rt for existing applications.

In parallel w ith the  growing demands for real-tim e com m unication services, recent years 

have seen considerable research efforts in developing various perform ance QoS-guaranteed 

(or real-tim e com m unication) service paradigms. Several su rvey  papers [4. 107. 28. 97] 

discuss many of real-tim e com m unication schemes from various perspectives. Here, we only 

briefly discuss the basic idea behind the real-time com m unication schemes for m ulti-hop 

netw orks (i.e.. po in t-to-poin t networks). Most (if not all) rea l-tim e comm unication schemes 

share three common properties: QoS-contracted. connection-oriented, and reservation-based. 

A con tract between a client and the network is established before messages are actually 

transferred . To th is end. the  client must first specify its input traffic behavior and required 

QoS. Then, the network com putes the resource needs (e.g., link CPU  bandwidths. and 

buffer space) from this inform ation, selects a path , and reserves necessary resources along 

the  pa th . If there are not enough resources to meet the QoS requirem ent, the client's 

request is rejected. The client's messages are transported  only via the selected path with 

the resources reserved, and  this virtual circuit is often called a  real-time channel.

Unlike trad itional d a tag ram  services in which average perfo rm ance is of prime interest, 

guaranteeing QoS is the  key requirem ent of real-time com m unication services. Numerous 

Q oS-guaranteed service m odels have been developed ranging from  the sta tic  CBR1 service 

th a t resembles the telephony service to the ‘controlled-load service* th a t mimics the best- 

effort service in unloaded networks [101]. In-between, there a re  V B R2 deterministically-

1 C onstan t Bit Rate
2 Variable Bit Rate

2
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guaranteed services [85] (also called hard  real-tim e comm unication) and VBR statistically- 

guaranteed services (also called so ft rea l-tim e comm unication). Well-known hard  real-tim e 

comm unication schemes include ['29. 34. 19. 25. 74. 106]. and exam ples of soft real-tim e 

communication schemes are [37, 63. 19. 108. 51]. To cope with large tim e-scale burstiness. 

renegotiation-based schemes have also  been proposed [76. 35. 109]. W hile all o f the  QoS- 

guaranteed schemes rely on som e form  of resource reservation and adm ission control, each 

differs in QoS param eters a n d /o r  th e  firmness of QoS guarantees. (N etw ork utilization can 

be enhanced by relaxing the firm ness o f QoS guarantees.) There also exist feed back-based 

schemes [52. 84. 68. 24] which a tte m p t to  provide QoS support w ithout resource reservation.

Despite the abundance o f QoS com m unication schemes, very few im plem entations are 

available in the current In ternet, m ain ly  because resource reservation is not curren tly  sup­

ported. IPv6 [23] and RSVP [111] a re  expected to alleviate this lim itation . Unlike In ternet. 

ATM networks are capable of various types of QoS communication services (i.e.. C'BR. 

VBR. and ABR3 ) in addition to best-effort services (i.e.. UBR4 ).

1.2 Dependable Real-time Communication

Primitive real-tim e com m unication services will soon be available for such m ultim edia 

applications as In ternet phone. W W W . digital libraries, etc. On the o th e r  hand , the  in­

crease of network connectivity and link capacity  will expand the  application  dom ain of 

real-tim e com m unication to  include business- o r mission-critical applications, which require 

a  different type of QoS support. T h a t is, there will be a growing need for 'dependable ' 

real-time com m unication services for such applications as rem ote medical service, collab­

orative scientific research, business net-m eeting , real-time electronic com m erce, or even 

rem ote battle-field com m and /con tro l. Such critical applications require both dependable 

and timely com m unication services. T ypical performance QoS includes m essage th rough­

p u t. end-to-end message delay, and delay j i t te r . An example of dependability  QoS is the 

connection availability defined as th e  probability  of a connection being available a t any 

given time. A guaran teed  level of fau lt-to lerance  is essential to these applications. Suppose, 

for example, there is a very im p o rtan t video conference and unantic ipated  netw ork failures 

disconnect one or m ore participan ts from the conference for an unpredictab ly  long period. 

This may lead to a  failure or delay in reaching im portant strategic decisions, which can 

cause a significant economic loss.

3Available Bit Rate
’ Unspecified Bit Rate

3
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Network failures can cause even a  large-scale d isaster. C atastrophic social consequences 

of netw ork failures have actually  been witnessed in recent breakdowns o f the  US telecom­

m unication network. For instance, the  fire a t an  unm anned  tall office in Illinois caused 3.5 

million telephone calls to be blocked in 19S8. Em ergency 911 calls went unansw ered, on-line 

business transactions were stopped , and flights were delayed because of a ir traffic controller 

failures. Hospital operations were affected and drug sto res could not process prescriptions. 

Even banks had to be closed for security reasons due to  disabled alarm  system s [69]. In 

1990’s, several similar disasters have been reported  for various reasons like a  d isrupture  

of a fiber cable during construction , earthquakes, ou tag e  of switching system s, or network 

overloading. The public telephone network usually provides a very high availability, be t­

ter th a n  99.999% on average, th an k s  to various dependab ility  techniques such as hardw are 

duplication, standby power, dynam ic rerouting, overload m onitoring, reliable softw are, and 

resource distribution [59]. However, the consequence o f im proper failure handling could be 

devastating , thus making netw ork reliability a m ajo r concern.

As for dependability, the cu rren t Internet w ith d a tag ram  services has successfully dealt 

with tw o types of network failures: transient and persisten t failures. A typical exam ple of 

transien t network failures is tem porary  packet losses due to  either netw ork congestion or 

d a ta  corruption . Persistent failures include breakdow n or crash of netw ork com ponents. 

T ransport protocols like T C P  can handle transien t loss of packets by acknowledgm ent and 

retransm ission, and the connection-less IP protocol deals with persistent failures by rou t­

ing packets around the faulty netw ork com ponents. However, with som e exceptions [26]. 

retransm ission is unlikely to be useful for real-tim e com m unication, because there  is usu­

ally not enough time to  detect and  re transm it a  lost real-tim e message before its deadline 

expires. Instead, for real-tim e com m unication, forw ard-error-correction (F E C ) techniques 

should be used if no d a ta  loss is acceptable. The m ain draw back  of FEC is its high overhead. 

We also face a serious difficulty in to lerating  persisten t failures for real-tim e com m unica­

tion. because a QoS guarantee is usually realized by reserving resources on a  fixed path 

and tran sp o rtin g  real-time messages only via the  p a th . Hence, a real-tim e message, unlike 

d a tag ram  messages, cannot be detoured  around faulty  com ponents on th e  fly.

The prevalence of optical fibers affects netw ork dependability  in tw o different ways. 

F irst, th e  probability of transm ission errors in optical links is negligible; the erro r ra te  is 

dropped from 10-3 per bit in the  56 kbps links of initial ARPANET to  below 10~l° per 

bit in optical links [92]. The chance of packet loss due to  transmission erro rs is very low. 

and m ost packet losses are a ttr ib u te d  to  congestion control mechanisms. Therefore, for
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real-tim e com m unication, tolerating transient-failures has becom e relatively less im portant 

because congestion-induced packet losses are  avoided by resource reservation. Furtherm ore, 

occasional loss of messages is tolerable in m any real-tim e applications, such as video confer­

encing. By c o n tra s t, the deployment of op tical fibers exacerbates the  difficulty in tolerating 

persistent-failure. because more connections will be running th rough  each large-capacity 

link, and th u s, even a  single link failure can result in loss o f a  large num ber of connec­

tions. Unless the  network is carefully designed to handle the huge am ount of traffic lost due 

to failures, th e  increase of link capacity will seriously th rea ten  th e  netw ork dependability. 

Not only link failures but also node failures are getting  more difficult to  deal with. Usu­

ally. switching nodes of com puter netw orks (i.e.. routers) are no t designed to  meet such a 

stringent reliability goal as telephone netw ork switches (e.g.. A T& T 5ESS [94]). Higher- 

perform ance rou ters in future networks will become even harder to  provide high reliability, 

due mainly to  the ir complex software. M oreover, com puter netw orks are more vulnerable to 

vandalism like virus or hacking than  the telephone network which has a  "closed' architecture.

Considering the criticality of network dependability  and the increasing th rea t of network 

failures, the developm ent of effective m echanism s to cope w ith network failures is a must 

in future in tegrated  service networks. This thesis focuses on how to effectively tolerate 

persistent failures for dependable real-tim e comm unication in m ulti-hop packet-switched 

networks.

1.3 Existing Approaches

In this section, we summarize the previous work on dependable real-tim e communication 

in m ulti-hop netw orks. Particularly, no tab le  work in m ulti-com puter networks, wide-area 

da ta  networks, and telephone networks, is reviewed with com parative discussions against 

our approach.

1.3.1 M ulti-Com puter Networks

Dependable m ulti-com puter system s have been used in m ission- or life-critical real­

time control applications such as tra n sp o rta tio n  vehicles, m ilitary  system s, life-support 

systems, or plant controllers. The trad itional tightly-coupled m ulti-com puter approach such 

as STAR [6]. F T M P  [47]. CM* [88], S IF T  [33], M A FT [60], F T P  [64]. and AIPS [65] has 

been dom inant in such application areas. To meet the stringent reliability requirement of 

critical control applications, a fully-connected comm unication arch itec tu re  with an excessive
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F ig u re  1.1: Example o f  a  SFI channel

capacity has usually been employed. Though th is  approach provides a very high level of 

dependability, the property  o f the underlying com m unication arch itecture  lim its system 

scalability and flexibility. Also, developing p roprie ta ry  hardw are/softw are instead  of using 

off-the-shelf products results in high costs th a t m any applications cannot afford.

Meanwhile, d istribu ted  system s have emerged as a promising candidate for a new way 

of building real-tim e control com puters, due m ainly to their high potential for dependabil­

ity and cost-effectiveness. D istributed systems are also suited for those applications which 

require physically dispersed environm ents. A successful paradigm  in this approach is the 

broadcast-netw ork-based architecture, some exam ples of which include MARS [61], Delta-1 

XPA [11], Springnet [90].Cyclone [66]. and AAS [2*2]. This paradigm  capitalizes on the sim­

plification of the underlying communication s tru c tu re  and protocols, sacrificing scalability, 

flexibility and reliability to  some extent. Some research results with regard to  dependable 

real-tim e com m unication in broadcast networks can  be found in [21. 2. 62. 15].

A more general approach toward the open-system  architecture is to use point-to-point 

packet-switched netw orks with regular or a rb itra ry  topologies. However, most work on this 

approach, such as Delta-4 [78]. ISIS [13], and Consul [71]. has considered only fault-tolerance 

issues w ithout taking real-tim e constraints into account. One of the hardest problems in 

the construction of a real-tim e system in a  po in t-to -po in t network is timely and reliable 

message delivery. C orrect and timely delivery o f m essages generated by real-tim e tasks is 

crucial, because failure o f tim ely message delivery could cause tasks to  miss their deadlines.

There have been roughly two types of approaches to  achieving dependable real-time 

com m unication in point-to-point m ulti-com puter netw orks. The first type is the  multi­

copy approach in which m ultiple copies of a  m essage are sent sim ultaneously via disjoint 

paths [79. 56]. This m ethod a ttem p ts  to achieve b o th  tim ely and reliable delivery at the 

sam e tim e. Thus, by tran sm ittin g  multiple copies o f a  message over different paths, the
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chance th a t a t least one copy is delivered within its deadline increases and the effects o f 

possible failures are m asked. T his approach has an advantage th a t failures are handled 

w ithout service disruption, bu t it is very expensive and tim ely message delivery is not 

guaran teed , since messages are delivered in a best-effort m anner.

T he second approach is to  set up a single-path real-tim e channel using such real-tim e 

com m unication schemes as [55. 114]. W hen a real-time channel is disconnected due to  

com ponent failures, the  channel is recovered by establishing a new channel. If a tem porary  

connection disruption during failure recovery is acceptable to  the  underlying applications, 

this is a cost-effective a lte rna tive  to  the multi-copy m ethod. Actually, tem porary m essage 

losses are tolerable in m any real-tim e control applications because of the ‘system in e rtia ' 

characterized by the control system  deadline [86]. The schem e proposed in [112] took 

this approach . It is called the SFI (Single Failure Im m une) m ethod because it provides 

guaran teed  failure recovery under a  single failure model. In the  SFI m ethod, add itional 

resources are reserved in the vicinity of each real-time channel, and the failed com ponents 

are detoured  by altering the channel path  using the reserved resources. Figure 1.1 illu stra tes 

the se tup  o f a SFI channel. In [113]. the SFI m ethod is extended to survive special p a tte rn s  

of m ultiple failures in a hexagonal mesh topology. The resource reserved for fault-tolerance 

are not utilized for real-tim e traffic in the absence of failures. (T hey  can be used by best- 

effort traffic, though.)

Sim ilar to the  SFI m ethod, o u r approach reserves some resources for failure recovery, 

but th e  am ount of required e x tra  resources is much sm aller th an  the SFI m ethod. In 

add ition , our approach is not locked to  a  certain  determ inistic failure model, so th a t the  

connection dependability  can be flexibly controlled according to  the application criticalitv  

and environm ental factors.

1.3.2 W ide-Area Data Networks

In packet-sw itched da tag ram  netw orks, routers (or gatew ays) are mostly responsible 

for failure recovery functions such as isolating faulty com ponents and selecting alternative  

routes. For instance, in In te rnet, current operational s ta tu s  is continuously exchanged 

betw een neighbor networks (i.e.. by E xterior Gateway Protocols) o r internal gatew ays (i.e., 

by In terio r G atew ay Protocols) for im m ediate isolation of failures [‘20, 91]. Since packets 

can traverse  any routes, in term ediate  gatew ays between the source and destination o f a 

connection can easily reroute its packets to  a different pa th  when they detect failures on 

the curren t p a th . Som etimes, the  source host needs to  be involved in failure recovery in
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response to  the repo rts  received from ICM P (In ternet Control Message Protocol). While 

the  packet redirection procedure o f In ternet is not applicable to  real-tim e comm unication, 

its detection scheme o f fau lty  com ponents and rejoin scheme of repaired com ponents may 

be useful.

The simplest way o f recovering a real-tim e channel from a com ponent failure is to es­

tablish a new real-tim e channel which does not include the failed com ponent. This reactive 

m ethod is studied in [10]. In the  contex t of the Tenet approach [9]. this scheme relies on 

the broadcast of all com ponent failures to the entire netw ork, so th a t all hosts can maintain 

a  consistent view on th e  cu rren t netw ork topology. W hen a source node detects the  failure 

of its channel from th is b roadcast, it tries to establish a  new channel to  replace the disabled 

channel. Since no consideration  is given a priori for the purpose of fault-tolerance. this 

m ethod causes no fau lt-to lerance  overhead in the absence of failures. However, it does not 

give any guarantee on failure recovery. The channel re-establishm ent a tte m p t can fail due to 

resource shortage a t th a t  pa rticu la r tim e. Even when there  are sufficient resources, the con­

tention among sim ultaneous recovery a ttem p ts  for different faulty connections may require 

several trials to succeed, thus delaying service resum ption and increasing network traffic. To 

regulate sim ultaneous recovery a tte m p ts , random  delays can be introduced before starting 

each recovery opera tion .

By contrast, in ou r app roach , a  backup channel is established before failures actually do 

occur, so one can use it im m ediately  upon occurrence of a  failure to  the  original channel, 

without the tim e-consum ing channel (re)establishm ent process. The tim e required to es­

tablish a real-time channel is relatively large and unbounded even w ithout contention, since 

channel-establishm ent m essages are usually sent as da tag ram s and non-trivial calculation is 

necessary at each node on th e  channel pa th  for the admission test. In add ition , since each 

backup channel is equipped  w ith dedicated spare resources, sim ultaneous failure recovery 

a ttem p ts do not cause conflicts.0 T hus, the failure-recovery delay of our approach is much 

smaller than th a t o f th e  reactive m ethod, and hence, 'fa st recovery’ is possible.

In [8], a fram ework is presented to  classify fault-tolerant real-tim e com m unication schemes 

using three factors: d ispersity , redundancy  (cold or ho t), and disjointness. This framework 

is general enough to  characterize  m ost schemes including our approach, but cannot capture 

details to accurately address th e  pros and cons of each scheme. A m ore tangible contri­

bution of [8] is the  fo rm ulation  o f a  forward error correction approach based on dispersity 

routing. The innovative aspec t o f th is approach lies in combining error-coding techniques 

i This is not exactly tru e  when our resource-sharing technique is used. This issue will be detailed later.
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with m ultiple-copy transmissions. This allows for a  tradeoff between resource overhead and 

fault-to lerance capability. Its main shortcom ing is the additional resource consum ption for 

FE C . which is undesirable to m any real-tim e applications th a t can to lerate  tem porary  da ta  

losses. A sim ilar idea has been em ployed to  reduce the frequency and overhead of retrans­

mission for loss-free message delivery, in which the FEC technique is combined with the 

retransm ission technique [12].

1.3.3 Telephone Networks

In old telephone networks, tw o telephones were connected by a true electric circuit 

through electro-mechanical or pure electric exchanges. Even a fte r the  in troduction of digi­

tal transm ission hierarchies like the  SDH (Synchronous Digital Hierarchy) /  SO N ET (Syn­

chronous O ptical Network) transm ission standard , the 64 kbps circuit-sw itching paradigm  

continued. However, the transition  from circuit- to cell-switching (i.e.. ATM netw ork) has 

com pletely changed the problems and solutions of telephone networks. Now. telephone 

netw orks are very close to com puter networks. A m odern switching node in telephone 

networks is alm ost a general-purpose com puter equipped with high fault-tolerance capabil­

ity and powerful I/O  capability. A mesh-like network topology is being used instead of a 

fully-connected topology. Techniques for telephone services have resemblance to those for 

real-tim e comm unication services in w ide-area com puter networks, in th a t both  services 

rely on sim ilar principles such as dedicated  resources and s ta tic  routing. Therefore, the 

dependability  techniques of telephone networks are worth taking a close look. W hile the 

telephone netw ork survivability is accounted for at various levels, here we cover only the 

netw ork-layer operation, which is m ost relevant to this thesis.

Essentially, when a telephone connection is broken, the  connection is rerouted by de- 

touring the  failure point. Failure recovery should be fast, so th a t people (or applications) 

may hardly  perceive the service d isrup tion . Even more im portan t is assuring the success 

of failure recovery itself. If there a re  not enough resources available for rerouting all dis­

rupted connections, some of the connections should be dropped. To avoid resource shortage 

during failure recovery, 'spare resources' are reserved in advance. The allocation o f spare 

resources is an im portant issue in th e  netw ork design, and is closely related to problem of 

rerouting failed connections. For th e  selection of rerouting paths, there are three strategies: 

local-rerouting, end-to-end rerouting, and local-lo-end rerouting. Each of these strategies is 

illustrated  in Figure 1.2.

T he local-rerouting strategy, also called a span-restoration m ethod, has usually been

9
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F ig u re  1.2: Three rerou ting  strategies

used in STM  (Synchronous Transfer Mode) netw orks. In most research on this strategy 

[36. 104. 81. 7. 96. 46], the •maximum flow' model is used to find the (sem i-) optim al 

placement of spare-resources under a determ inistic failure hypothesis — typically, a single­

link failure model. A drawback of the local-rerouting approach is th a t the resource usage 

becomes inefficient after failure recovery, because channel path-lengths are usually extended 

by local detouring. Thus, its operation is the  sim plest am ong three rerouting  strategies, 

but it suffers the  lowest resource efficiency. A ccording to  [3], end-to-end rerouting is the 

best with regard to  resource efficiency, and the  local-to-end rerouting is the  second, in 

mesh netw orks. T he simulation with real telephone netw ork topologies also reports similar 

trends [102]. The impact of topological characteristics on the perform ance of rerouting 

strategies is discussed in [73].

In the end-to-end rerouting strategy-, also called a  path-restoration  m ethod, a new con­

nection is established between tyvo end-points o f each failed connection. T here are two 

further variations in this strategy-, depending on yvhether the failure recovery paths are 

pre-com puted or not. In the former, the pre-com puted recovery paths should be disjoint
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Resource overhead Recovery delay Recovery guaran tee

Reactive No Long No

SFI High Shorter D eterm inistic

M ulti-copy Very high No Flexible

Span-restoration Low Shorter D eterm inistic

P a th -resto ration Lower Short D eterm inistic

O ur approach Lower Short Flexible

T a b le  1 .1 : C om parison of existing approaches w ith ou r approach

with the  paths of corresponding original connections, while in th e  la tte r  the recovery pa th s 

can use the  com ponents of the ir original connections. From the  viewpoint of spare-resource 

reservation, in the form er, each recovery connection (or backup connection) reserves its own 

spare resources, so th a t there will be no conflict/contention betw een recovery a tte m p ts . In 

the la t te r  (e.g.. [50]), spare resources are shared and recovery pa th s are not determ ined 

until failures actually do occur. W hen failures occur, each faulty  connection will establish  

a new connection by "claim ing" the  reserved spare resources. Some connections m ay need 

to a tte m p t several recovery p a th s  before they succeed.

T he pre-com puted backup-path  approach has been studied  m ainly in the con tex t of 

ATM netw orks. Some of recent efforts on this approach can be found in [32. 58. 3. 72. 102. 

48]. Essentially, they derive op tim al routing of channels (i.e.. V P s) to  minimize the  spare- 

resource reservation while guaran teeing  successful recovery under a  determ inistic failure 

model. They assume th a t all channel demands are known a t th e  tim e of network design 

and change very rarely.6

1.3.4 Comparison with Our Approach

In Table 1.1, existing approaches are compared with our approach  in term s of resource 

overhead, recovery delay, and recovery guarantee. The SFI m ethod  is sim ilar to the  span- 

res to ra tion  m ethod in m any aspects, except that it involves higher overhead, because, in the 

SFI m ethod , the entire spare resources required by each connection is reserved under the 

w orst-case assum ption unlike the  span-restoration m ethod which optim izes the allocation of 

spare resources. Both m ethods will have a shorter recovery delay th an  end-to-end rerou ting  

m ethods, because failures are handled locally w ithout in tervention o f end-nodes.

6 Each call se tup  is handled a t the VC level w ithout requiring a new V P to  be set up.
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The path -resto ra tion  m ethod comes closet to  o u r approach in th a t backup paths are es­

tablished in advance for end-to-end rerou ting , but there exist four main differences between 

the two. The first difference of this approach from ours is that they are unable to  control the 

fault-tolerance level o f each connection, and all connections are trea ted  equally under the 

same failure model. We allow per-connection fault-tolerance control, so th a t m ore critical 

connections will get higher levels o f fau lt-to lerance. Secondly, the p a th -res to ra tion  m ethod 

assum e th a t a  fixed traffic dem and (i.e.. V'P se tu p  requests) is given beforehand and remains 

unchanged, while ou r scheme does not require global knowledge about all connections in the 

network. In the p a th -res to ra tion  m ethod, all channel paths and spare resources are simul­

taneously determ ined , and hence, addition o r removal of a channel requires recalculation of 

all channel paths and  spare resources, which is com putationally  very expensive. Therefore, 

it cannot be applied to  an  environm ent where short-lived channels are set up and to rn  down 

frequently. Thirdly, though the control of recovery procedures might be d istribu ted , cen­

tralized. or a hybrid o f the two. the ca lcu lation /assignm ent of spare resources is centralized 

in the path -resto ra tion  m ethod. In our schem e, we separate the spare resource allocation 

problem from the channel routing problem , so th a t (i) backup path may be selected by any 

algorithm  and (ii) spare  resource allocation m ay be done in a distributed m anner. Finally, 

we provide an integrated  solution to the problem  of failure detection, channel switching, 

resource reconfiguration, and control-m essage transm ission, which is not specific to a  par­

ticular type of netw orks. For example, our behavior-based failure detection schemes are 

independent of the underlying physical m edia or protocols, in contrast to  the  special failure 

detection techniques capitalizing on physical layer characteristics as [3. 89]. O ur control- 

message transm ission mechanism is also applicable w ithout relying on special mechanisms 

provided by a p a rticu la r netw ork as in [30].

1.4 The Proposed Approach

This section outlines ou r approach. We first describe the design goals and  then  introduce 

our solution to meet th e  goals.

1.4.1 Design Goals

To design a  fau lt-to le ran t service, one m ust first define the model o f failures to  be 

tolerated. We assum e th a t  (infrequent) transien t packet losses are acceptable to  the  target 

applications, or are dea lt w ith by o ther techniques like FEC. This thesis focuses on how to
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effectively handle "persistent" or "perm anen t"  failures, e.g.. crash failures. There are five 

goals th a t drive the design of our scheme:

•  P e r -c o n n e c tio n  d e p e n d a b i l i ty  g u a r a n te e :  Each connection can request a dif­

ferent level of fault-tolerance depending on its criticality. A successful recovery is 

guaranteed as long as the  num ber and type of failures occurred do not exceed the 

fault-tolerance capability of a  connection.

•  F a s t  ( t im e -b o u n d e d )  f a i lu r e  r e c o v e ry :  The service-disruption tim e of a  connec­

tion caused by failures should be acceptably  short, and m ay be bounded if certain 

conditions are met.

• S m a ll f a u l t- to le ra n c e  o v e r h e a d :  The am ount of the additional resource overhead 

required for fast/guaran teed  recovery should be acceptably sm all.

• R o b u s t  fa ilu re  h a n d lin g : Failures should always be handled robustly even though 

failure occurrences may exceed the assum ed failure hypothesis. By 'robustly .' we 

mean that the QoS of nonfaulty  real-tim e channels are not affected, and as many 

faulty real-time channels as possible are recovered.

• I n te r o p e r a b i l i ty / s c a la b i l i ty :  T he failure recovery scheme m ust be interoperable 

with existing and future real-tim e channel protocols, so th a t it can be used in a wide- 

area network equipped with various (heterogeneous) protocols. Also, it should scale 

well in a dynamic environm ent where short-lived connections are  setup  and torn down 

frequently.

1.4.2 An Overview of the Proposed Approach

Two of our main concerns are to  reduce and bound the service d isruption  tim e caused by 

failures and to minimize the fau lt-to lerance overhead. To quickly resto re  real-tim e channels 

from failures, we set up backup channels  in advance along with each prim ary channel; th a t 

is. each dependable real-time (V - ) connection consists of one prim ary channel and one or 

more backup channels. Upon failure o f  a prim ary channel, one of its backups is promoted to 

a new prim ary channel. Since a backup channel is established before failures, the network 

can use it immediately upon occurrence o f a  failure to the original channel, w ithout the 

time-consuming channel (re)establishm ent process. To minimize the resource overhead for 

m aintaining backup channels, resources for backups are cleverly shared. The dependability
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F ig u re  1.3: Overview o f self-healing failure recovery.

of each connection can be flexibly chosen to  reflect the application criticalitv by controlling 

the am ount of spare resources reserved for each backup.

Figure 1.3 gives an overview of our failure-recovery scenario. The key steps in our 

approach are: (i) backup channel estab lishm ent, (ii) failure detection, (iii) failure reporting 

and channel sw itching, (iv) resource reconfiguration. All of these functions are performed 

by the (end and interm ediate) nodes of each in jured 27-connection in a distributed m anner, 

thus the nam e ’self-healing' failure recovery.

The first step  is to  set up backup channels. A backup channel rem ains as a cold-standby 

and does not carry any data  until it is ac tiv a ted , so th a t it does not consume resources in 

a failure-free s itu a tio n .' However, a backup channel is not free, as it requires the same 

am ount of resources as its prim ary channel to  be reserved, in order to  provide the same 

QoS as its prim ary upon its activation. We call the  resources reserved for backup channels 

"spare resources". In a normal situation , spare  resources can be used by non-real-time 

traffic, but they cannot be used to  accom m odate  o ther real-tim e channels. It is because 

if a real-tim e channel is established by using spare  resources which are reserved for other 

backups, its QoS guarantee may be violated when spare resources are claimed for failure 

recovery. As a  result, equipping each P -connec tion  with a single backup routed disjointly 

with its prim ary reduces the network capacity  by 50% or more (because the backup is likely 

to  run over a longer p a th ). Thus, raw backup channels are too  expensive.

To cope with this problem, we have developed a  resource-sharing m ethod, called backup 

multiplexing . in which resources are shared am ong  backup channels in such a way th a t the

' Only prim ary channels transfer actual messages.
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dependability  of m ultiplexed backups is not com prom ised. Essentially, backup m ultip lex­

ing reduces the  am ount o f spare  resources reservation by overbooking the sam e resources 

for m ultiple backups. To th is  end. instead of reserving th e  resources for each backup on 

its pa th  individually, we determ ine the am ount of to ta l spare  resources on a hop-by-hop 

basis by considering the rela tion  among all backup channels on each hop. A heuristic is to  

allow resource sharing am ong  those backups which are  unlikely to be activated sim ultane­

ously. Different connections can be made to have different dependability by ad justing  the  

param eters  of backup m ultiplexing.

Under backup m ultiplexing, how to route backups has a  significant im pact on the am ount 

of spare  resources. We found th a t traditional rou ting  algo rithm s such as m inim um -hop 

routing  or m axim um  load-balanced routing are less effective in backup route  selection, 

com pared to the routing  m ethods which capitalize on th e  characteristics of spare-resource 

calculation.

During the backup estab lishm ent, we consider two dependab ility  QoS param eters (P r . 

T). w here Pr is the  probability  of fast failure recovery and T is the  estim ated  failure-recovery 

delay. In o ther words, w ith a certain rate  of com ponent failures, the  probability th a t a V -  

connection will suffer a d isruption  of real-time com m unication service longer than  T is 

not g rea ter than  Pr . In m aking QoS contract between th e  netw ork and client.8 T is not 

negotiable while PT is.

T he service-disruption tim e of a P-connection can be bounded, if a t least one of its 

backup channels is available upon failure of its prim ary  channel. W hen a healthy backup 

is available. T is the  sum  o f failure-detection delay, failu re-reporting  delay, and backup- 

activation delay. As the fast failure recovery depends on th e  availability of backup channels. 

Pr increases with the num ber of backups set up for the  X>-connection. For exam ple. Pr o f  

a f>-connection w ith a single backup and double backups are:

Pr = P {prim ary not fail) -f- P (prim ary fails D backup not fail).

Pr =  P fp rim ary  not fail) -f- P fprim ary  fails fl first-backup not fail)

-I-/’(p rim ary  fails fl first-backup fails fl second-backup not fail).

Backup m ultiplexing also affects Pr . It reduces the  am o u n t of spare resources bv re­

serving less resources than  th e  sum m ation of resources needed by individual backups, but 

creates a  possibility of spare  resource exhaustion. T hus, som e backups cannot be activated

because o ther activated backups have already taken all sp a re  resources. In such a  case, a

®This process is called QoS negotiation
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“multiplexing failure~  is said to  occur. W heu we account for the p robability  th a t  a  backup 

suffers a  m ultiplexing failure. Pr o f  a  D -connection with a single backup becomes:

P} =  P( p rim ary  not fail) +

P (p rim ary  fails fl backup not fail fl backup not suffer a  m ultiplexing failure).

Since P (p rim ary  fails) and P (backup  not fail) are functions of the com ponent failure rate  

which is usually very low. these term s have relatively small im pacts on PT as com pared to 

the m ultiplexing failure probability . Using this PT calculation procedure, the  num ber of 

backups and the  m ultiplexing p a ra m e te r  are decided to meet the client's dependability  QoS 

requirem ent.

So far. we have described the  backup establishm ent procedure which is executed before 

a failure occurs. Now. we will explain  the  failure handling procedure a fte r  a failure occurs. 

The first step  in handling a  failure is its detection. Failure detection is essentially to  discover 

anomalies in real-tim e channels, i.e.. persistent losses of real-tim e m essages. Applications 

can specify the  failure sem antic for each connection. The coverage and  latency of failure 

detection m ethods are very im p o rta n t, because they directly affect th e  dependability  QoS 

param eters. Pr and I \  respectively. We have developed two behavior-level failure detec­

tion m ethods: a  hop-by-hop (or neighbor) detection m ethod and an end-to-end  detection 

m ethod. The effectiveness of these m ethods is empirically evaluated th rough  fault-injection 

experim ents on a laborato ry  tes tbed .

Once a failure is detected, the  detected  failure should be reported  to  the  end nodes 

of the inflicted channels, which a re  responsible for the rest of failure handling. If the 

disabled channel is a  prim ary channel, one of its healthy backups is ac tivated  to  become the 

new prim ary. Such operations as failure reporting and backup ac tivation  should be done 

quickly, and. a t the  same tim e, these operations must be robust enough to  insulate healthy 

connections from  the  recovery process for failed connections. To this end , we devised a 

special m echanism  for the control m essage transm ission, which enables tim ely and robust 

delivery of failure-report messages and  backup-activation messages.

The next step  o f channel sw itching is resource reconfiguration. T hus, a fte r failed pri­

m ary channels are  replaced by th e ir  healthy  backups, the faulty prim ary  channels will be 

torn  down and new backup channels will be established to  preserve the  dependability  QoS 

of the corresponding 2>-connections. W hen the network suffers resource shortage  due to 

coincident failures or slow failure recovery and can not establish new backups, the  connec­

tion dependability  is "gracefully’ degraded . W hen failed com ponents are  repaired  and there
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F ig u re  1 .4 : Failure recovery by reactive rerouting

exist connections with degraded dependability, resource reconfiguration is performed e.g.. 

m igrating or establishing backups over new routes.

We have also developed an elastic Q oS-control scheme to lower (or elim inate) the  de­

pendability cost associated w ith backups (i.e.. the  reduction of network's ability to  ac­

cept future connection requests). In this new QoS control scheme, we combined our 

failure-recovery scheme %vith tw o adaptive QoS-control methods: network-triggered and 

application-triggered QoS ad ap tio n . Essentially, spare resources are utilized by active chan­

nels (i.e.. prim ary channels) in a  normal s itu a tio n , so that active channels can utilize the  

entire network resources. This is carefully done so as not to unpredictably com prom ise ex­

isting connections' dependability  QoS. T he elastic QoS-control scheme enables “seam less" 

utilization of spare resources for both  perform ance QoS and dependability QoS. so th a t the 

network can operate w ithout incurring any dependability  cost in a failure-free s itua tion , 

while being able to predictably respond to  failures.

1.4.3 An Illustrative Exam ple

Here, we illustrate  the benefit of our approach  over the reactive m ethod with an ex­

am ple.9 In the reactive m ethod , no backup p a th  is pre-assigned and no spare resource is 

reserved in advance. W hen a  com ponent failure disables a real-time channel, a  new channel 

will be established from scratch  before resum ing the  service. Obviously, under this m ethod, 

the application will experience an  extended recovery delay during the establishm ent o f a

9O ne can call our approach a proactive  m ethod.
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F ig u re  1.5: Failure recovery by the proposed scheme

new channel. Even without accounting the recovery delay, the  reactive method cannot make 

any guarantee on successful failure recovery, because there may not exist proper detours for 

the failed channels. Figure 1.4 illustrates such a situation.

Figure 1.4 (a) shows a network which contains three real-time channels. Suppose two 

network nodes are connected by two simplex links, each of which can accommodate up 

to two channels. When node N '2 fails, channels 1 and 2  need to be detoured around N2 . 

Both channels may need to use shortest possible pa ths  in order to maximize the chance of 

meeting their timeliness QoS requirements. As a result, the resource needs on the link from 

No to N6  exceed its capacity, and the link can accom m odate  only one of them, say channel 

1. as shown in Figure 1.4 (b). Now. channel 2 has to be rerouted over a longer path . If 

channel 2 ’s QoS requirement (i.e.. end-to-end message delay) is too tight to fit the longer 

pa th , channel 2 cannot be recovered from N2's failure. An option is moving channel 3 to 

a  different path  in order to accommodate channel 2  a t  the link from No to N6 . However, 

this is not a good idea, since moving an existing channel can cause domino effects without 

guaranteeing successful rerouting of the affected channels. A be tte r  solution is not to  set 

up channel 3 over the link from No to N6  in the original network.

Figure 1.5 illustrates how the same failure in Figure 1.4 is handled in our scheme. Note 

the difference between the initial channel setups. In Figure 1.5 (a), prim ary-1 and -2 are 

routed over the same paths as in Figure 1.4 (a), but primary-3 is routed over N9 instead 

of N5. It is because, when primary-3 is established, backup - 1  and -2 has already been 

established on the link from No to N6  with reserving all resources on that link. However, 

unlike primary-3, backup-3 can be routed over th a t  link by multiplexed with backup - 1
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and backup-2. This backup multiplexing is possible since primary-3 does not share any 

com ponent with primarv-1 or -2. As a  result of backup setups, the failure of N2 is tolerated 

w ithout causing any connection teardown. In this example, we assumed tha t  channels are 

established in the ascending order of their indices, using a  shortest-path  routing method.

1.5 Organization of the Thesis

C h a p te r  2 describes various issues in backup channel establishment. The mechanism 

of backup multiplexing is presented first. Then, dependability  QoS param eters  with which 

clients can express their fault-tolerance requirements are  defined and their calculation pro­

cedure is presented. The problem of backup route selection is also dealt with in this chapter. 

A two-step routing method is presented, which can achieve both quick responses to  con­

nection establishment requests and optim al resource usage at the same time. Finally, the 

simulation results are presented to dem onstra te  the  efficacy of the backup multiplexing and 

backup routing mechanisms.

C h a p te r  3 deals with the first step  of run-tim e failure recovery, i.e.. failure detection. 

Two behavior-based failure detection methods a re  presented. The performance of these 

detection m ethods are experimentally evaluated on a  laboratory  testbed which implements 

a real-time communication protocol developed in R T C L . 10 Experimental d a ta  gathered from 

the fault-injection experiments are analyzed and their implications are elaborated.

C h a p te r  4 explores the failure-handling procedure after  a failure detection. Steps like 

failure reporting, backup channel activation, channel switching, resource reconfiguration af­

ter recovery, and  graceful QoS degradation are described. A bound of failure-recovery delay 

is derived under a special mechanism developed for robust and timely delivery of the control 

messages associated with time-critical recovery operations. This chapter also investigates 

the fault-tolerance levels achievable by various backup configurations, and checks if the ac­

tual fault-tolerance level that each connection receives m atches the negotiated dependability 

QoS.

C h a p te r  5 presents an adaptive QoS m anagem ent scheme, the goal of which is to elimi­

nate  the  fault-tolerance overhead in a  failure-free situa tion . First, a network-triggered QoS 

adap ta tion  scheme is described, which allocates spare resources to active channels for higher 

performance QoS. Resource allocation is adjusted  to  the  network load condition. Second, 

an application-triggered QoS adapta tion  scheme is described, which allows applications to

10 Real-Tim e Com puting Laboratory in the University of Michigan
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request QoS re-negotiation a t run time. The use of spare resources to assure successful 

renegotiation a t te m p ts  is presented.

C hap ter  6  concludes this thesis by summarizing its contributions and suggesting possible 

avenues of fu tu re  research. Earlier work on this thesis has been published in [41. 42. 40. 45. 

43].
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CHAPTER 2

DEPENDABLE CONNECTION ESTABLISHMENT

A dependable real-time ( P - )  connection requires to set up a prim ary and one or more 

backup real-time channels. Assuming that the procedure for primary-channel establishment 

is exported from the underlying real-time channel protocol, we focus on the establishment 

of backup channels in this chapter. To establish backups for a Z>-connection. dependability 

QoS should be negotiated between the network and clients, just as performance QoS is 

negotiated for primary-channel establishment. The selection of backup pa ths  and the reser­

vation of spare resources a re  key steps of backup establishment. Although the dependability 

QoS parameters may need to be described first, we begin this chapter by presenting our 

backup multiplexing schemes because the concept of backup multiplexing is essential to the 

entire connection establishm ent procedure.

This chapter consists of five sections. Section 2.1 describes two backup multiplexing 

schemes for efficient spare  resource allocation. Section 2.2 introduces ou r  dependability 

QoS parameters and presents their derivation process. Section 2.3 deals with the issue of 

backup-route selection. Section 2.4 presents simulation results, dem onstra ting  the superior 

performance of the proposed scheme. The chapter concludes with Section 2.5.

2.1 Spare-Resource Reservation

The links/nodes used by a  prim ary channel may preferably be avoided in routing its 

backups, in order to prevent a  single failure from disabling all channels of the same P -  

connection. As a result o f  disjoint routing, equipping each P-connection with a single 

backup reduces the network capacity  of accommodating P-connections by 50% or more, 

as a backup channel requires a t  least the same amount of resources to be reserved as its 

primary channel. The large spare resources can seriously degrade the a ttractiveness of our
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scheme.

To alleviate this problem, we have developed a resource sharing technique, called backup 

multiplexing. Its basic idea is th a t  on each link, we reserve only a very small fraction of 

link-resources needed for all backup channels going through the link. In this thesis, we 

consider only link-bandwidth for simplicity, bu t o ther resources like buffer and CPU can 

be treated similarly. In w hat follows, we present two methods for backup multiplexing:

(i) 'deterministic ' method with 'resource aggregation ' and (ii) 'probabilistic ' method with 

'admission overbooking.' Each m ethod is explained assuming th a t  the  routes of prim ary 

and backup channels are given a t the  time of backup multiplexing.

2.1.1 Determ inistic M ultip lexing

This method adopts a deterministic  failure model in which the maximum number of 

a particular failure type is assum ed, and calculates the exact amount of spare resources 

which are just enough to handle all possible cases under the assumed failure model. As an 

example, the algorithm to calculate the  spare resources Sf at link C under the single-link 

failure model is given in Figure 2.1 (a). <I>J denotes the set of all primary channels whose 

backups traverse L  and is the  resource required at each link by the prim ary channel A/*.. 

Each connection is equipped with a  single backup channel, because one backup for each 

connection is enough to to lerate  any single link failure. The algorithm in Figure ‘2.1 (a)  

checks all possible single-link failures to  ex tract  the maximum spare-resource requirement 

at link (. Whenever a backup channel is established, this algorithm has to be run at each 

link on its path. The algorithm for the  single-node failure model can be easily devised by 

slightly modifying this algorithm.

Usually, spare-resource reservation based on the single failure model provides a  suffi­

cient level of fault-tolerance. since the  tim e for channel failure recovery is much smaller 

than M TBF (Mean Time Between Failures) of the network components. Nevertheless, if a  

higher level of fault-tolerance is required, multiple backups can be set up — i.e.. to tolerate  

simultaneous failures. As an example, the  algorithm for double-link failure tolerance is pre­

sented in Figure ‘2.1 (b). To to lerate  all possible double-link failures, each primary channel 

needs two backups. In Figure '2.1 (b). denotes the set of all primary channels whose first 

backups traverse i .  and $£ denotes the  set of all primary channels whose second backups 

traverse L B l k  denotes the first backup of A/*.

Backup channels can be established to  allow different Z>-connections to have different 

fault-tolerance capability. For instance, when some connections require single-link failure
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01 loop for each link i. i I

02 loop for each primary channel A/jk €

03 if .l/fc contains link i th en

04 s i   s i  + rk

05 end if

06 endloop

07 endloop

08 Sf   ma.r{s-^}.Vi ^  t

(a) An algorithm for single-link failure tolerance

0 1  loop for each link i. i ^  t

02 loop for each primary channel M k €

03 if  A/* contains link i then

04 s lu    s i  +  rk

05 en d if

06 endloop

07 endloop

08 loop for each link pair ( i . j ) .  i £  j .  i ^  I. j  £  I

09 loop for each primary channel M k €

10 if M k contains i and B l k contains j  then

11 Slj.(   Sij.( + r *
12 endif

13 endloop

14 endloop

15 s f   m a i { 5 ‘( +  s f j ( } .Vi ^  L V j  ±  I

(b) An algorithm for double-link failure tolerance

Figure 2.1: Deterministic multiplexing algorithm s
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tolerance and o thers  require double-link failure tolerance, the  10th line of Figure 2.1 (b) 

should be changed so th a t  only those connections requiring double-link failure tolerance are 

accounted for in calculating s f j

Under determ inistic  multiplexing, spare resources a t  each link is determined as an aggre­

gated entity, S(. This type of backup multiplexing is possible only when resource reservation 

is completely interchangeable among channels. However, such a condition does not hold for 

all real-time channel schemes, but in general it is valid only for Tate-based ' schemes, not 

for "scheduler-based" schemes (we borrowed this classification from [4]).

In the rate-based schemes [74. 1 1 0 ]. QoS has a  s ta tic  relation with the traffic character­

istics. For example, a  higher message rate (hence, higher bandwidth) results in a smaller 

message delay. In these schemes, the admission test a t  a link simply examines w hether the 

demanded resources exceed the available resources, since the amount of resources determines 

the QoS level. By con tras t,  in the scheduler-based schemes [oo. "29], the QoS requirement 

(e.g.. delay) of a  channel can be specified independently of its traffic characteristics. In 

such schemes, the  admission test checks for the  schedulability of a channel by deriving a 

feasible priority assignm ent to  meet its QoS requirement while considering the worst-case 

contention with existing channels. Because the priority of a  channel is determined by con­

sidering not only its  bandwidth  requirement but also its delay requirement, resources needed 

to  guarantee the QoS of a channel may not be sufficient for o ther channels with a  different 

QoS requirement, even if they have the same traffic characteristics. The inapplicability of 

deterministic multiplexing to scheduler-based schemes is detailed further in Appendix 2.A.

2.1 .2  P r o b a b ilis t ic  M u ltip lex in g

The probabilistic multiplexing method is designed to use a non-deterministic failure 

model. Thus, each network component is assumed to  fail with a certain rate. Backup chan­

nels are multiplexed indirectly via a modified admission test (or meta-admission test).  In 

meta-admission tes t ,  some existing backup channels are  not accounted for in the  admission 

test of a new backup channel, which is. in essence, equivalent to resource sharing between 

the new backup an d  those backups unaccounted for.

This multiplexing m ethod is more generally applicable than  deterministic multiplexing, 

in that  "admission overbooking" through meta-admission test is possible regardless of the 

underlying real-time channel schemes. Note th a t  the  inapplicability of deterministic mul­

tiplexing to scheduler-based schemes is not because of its deterministic failure assumption 

but because of the  use of resource aggregation.
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Deciding which backup channels will not be accounted for in the admission test of a 

backup channel is a crucial problem. In other words, the key is to decide which backups 

will share the same resources. O ur strategy is to multiplex those backups which a re  less 

likely to be activated simultaneously. The probability of simultaneous activation o f  two 

backups of two different Z>-connections is bounded by the probability of simultaneous failure 

of their respective primary channels. This probability depends on the routing of the prim ary 

channels, and increases with the  number of components shared among the primaries.

Assuming tha t  failures occur independently with the sam e probability A. we can calcu­

late the probability — denoted  by <S( Bt. B} ) — of simultaneous activation of two backups. 

Bt and B j . whose primaries a re  .1/, and Mj . respectively:

S(B{. Bj )  =  1 — P (n o  failure in shared components)

•P(no simultaneous failures in the rest)

=  1 -  ( 1 -  A)sc(A/,"U; ) . [1 _  {1 _  (1 _  Ar-(.U1)-~(.U1..V/J, }

.{1 _  ( 1 _  A y--(.V,)-*c(.W,,.Wj) j j

= i _  | | i  _  A)c^ ' *  + (1 -  A ) ^ ' ^  -  (1 — j

~  C( M , ) • A +  c( M j ) • A -  {C( M i ) +  c( M j ) -  sc( A/,-. Mj)} ■ A 

= sc( Mi . Mj ) -  A.

where c( A/, ) and c( M j ) a re  the  component counts in A/, and Mj.  respectively, and .sc( A/,. M j ) 

is the num ber of components shared between them. The approxim ation is possible because 

A is small. Here, components include both nodes and links. One can use different failure 

rates for nodes and links by slightly modifying the equation.

Based on this probability, the  set of backups to be multiplexed together is determined 

for each backup on a link. i.e.. multiplexing is done hop-by-hop. P, and B} are multiplexed 

if S{Bi , Bj )  is smaller than  a certa in  threshold u. called multiplexing degree, which is specific 

to each backup. So, the rule to  decide resource sharing in the  single-backup configuration 

is:

A/,- m Mj  => Bt || Bj,

where A/, e*i Mj  indicates th a t  sc(Mi .Mj)  • A > u. and B, || Bj  indicates that Bt and B} 

are not multiplexible. T he  relation ixi is not necessarily symm etric , so that each backup 

can use a  different v  to determ ine the set of backups to  be multiplexed with itself. T he  

smaller v  of  a  backup, the higher fault-tolerance will result. This way, per-connection
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0 1  loop for each backup channel Bk  on link £

02 if  sc (M k , M{) • A >  Vi and  Uk < ut t h e n

n  B,,t —  { n fll /  +  Bk}

04 e n d i f

05 e n d lo o p

06 s ( —  m a x { Y i k Bj ‘ r<-' +  rj } ' V B j  € £

F i g u r e  2 .2 :  Probabilistic multiplexing algorithm

control of fault-tolerance is possible, thus allowing more im portan t connections to have 

higher fault-tolerance (e.g.. to le ra ting  harsher failures). We require each backup to have 

the same multiplexing degree on all of  its links for easy management.

When this multiplexing m ethod  is applied to rate-based schemes, the spare-resource 

requirement at each link can be quantified as a single entity st  as follows. Let ITe,,/ =

{ B 0 . B .3___} denote the  set of backups which are not multiplexed with B, on link £. One

way to determine the spare resources a t link £ is to find the highest resource requirement 

among all sets of {ITg,^ +  /?,}, where all backups are considered equally regardless of 

their multiplexing degrees. However, this method may overestimate the amount of required 

spare resources at a  link, when backups with different multiplexing degrees exist a t the link. 

Suppose there are one backup with  a  very small u and many backups with large u  on a link. 

Then, fl^ of the backup with a very small u will determine the am ount of spare resources at 

the link, which may be much larger th an  actually needed. To get a round  this problem, we 

consider only backups with no g rea te r  multiplexing degrees than th a t  of £?, when n s,,e is 

constructed. Figure 2.2 depicts an  a lgorithm  to calculate s/  when a  new backup channel Bi 

is established on link I  under probabilistic multiplexing. (The same notation as in Figure

2 .1  is used.)

A straightforward way of enhancing  the  fault-tolerance capability of a  P-connection is 

to establish multiple backups with the  same multiplexing threshold. Alternatively, different 

multiplexing rules from the rule for first backups can be applied to  additional backups. 

For example, the following set of rules are for the double-backup configuration to  tolerate 

double-component failures:

R u le -1 :  Mi  ex => P i ,  || B l j .
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R u le -2 :  51 , tx Mj =t> B‘2i || 51^.

R u le -3 :  51 , ex B l j  => B'2{ || Bl j .

R u le -4 :  (5 1 ,  x  M} ) k  ( A/, x  Bl j )  => 52 , || B2r

R u le -5 :  (A/, x  Mj )  k  ( 5 1 ,  ix Bl j )  => 52 , || 5 2 7.

where 51 , and 52 , are the first and second backups of .V/;. respectively.

Rule- 1  is for the relation between first backups, which is the same as in the single-backup 

configuration. Rule-2 and 3 are for the  relation between first and second backups (belonging 

to  different connections), and Rule-4 and  5 are for the relation between second backups. 

For example. Rule-2 says th a t  52 , and  B l j  should not be multiplexed to prepare for the 

case when A/, fails and a  shared com ponent between 51 , and Mj  fails, which causes the 

simultaneous activation of 52 , and B l j .  O the r  rules can be reasoned similarly.

Probabilistic multiplexing supports  per-connection fault-tolerance control in a  finer grain 

than  deterministic multiplexing. Under deterministic  multiplexing, the dependability of a 

P-connection is decided only by the num ber  of its backups, allowing a coarse-grain fault- 

tolerance control like single failure tolerance or double failure tolerance. By contrast, under 

probabilistic multiplexing, the dependability  of a  P-connection can be controlled by both 

number of its backups and  associated multiplexing degrees. Even though equipped with 

the  same num ber of backups, connections can have different fault-tolerance depending on 

the used multiplexing degrees. For instance, with a single backup, some connections may 

be 100% tolerant to all single failures, while some may be only 50% tolerant to the same 

failure type.

Under probabilistic multiplexing, th e  dependability  of a connection is defined as a proba­

bility tha t  the connection will be safely recovered from failures. However. 100% tolerance to 

deterministic failures is also achievable. For instance, if u for a  backup 5 ,  is set to A. failure 

recovery of the  corresponding P-connection from any single node/link failure is guaranteed, 

because 5 ,  will not be multiplexed with any  o ther  backup whose primary overlaps with .1/,. 

Similarly, if u is set to 3A, any single link failure can be tolerated, since no backup whose 

primary overlaps with A/, by more th a n  three  components (including the case of sharing 

a  link and two nodes a t tached  to th a t  link) will be multiplexed with 5 ,.  However, the 

amount of spare resources resulting from probabilistic multiplexing may not be as small as 

th a t  from deterministic multiplexing to  to le ra te  the  same type of deterministic failures. It 

is because all of the prim ary channels o f  th e  n e , , r  members may not overlap with A/, a t  the 

same component. In building n s , . / ,  we only check if other primary channels overlap with
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F i g u r e  2 .3 :  D ata  structures for reducing the algorithm complexity

M, at more than  t/,/A components. As a result, spare-resource reservation based on n s ,y  

tends to overestimate the  spare resource needs for tolerating a particular failure type. For 

instance, by setting v  to  A. probabilistic multiplexing actually can tolerate most of single 

channel failures instead of single component failures.

2 .1 .3  S c a l a b i l i t y  Sc C o m p l e x i t y  I s s u e

Both backup multiplexing schemes use fully-distributed algorithms: they do not require 

each node to  maintain global knowledge of the network traffic conditions or to generate 

any type of messages to be broadcast. Backup multiplexing is performed hop-by-hop. and 

therefore, a t  each link, only the knowledge of prim ary channels whose backups traverse the 

Link is required. Such information can be easily collected, by making a backup channel- 

establishment message carry the path information of its primary channel. T he  efficiency 

of backup multiplexing does not degrade as the network gets large. Backup multiplexing 

would ra ther  be more effective in large-scale and highly-connected networks, because such 

networks contain more versatile paths between the  two end nodes of a connection, thus 

lowering the probability th a t  primary channels overlap with one another.

In a  large-scale network, the computational complexity of backup multiplexing mech­

anisms is a m a t te r  of concern. For deterministic multiplexing, the calculation of spare- 

resource requirement for each case of failure resides in the  inner-most loop and decides the 

algorithm complexity. For example, the algorithm for single-link failure tolerance has a 

complexity of 0 ( n  • /). when n is the number of backup channels on the link under consid­

eration and / is the to ta l number of links in the network. The computational overhead can
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be reduced by storing and reusing the once-calculated information. T he  d a ta  s truc tu re  for 

such a purpose is depicted  in Figure 2.3 (a). Whenever a new backup is established, new 

information is added to  this d a ta  structure.

For probabilistic multiplexing, the essential part is constructing a set of non-multiplexible 

backups. IIB,,(' on each link t. The complexity of this step is 0 ( n ) .  where n is the  number of 

backup channels on link £. (This is because each calculation of S(B{ . Bj )  requires constant 

time.) To find the largest set. we need to construct for all backups on £. which requires 

0 (  n2) time. However, if we store each f ig , /  calculated before the new establishment request 

for Bj is made, we only need to update each Ub,.( by calculating S( Bi . Bj ) .  Hence, the 

complexity can be reduced to O(n)  at the expense of additional memory. The information 

needed to maintained at each link is shown in Figure 2.3 (b). Probabilistic multiplexing 

scales particularly well, because its complexity does not contain /. the to ta l  number of links 

in the network.

2.2 Dependability QoS Negotiation

Instead of providing an identical level of fault-tolerance to all connections, we allow each 

client to specify its fault-tolerance requirement. The network then establishes necessary 

backups to meet this requirement. Our scheme provides two dependability QoS parameters 

for this negotiation. One is about the guarantee on successful failure recovery, and the other 

is about the failure recovery delay. In QoS negotiation, the later is not negotiable while the 

former is. Only the form er is considered in this chapter.

Deterministic multiplexing exports a simple QoS model. A client specifies its QoS 

requirement among a  fixed QoS menu such as 100% single-failure tolerance. 100% double­

failure tolerance, and  so on. Then the network sets up a  proper number o f  backups for each 

client.

Probabilistic multiplexing requires a more complicated QoS negotiation procedure. Two 

QoS parameters ( Pr . T) are  exported: Pr is the probability of successful failure recovery 

and T is the failure-recovery delay bound. In other words, with a  certain ra te  of component 

failures, the probability th a t  a P-connection will suffer a disruption of real-time communi­

cation service longer th an  T is not greater than Pr. Described below are  the QoS interface 

and the spare-resource reservation procedure for probabilistic multiplexing.
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(a) Model A

X3

2(kl-U)

(b) Model B

F i g u r e  2 .4 :  Example Markov models to  derive R(t)

2 . 2 . 1  A  D e p e n d a b i l i t y  Q o S  P a r a m e t e r ,  V r

Generally, the reliability o f  a  system , denoted by R(t),  is defined as the probability  tha t  

the system provides the required service from time 0 to t. In our  case, the required fault- 

tolerant real-time channel service will be provided unless all channels of a P-connection  fail 

(near) simultaneously.

Let's consider how to derive R ( t )  of a P-connection. Assuming a Poisson failure process 

with rate  A. we derive R( t)  of  each network component to be e~Xt. For the convenience of 

presentation, we further assum e th a t  the  failure rates of all network components a re  same 

and all failures are s tatistically  independent. Then. R(t)  of a channel can be expressed 

as e~nXt. where the channel p a th  consists of n components. In o ther  words, the  failure 

rate of the channel is n \ .  Finally, the  reliability of a  P-connection can be modeled with a 

Markov process using the failure rates of its channels. For example. Figure 2.4 (a)  shows 

a continuous-time Markov model to  derive R(t)  of a P-connection with a single backup 

channel, where p  is the  channel repair  (or re-establishment) rate. Xi and A2 are  failure rates 

of the prim ary and backup channels, respectively, and A3 is the failure rate  of the  shared 

part of both  channels. S ta te  0 is the  initial s ta te  and state  3 is the  absorbing s ta te .  Figure 

2.4 (b) is a simplified model when the  prim ary and backup channels are of the  same length. 

For example, if both the prim ary  and backup channels of a P-connection are of 4 hops
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Figure 2.5: R(t)  of a  P-connection with a single backup

length and are routed disjointly, Ai is 9A and A3  is 2A considering two end nodes shared 

by both channels. Using the technique in [95], one can calculate R{t)  of this P-connection 

from the Markov model of Figure 2.4 (b):

R(t)  = I — P ( th e  system is in the  absorbing s ta te  a t  time /)

_  _______238A2 +  /zA +  Ay/49A2 4- 42^zA + J12 ______  _ e - ( i / 2 )(25 . \+ ^ -v/ i 7 7 .\2+4 2 M.\+/1*)f
(25A 4- /z)\/49A2 +  42/zA -f- /j.2 — 19A2 — 12/xA — fi2

________ ‘̂ ’38A + -  Ay/49A2 +  42//A 4- /.z2_______  _ £-(i/2)(25\+^+yy/vrF\^T^I \+^)t
(25A 4 - n ) \ / 4 9 X 2 42/zA 4- f.1 2 4—19A2 4- 42/zA 4- /f2

V\:e plot the reliability of this connection in Figure 2.5 by setting A to 0.00005 (1 /A measured 

in minutes) which results in 332 hours of M T B F  and setting /z to 0.1 (1/f.i measured in 

minutes), which means 10 minutes of channel repair time.

However, representing the QoS param eter  as a function of time is unsuitable for the 

client-interface model. Thus, instead of using Markov models, we use a combinatorial model 

to approxim ate the reliability of a  P-connection. The approximation is possible because 

the channel repair rate  {/j.) is much larger than  the channel failure rate — the channel 

re-establishment time is in the order of seconds o r  minutes, whereas MTBF is in the order 

of 100 or 1000 hours. Thus, a  P-connection  affected by a failure returns to the  initial s ta te  

(s ta te  0) much before the second failure occurs. Figure 2.5 shows tha t  the P -connec tion ’s 

R(t)  is very close to  tha t  of its end-nodes, which implies th a t  the quick recovery results in 

a nearly perfect reliability except for the cases of end-node failures.
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In the  combinatorial approximation, each network com ponent is assigned a probability. 

A. of failure occurrence during one time unit, and the I>-connection under consideration is 

assumed to  be in the initial s ta te  a t  the start of each tim e unit. W hen V r represents the 

Z)-connection’s reliability under this combinatorial model. V r is equal to the probability 

th a t  a t  least one channel o f  the  P-connection remains healthy during one time unit. For 

example, the  V T of a  P-connection with a single backup is

V r =  P { primary not fail) -f- P ( primary fails fl backup not fail).

2 .2 .2  C a lcu la tio n  o f VT

W hen a  backup channel is activated, it draws necessary resources from the spare re­

sources reserved at each link on its path . Since backup multiplexing is based on proba­

bilistic relations, there is a possibility, albeit rare, tha t  the multiplexed backups need to 

be activated  simultaneously. Such unlikely backup activations can cause the exhaustion of 

spare resources, so tha t  the remaining backups cannot be activated; " multiplexing failures" 

are said to  occur to these backups.

Calculation of V r for a P-connection with backup multiplexing requires us to consider 

the possibility of multiplexing failures. The V r of a P-connection composed with a primary 

channel A/, and a backup channel fl, is:

P r(i)  =  P ( M ,  not fail) -(- P ( A I i  fails) • P {  fl, not fail) - {1 -  flmux/(f l ,)} .

where P mux f { B i )  is the probability tha t  fl, is not available due to a multiplexing failure. 

Pmuxf(Bi)  is not greater than

links of B,
P m u r f i B i . n .

(

where Pmuxj(Bi .C)  is the probability th a t  fl, suffers from a  multiplexing failure at I. a link 

011 the p a th  of fl,. The V r value associated with more backups can be derived similarly. 

Presented below are two methods for calculating P mux f ( B i ,  i): M ethod 1 is for accurate 

derivation and  Method 2 is for quick approximation.

M ethod 1

A backup channel may suffer a  multiplexing failure a t a link, if the to ta l resource needs 

by simultaneous backup activations exceed the to ta l spare resources a t  the link. Suppose 

the num ber of backups on link I  is Z  and the spare resource a t  t  is s / .  Then, there can be
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2Z~ 1 different pa tte rn s  of simultaneous backup activation with Bi- Since we can. w ithou t

loss of generality, label the k  backups activated along with B{ from 1 to k  and label the

remaining Z — k  — 1 backups from t  +  1 to Z -  1. the probability associated with each 

activation pa t te rn  is

S[ B i . By  Bk ) • {1 -  S( B i . B k+l  B Z- 1)}.

Here. <S( 5 , .  B  i ...........Bk)  indicates the probability of simultaneous activation of B t . B \ ..........Bk.

Among the 2Z~ 1 sets, we can tell which requires more resources than  Sf. and which does 

not. Pmuxf ( B t .£) is equal to the sum of the probabilities associated with those cases which 

require more resources than Sf.

We use an incremental approach to calculate S { B i  Bk)- We first choose a  com po­

nent Cj  shared by more than one primary channel of the backups under consideration, and 

calculate S ( B t  Bk)  after removing C'} . which is denoted by £{Cj}( B \  Bk)- T hen .

S ( B X Bk) = A +  d - A  ) - S {Cj}( B 1, . . . - B k ) .

where the second term  represents the probability that all k  backups will be ac tivated  si­

multaneously when Cj  does not fail. ........ Bk)  can be obtained similarly. T hus ,  by

selecting ano ther  shared component C’m.

^ { C j } ( B i  Bk)  =  A +  (1 -  A) • S{c , ,c m} ( B i  Bk).

The same step is applied recursively until there remains no shared component. T he  last 

term

S {Cj,cm,...} =  (1 - d  -  A)c(A/«>)-(1 - (1 - A ) ^ ) ) . .  . ( i  - ( !  -  A ) ^ ^ ) ) .

where c( A/,-) is the component count in .V/,.

For example, when M\  and M 2  share a component Cj  and both consist of 3 components, 

then

S ( B \ . B 2 )  =  A +  ( I -  A) • S{Cj}(Bi ,  B 2 )

= A +  (I — A) - {(1 — (1 — A)2) - (1 — (1 — A)2)}.

M e t h o d  2

Multiplexing failures do not always occur even if multiplexed backups are activated 

simultaneously. Thus, to  capture the exact probability of multiplexing failures, we have to
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compare the to ta l resource demands bv simultaneous backup activations against S( as in 

Method 1. This m ethod , however, over-estimates P mu x f ( B i . £ )  by simply accumulating the 

probabilities of simultaneous backup activations which are ignored in multiplexing. This 

method requires much simpler calculation than  M ethod 1 at the  cost of accuracy. Note tha t  

the over-estimation o f  P mUx f ( B i )  leads to the  under-estimation of P r ( i ) .  thus erring on the 

safe side.

Bj  is multiplexed with Bi  at link t .  only if S{ B t . B j ) is smaller th an  Vi.  the multiplexing 

degree of Bi .  Thus, the  probability tha t  B t will suffer from a  multiplexing failure on link 

€ due to the simultaneous activation of Bj  is not greater than  S ( B { .  B j ) .  Let 'I’b ,.( denote 

the set of backup channels which are multiplexed with Z?, a t t :

®B,,e =  {aU backups on £} -  r i s t.r — Bi.

Then, we get

Pm uxf i  B i . £) < I -  Y [  (1 - S ( B t .B j ) )

< L -  (1 -  i/i)1'*'®'-'1.

where I'f's,,/?! *s the num ber of backups multiplexed with Bi  on link I .  In the rest of this 

thesis, we assume the use of Method 2.

2.2.3 QoS N egotiation Procedure

As in the case of prim ary channels. QoS negotiation is a  crucial s tep  of backup channel 

establishment. Here, we present two QoS negotiation methods.

In the first m ethod, the network selects the num ber of backups and  the multiplexing 

degree by considering the  client-specified V r requirement a n d /o r  the netw ork s ta tus . Then, 

the resultant V r of the  connection is calculated and notified to the client. The client may 

or may not be satisfied with the offered fault-tolerance QoS level, and m ay accept or reject 

the offer. W ith  this m ethod, the client-specified V r requirement is m et "loosely” or in a 

"best-effort” m anner.

In the second m ethod , the client's V r requirement is met as requested, o r the  request gets 

rejected. Assume tha t  the  channel establishment is initiated by the  source node.1 A backup 

channel is established by using a pair of channel-establishment messages: (i) the ‘resource 

reservation message’ from source to destination and (ii) the ‘resource relaxation message’ 

'T h is  is not a restriction. The destination can initiate the channel establishm ent.
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F ig u re  2 .6 :  T h e  effect of non-disjoint routing on R{t)

from destination to source. In the  forward pass (reservation message) to the destination, 

spare resources are reserved for the  backup without multiplexing, while *s calculated

on each link £ of the channel p a th  with various u  values. The reservation message collects 

the $ b ,.( information and passes them  to the destination node. Then, the destination node 

selects the  largest u which satisfies the required V T based on the collected information. In 

the backward pass (relaxation message) from destination to  source, the spare resources on 

the channel path  are multiplexed according to the selected v. If the required V t is too high 

to satisfy, the client's request will be rejected. (The rejected client may opt to retry with a 

lower V r requirement.)

Essentially, we transform the  problem of meeting the  V r requirement to th a t  of de­

ciding the  multiplexing degree. Fortunately, we need to  try only a couple of different v  

\alues. because the values of S ( B i . B j )  are distributed around integer multiples of A, i.e., 

S(B{.  B j ) % sc(Mi.  Mj)  • A. Thus, the  backups on a link are grouped into a certain number 

of classes according to their multiplexing degrees. T he  num ber of classes is not greater 

than the number of components on the  longest possible pa th  in the network. The network 

can decide the number of backups a priori  or can establish backups incrementally until the  

required V T is achieved.
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2.2.4 The Num ber and Disjointness of Backup Channels

Unless A. the component failure rate , is very large, additional backups will not increase 

R( t )  of a  P-connection much, because the first backup provides nearly the maximal relia­

bility (i.e.. R(t )  of its end nodes), as shown in Figure '2.5. Instead, we find the benefit of 

multiple backups from a  different perspective: we can take  advantage of multiple backups 

to reduce resource overhead in conjunction with backup multiplexing. More details on this 

will be discussed in C hap ter  4.

The routing of a  backup channel has a  significant im pact on the reliability of its connec­

tion. The links/nodes used by a prim ary channel should be avoided in routing its backups, 

because overlapping routes among the channels of the sam e P-connection will degrade the 

reliability of the connection. The reliability degradation by non-disjoint routing is illus­

tra ted  in Figure '2.6 with the same example used for Figure '2.5. Throughout this thesis, we 

assume disjoint routing of the channels belonging to the same P-connection.

The route selection of backup channels has a significant impact on the amount of spare 

resources as well. The next section is dedicated to this issue.

2.3 Backup-Route Selection

The shortest-path  (i.e.. minimum-hop path) algorithm is often used for channel route 

selection. A node which wants to set up a  real-time channel broadcasts route-search mes­

sages to find a shortest pa th . If network topology information is maintained at each node, 

a path can be found without broadcasting route-search messages. Recently, more elaborate 

routing algorithms have been developed. For instance, in [100]. a smallest-delay pa th , in­

stead of a minimum-hop pa th ,  is selected. In [75], a  smallest-delay path is selected among 

minimum-hop paths. Another popular metric of QoS routing  is the residual bandwidth, so 

as to favor a path  with larger available bandwidth. The algorithm presented in [9S] uses a 

metric which aggregates multiple routing parameters such as throughput, delay, and error 

rate. Unlike the above-cited research, our interest is in backup-route selection.

2.3.1 Optimal R outing Problem

Essentially, we want to minimize the amount of spare resources while providing the  re­

quired fault-tolerance level. Unfortunately, there doesn 't exist any efficient algorithm for 

'optimally* routing backup channels: the  problem of finding a path set with multiple con­

straints is known to be NP-complete. The NP-completeness proof of the following decision
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problem -  which is subsumed by the optimal backup-routing problem  — can be found in

[s there a feasible set o f  channel  paths such that the sum o f  traffic flows at each

link is smaller  than the link capability, when channel traffic de mands  are given?

The optim al backup-routing problem is therefore NP-complete. even without considering 

backup multiplexing.

Integer Program ming (IP) can be used for optimal backup routing . We present, as an 

example, an  IP formulation to achieve 100% failure recovery from any  single link failure 

under deterministic multiplexing. The notation used in the IP formulation is as follows:

L : the  set of all links in the network.

c,: the bandw idth  capacity of link i.

s ^  the spare  bandwidth (for backup channels) on link i.

Oi'. the active bandwidth (for primary channels) on link i. 

rm: the bandw idth  requirement of primary channel m.

M:  the set of all primary channels.

Em : the set of eligible paths for the  backup channel of primary channel m.

Pji the set of primary channels which run over link j .

Xk .m’’ 1 if A-'-th path in E m is selected as the backup path of p r im ary  channel m.  and 0 
otherwise.

1 if A:-th path  in E m contains link i, and 0 otherwise.

Zm-J: 1 if prim ary channel m contains link j .  and 0 otherwise.

We assum e that  the information about primary channels is given. Thus. Pj .  a,, and 

Z mj  are given, and Em and Y£ can also be derived from the netw ork topology. Since c, 

and rm are  constants, the only variables in this IP formulation are  s, and essential

for backup route  selection. All values are non-negative integers.

Our goal is to  minimize the sum of spare resources a t all links, so th e  objective function

is
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The constraint set th a t  should be satisfied to  tolerate all single link failures is:

•S; >  0 . . S ;  4 - a ,  <  C ; .  V t  €  L .

Em
Y  zm.j ■ = T Vj € L.'im e M.
k= 1

P £•'

.5, - E E  • rm > 0. Vi 6  Z.Vj 6 i .  «• #  j .
m = l  fc=l

The first constraint is stra ightforw ard. The second constraint indicates the  property  tha t  

only one backup path  should be selected am ong Em for each primary channel m.  which is 

disconnected by the failure of link j .  When all possible failure scenarios are considered, all 

primary channels will fail a t  least once, so the number of equalities needed to  specify this 

constraint will be equal to the  number of prim ary channels in the network. Hence, this 

constraint can be rewritten as H f= i  =  1- Vm 6 Af.

The third constraint represents the property tha t  the spare resource on link i should be 

sufficient to meet the resource demands of backup activation caused by the failure of link j .

The computational complexity of the above IP formulation is very high. For instance, the 

number of inequalities resulting from the third constra in t is proportional to  ( \ L \ ■ \P j \■ |£"m| ). 

If the search space includes all possible paths, the  dimension of search space is an exponential 

function of the product of link numbers and channel numbers. The dimension o f  constraint 

m atrix  for the simulation condition used in Section 2.4 easily reaches several thousands.

As a result, we have to  resort to heuristics th a t  reduce complexity at the  expense of op­

timality. We adopt a 'two-step" approach in which channels are quickly set up by heuristics, 

then reconfiguration is performed periodically to  optimize resource usage.

2.3.2 Initial R oute Selection

The path, which appears  best when a  backup channel is being established, is selected 

among a  set of “eligible” paths. The eligibility of a backup pa th  can be defined by maximum 

path  length, end-to-end delay, or bandwidth. A shortes t-path  search algorithm  is used to 

find the  minimum-cost pa th  where a cost value is assigned to  each network link. When 

multiple backups are set up for each P-connection, one can use such algorithm s as in 

[99, 87] which find multiple disjoint paths.

The link cost functions considered here are-

M t . B i )  = 1. 

f 2(e,Bi)  = Qf.
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M L  B t ) = A  B,.t~

f \ (£- B,) = M L B , ) + w’l ■ M L  B,).

M L  Bi) II bo + <jJo ■ M L  B,) .

M L  Bi) =  M L B i ) + ^3 ■ M L B , ) .

M L  Bi )

CQII + ■ M L  B ,).

M L B , ) =  M L B , ) + a*’5 ■ M L  B,).

M L B , ) II > + ^‘6 •■ M L  B ,).

where £ is a link identifier and Bi  is the  backup channel to be routed. f \  and / 2 are popular 

cost functions for general real-tim e channel routing, and will be used as references for 

performance comparison in Section ‘2.4. / 3 is a new cost function we devised by exploiting 

the property  of backup multiplexing. The o ther  cost functions are composed by combining 

these three basic cost functions.

W hen f i  is used, all links have an  identical cost, and hence, the minimum-hop path  will 

also be the minimum-cost one. This simple cost function differs from the rest in that it 

does not utilize the knowledge on resource usage. / 2 is an a tt rac t ive /popu la r  cost function 

when increasing the network th roughpu t  is a  main concern. The rationale behind this cost 

function is to disperse resource reservation for balancing traffic loads. Q( in / 2 is equal to  

the to ta l  resources reserved on link £ by bo th  primary and backup channels. A b ,.( in / 3 is 

the increment of spare resources a t £. if Bi is to be established on £.

The weights in the composite cost functions are selected so tha t  the first terms may 

become primary factors and the  second term s may be used only to  break ties among multiple 

candidate paths. For example, is small enough to ensure usx ■ / 2(Z. 5 , ) < f x{£.Bi).

Each routing heuristic is named according to  the cost function used, as Ri. R2 R9.

respectively.

Different kinds of information a re  needed for different routing heuristics. R! requires 

the information about network topology with the health information of each network com­

ponent. R2 requires the  information abou t  resource reservation at each link. R3 requires 

the pa th  information of prim ary channels to  predict the a fterm ath  of backup multiplexing. 

There are two options for m anaging such information; each node can maintain (i) a database 

of global knowledge (abou t o thers)  or (ii) a database of local knowledge (abou t itself). In 

the former, all information is b roadcas t  in the  network whenever any change (e.g., channel 

setup or teardown) occurs, so th a t  th e  source node of a  channel can decide its path using 

the information in the node's da ta b a se .  In the  latter, there is no information broadcast, but
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F ig u re  2.7: Boundary routing

instead, routing messages are  broadcast to execute a  distributed shortest-path  algorithm.

Information outage is inevitable in both options, because the network condition may 

change during the resource reservation stage when multiple channels are established simul­

taneously by different nodes. However, even though the information used for routing is 

out-of-date during resource reservation, dependability QoS guarantees remain unaffected, 

because backup multiplexing has nothing to do with the stale information used by routing 

heuristics. It only results in routing a backup channel over a less efficient path .

In addition to these link-state heuristics, we would like to describe a  simple routing 

heuristic based on the topological information. W ith  this routing heuristic, a channel is 

routed on a topologically shortest path which is closest to the boundary of possible routing 

area (see Figure 2.7). T he  cross sign means the  unavailability of a link due to failures 

or resource shortage. This  boundary routing allows a wider search space for routing next 

channels between the same nodes. We name this routing method Rq.

2.3.3 Periodic R oute Reconfiguration

In the initial routing, those backup channels which have already been established are not 

disturbed for routing a  new backup channel. Intuitively, if we reroute early backup channels 

which had been routed without considering la te r  backup channels, we can improve the 

overall resource usage efficiency. Rerouting p rim ary  channels will make further improvement 

possible, since routing of prim ary channels plays a  key role in backup multiplexing. However, 

moving primary channels is a  complex process and  can cause service disruptions. So, we 

do not consider the rerouting of primary channels. Repair of failed components is another 

case in which rerouting existing backups is beneficial. Network component failures will
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F ig u r e  2.8: The iterative optim ization method

disable/activate backups, and new backups will be routed to substitu te  for the old (i.e.. 

disabled or promoted) backups by avoiding the failed components, possibly on a longer 

pa th  than  the original backup. When the failed components are repaired, the efficiency of 

resource usage can be improved by rerouting some backups over the repaired components.

Recalculating all existing backup paths whenever a  new backup is established is what 

we want to avoid in the dynamic channel se tup /tea rdow n  environment. Instead, in our 

two-step approach, channels are set up quickly using the initial routing heuristics, and 

then reconfiguration is performed periodically considering all of the channels which exist 

at the moment the reconfiguration starts . Though. Integer Programming (IP) can be used 

for the optimal reconfiguration of existing backups, its computational complexity is high. 

Long delay in route reconfiguration involves a risk th a t  some reconfiguration decisions may
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become less beneficial or meaningless, since existing backups can be torn down or new 

channels can be added during the optimization. IP is not a feasible solution particularly for 

a  large-scale network in the dynamic environment. As a practical alternative, we developed 

an iterative optimization method.

T he  flowchart in Figure 2.8 depicts the iterative optim ization m ethod. S tarting with an 

initial p a th  assignment, a  new minimum-cost path of each backup is searched, one at a  time. 

W hen there  is a  new path  which requires less spare resources th an  the original pa th , the  

backup is moved to the  new pa th . The iteration is continued until no further improvement 

is m ade. This algorithm always converges and the number of iterations is bounded by the  

square o f  the total number of backups in the network, as the to ta l  cost (i.e.. network-wide 

sum  of spare resources) monotonicallv decreases as channels are  rerouted. However, the  

final result is not necessarily optim al since we do not explore the  possibility of rerouting 

multiple backups simultaneously. Another reason for sub-optim ality  is the lack of checking 

local optimality. For instance, rerouting a backup over a pa th  with the same or larger cost 

can reduce the cost of o ther backups by a greater margin.

2.4 Evaluation

In this section, we evaluate the performance of backup multiplexing schemes and routing 

mechanisms via simulations. The metric for performance evaluation is the average spare  

resource a t a link to meet the fault-tolerance requirement. The dependability goal assumed 

in this section is single-link failure tolerance.

2.4.1 Simulation Setup

Some general simulation setups which will be used th roughout this thesis are as follows. 

The simulation networks are an 8 x 8 torus (wrapped mesh) network and an 8 x 8 mesh 

network (see Figure '2.9). In the simulation networks, neighbor nodes are connected by two 

simplex links, one for each direction, and all links have an identical bandwidth. To obtain 

a  similar to ta l  capacity for both networks, we set the link capacity  of the  torus network to 

200 M bps and set tha t  of the mesh network to 300 Mbps.

P -connections  are established incrementally, one at a  time. Channels of each D-connection 

are rou ted  disjointly by a  sequential shortest-path search algorithm . Thus, the primary 

channel is routed first over a shortest path , then the backup is routed without using 

the  com ponents  of the primary channel. Primary channels are  always routed using the
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F i g u r e  2.9: Simulation networks

boundary-routing m ethod  to allow a  wider search space for backup routing.

For simplicity, all P -connections  are equipped with same number of backups, and the 

same traffic model is assum ed for all channels, so each channel requires 1 Mbps o f bandwidth 

on each link of its p a th .  T h e  end-to-end delay requirement of each channel is assumed to 

be met if the channel p a th  is not longer than the  shortest-possible pa th  by more than  '2 

hops. A total of 4032 connections are established incrementally, so th a t  there may exist a 

P-connection bet%veen each node pair. i.e.. 64 • 63 =  4032.

R e m a r k s :  YVe sim ulated a regular topology network with a relatively high connectivity.

This is because dependability  guarantees are impossible to  make on networks with low 

connectivity, and sim ulations over a regular topology may reveal the general properties 

of the scheme under tes t  w ithout being influenced by topological randomness. Note that 

the  future backbone netw orks are expected to have higher connectivity than  the current 

Internet, so th a t  k -ary rc-cube topologies (like meshes) are reasonable to consider.

2.4.2 M easurem ent of Spare Resource Overhead

YVe first measure the  average spare bandwidth for various backup configurations. In this 

simulation, the boundary-rou ting  method was used for both  primary and backup routing. 

Figure 2.10 and 2.11 show the  simulation results. The 'network load’ is a metric to  indicate 

the ratio of the  to ta l bandw id th  consumed by all primary channels to the  to ta l  network 

bandwidth capacity. T he  establishment of 4032 connections resulted in a 33 ~  34% network

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



without muxing 
with muxing

£  20

mc.
(Si

10 20
Network load (%)

30

(a) Single backup in 8 x 8 torus

without muxing — 
with muxing —40

30

20

10

0 10 20
Network load (%)

30

(b) Single backup in 8 x 8 mesh

F i g u r e  2 .10: Average spare-bandw idth  reservation under deterministic multiplexing
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load in both torus and mesh networks.

For deterministic multiplexing, the single backup configuration is sufficient to to tolerate 

any single link failure. So. the algorithm in F igure 2.1 (a) was employed.

For probabilistic multiplexing, single and  double backup configurations were simulated 

in the torus network, but only the single backup configuration could be simulated in the 

mesh network because of its topological lim ita tion . Seven different multiplexing degrees 

were applied in each backup configuration. In the  double backup configuration, the same 

multiplexing rule was applied to both first and  second backups. The notation 'm u x = o '  

means tha t  two backups are multiplexed when their prim ary channels share less than a  

network components, i.e.. u =  aA. ■mux=0’ has the same effect as disabling multiplexing. 

The results of 'm u x = 2 ‘ and ’m ux=4 ' are no t p lo tted  in Figure 2.11. because, due to the 

nature of channel routing, they were very close to  the  cases of 'm u x = 3 ' and ‘mux=5". 

respectively. Two channel paths are not likely to  share two nodes without sharing a link 

between the nodes, so the results of ■mux=2? and  *m ux=3‘ are very close to each other. The 

case of sharing two consecutive links (i.e..‘m ux=4* and *m ux=5’) can be reasoned similarly.

There are several interesting observations to make from the simulation results.

(i)  The network capacity is reduced by m ore than  50% for each backup when backup 

multiplexing is not applied. It is because som e backups are routed over longer paths than 

their corresponding primary channels and th e  pa ths  of second backups become longer than 

those of the first backups. For example, in a  to rus  network, there are usually two shortest 

disjoint paths between any two nodes th a t  a re  more than  one hop apart .  If the source and 

destination nodes lie on the same principal axis and the distance between the two is not 

exactly one half of the torus dimension, the re  exists only one shortest path. Therefore, 

without backup multiplexing, the use of m ultiple backups will lower the network utilization 

to an unacceptably low level.

(ii) Comparison between Figure 2.10 and  th e  single backup configuration with ■mux=3" 

in Figure 2.11 shows tha t  deterministic multiplexing requires smaller spare resources than 

probabilistic multiplexing, while both guaran tee  100 % tolerance to any single link failure.

It is expected considering that deterministic multiplexing reserves minimal spare resources 

to tolerate deterministic failures. The dependability  QoS measurement in Chapter 4 will 

reveal each scheme's capability of tolerating o th e r  failure types.

(iii) Under probabilistic multiplexing, th e  overhead of multiple backups becomes close 

to that of a  single backup, when high multiplexing degrees are  used. See the case of ,m ux=6’ 

in Figure 2.11 (a) and (b). This result is significant for the  dependability QoS comparison
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F i g u r e  2.11: Average spare-bandwidth reservation under probabilistic multiplexing
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in C hap ter  4.

( iv )  In the  mesh netw ork, the  reduction of spare bandwidth by backup multiplexing is 

not as much as in the to rus  network. This is because the absence o f  wrapped links in the  

mesh network makes the  primary-channel paths more concentrated on the central region o f  

the network, thus discouraging multiplexing among their backups.

We performed o ther  simulations with inhomogeneous traffic, such as mixed bandw id th  

requirements or hot-spots  in resource reservation. The results indicate tha t  the efficiency 

of backup multiplexing is relatively insensitive to  network traffic conditions, but is m ore 

sensitive to  network topology. In general, backup multiplexing is less effective in a sparsely- 

connected network, because there  are a  smaller number of possible backup pa ths , and  

hence, backups have to sha re  the same links even if they are related, which hinders effective 

resource sharing among backups. For example, since the routing space o f  the mesh network 

is smaller than  th a t  of the  torus network, the overall performance of backup multiplexing 

is degraded in the mesh network, as compared to in the torus network.

2.4.3 Comparison o f R outing Heuristics

For comparison of rou ting  heuristics, we used smaller simulation networks. In the  sim u­

lation. the  algorithm in Figure 2.1 (a) was used for deterministic multiplexing, and *m ux=3’ 

was applied to  the single-backup configuration for probabilistic multiplexing.

The first experiment (Case 1) was conducted in a 5 x 5 torus network. The bandw idth  

requirement of each P-connection was identical, so each channel (both  prim ary and backup) 

required 2% bandwidth on each link of its paths. The end points of each P-connection were 

evenly d istributed across the  network. A total of 600 P-connections were established, such 

that  there existed a P-connections between each node pair. i.e.. 25 • 24 =  600.

As a  result of establishing 600 P-connections. the network load became 30%. Figure 

2.12 shows the simulation results for Case 1. The average amount of spare  resource required 

without backup multiplexing was 36% of total network capacity. We call this value 'backup 

load." In this case, the overhead of backup channels without multiplexing is 36/30 x LOO =  

120%. The average spare  bandw idth  by the initial routing method is depicted as a  bar. 

while the  reduced spare bandw id th  after the iterative optimization is labeled with

Then, we relaxed the homogeneity condition of Case 1 in next experiments. In Case ‘2. 

the bandwidth requirement of each P-connection was not identical, b u t  th ree  types of con­

nections were mixed: 1/3 connections of 1% bandwidth, 1/3 connections o f '2% bandwidth , 

and the remaining 1/3 connections of 3% bandwidth among a  total o f  600 P-connections.
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F ig u re  2 . 1 2 : Case 1 (netw ork load =  30%. backup load =  36%)

The selection of connection end-points and the  network topology were the same as Case 1 . 

Figure ‘2.13 shows the sim ulation results.

In Case 3. while keeping o th er conditions the  same as Case 1 . the selection of connection 

source nodes was restricted  such th a t all connections were originated from only 1 ‘2  random ly- 

selected nodes am ong '25 nodes. The destina tion  nodes were evenly distributed as in Case 1 . 

so that the pattern  of resource reservation had hot-spots around the selected source nodes.

The simulation results are shown in Figure ‘2.14.

In Case 4. we established 600 2?-connections in a 5 x 5 mesh network. The source/destina tion  

nodes were evenly selected, but the bandw idth  requirem ent of each channel was set to  1% 

instead o f ‘2%. considering the  sm aller netw ork capacity  of the mesh. The resultant netw ork 

load and backup load were ‘25% and 30%. respectively. The sim ulation results are presented 

in Figure 2.15.

Generally, both determ inistic  and probabilistic multiplexing reduced spare resources 

significantly, regardless of th e  network conditions and routing heuristics. Some observations
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from the sim ulation results and their im plications are summarized below.

( i)  For the initial rou te  selection, those heuristics which include / 3 as a  prim ary com­

ponent (i.e.. R3, R8 . R9 ) outperform ed o ther heuristics by a large margin. Meanwhile the 

performance of R2 was not much be tte r than  th a t of Ro or R(. These results suggest that 

the general-purpose heuristics like f \  and / 2  are less effective for backup routing than  those 

heuristics which directly  take advantage of backup multiplexing. In addition, the  perfor­

mance was improved by properly combining basic cost functions. R5 and R7  outperform ed 

Ri and R2 . and bo th  Rg and R9 did over R3 .

(ii)  Inhomogeneous network conditions degrade the perform ance of backup m ultiplex­

ing. W ith mixed bandw idth  requirem ents (C ase 2), the efficiency of backup multiplexing 

was degraded, though not significantly. Perform ance loss was also observed in Case 3. It 

is because channel rou tes were concentrated  on the hot spots, thus discouraging backup 

multiplexing. The sam e explanation is possible for Case 4. in which channel routing is more 

concentrated around the  central area  o f the  netw ork than in the torus.
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F ig u re  2 .14 : Case 3 (netw ork load =  30%, backup load =  36.2%)

(iii)  W hile the im pact of iterative optim ization was not substan tia l in the heuristics 

which use / 3 as a prim ary cost function, it was more significant in o ther heuristics. For in­

stance. the  spare bandw idth using R2 yielded a  sim ilar level to  R) before the op tim ization , 

but becam e much smaller than Ri a fter the op tim ization . . T he large im provem ent by 

iterative optim ization implies th a t the perform ance o f th e  corresponding heuristic is sensi­

tive to  the  order of channel establishm ents. The m inor im provem ent by optim ization w ith 

/ 3 -contained heuristics hints th a t w ith those heuristics, we can set the  interval of periodic 

optim ization  to  a  large value.

2.5 Summary and Conclusion

In th is chapter, we presented the  procedure o f backup estab lishm en t. For each prim ary 

channel, backup routes are pre-determ ined and spare  resources are reserved in advance 

along w ith  the routes for guaranteed  failure recovery. To reduce the am ount of spare
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resources, we developed backup multiplexing m ethods which allow resource sharing am ong 

"unrelated" backup channels. By controlling the am ount of spare resources, the netw ork 

can provide different dependability  levels to  different connections. We also developed the 

two-step backup rou ting  approach which consists of an initial routing stage and a route 

optim ization stage.

We then evaluated via sim ulation the effectiveness o f the  proposed scheme under various 

network conditions. T h e  sim ulation results show th a t the  routing heuristics wrhich directly  

exploit the  p roperty  o f backup multiplexing outperform  o ther more general heuristics like 

m inimum -hop rou ting  o r load-balancing rou ting  by a  significant m argin. W ith a proper 

routing heuristic, backup m ultiplexing enables very efficient resource utilization. For in­

stance, only as low as *20-30% resources for active channels are needed to be reserved as 

spare resources to  g u a ra n tee  successful recovery from any single link failures in m esh-type 

networks, while m ore th a n  1 2 0 % spare resources are  necessary w ithout backup m ultiplexing.

There are issues on backup establishm ent th a t we have not addressed in this chap ter. For
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F ig u r e  2 .16 : A counter example

example, when will backup channels be established, together w ith their prim ary channels 

or after establishing prim ary  channel? If backups are established later, will th e  p rim ary  

channels s ta r t services before backups are established? A nother unanswered question is 

whether backups of th e  sam e P-connection are allowed to  overlap with each o ther in their 

paths. It might be inevitable in a low-connectivity network. Such issues should be dealt with 

in the stage of ac tual deploym ent, considering the application and network characteristics.

Appendix 2.A Inapplicability Proof of Deterministic M ulti­
plexing

To apply determ inistic m ultiplexing, resources should be exchangeable between backup 

channels. More specifically, the  underlying re:il-time channel scheme should satisfy  the 

following condition:

On a link, multiple channels can be grouped into a single channel and they can 

be separated into independent channels again i f  needed.

We will prove th a t th is condition is not satisfied in scheduler-based schemes, by showing a 

counter exam ple in th e  RTC scheme [55]. a scheduler-based scheme.

In the RTC schem e, a  real-tim e channel A/, on a link £ is described by a set o f param eters 

(C ,. d ,.p ,) , where C, is th e  m axim um  service tim e on £ for any m essage of channel M ,,  d, 

is the m axim um  perm issible delay for messages belonging to  A/; a t this link, and  p, is 

the minimum m essage in ter-arrival tim e. When a set of channels {A/, =  (C ,. d ,,p ,) ,  i =

5*2
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l . - - - .m }  run on a common link I and the channel set is ordered according to channel 

priorities with M \  being the highest-priority, the tim e required to  process a message of A/, 

in the presence o f higher-priority messages is:

w t{t) = E C j - U / p^  + c ,.
J= I

Suppose at / =  0 the message arrival of a channel coincides with m essage arrivals of all 

o ther channels of equal or higher priority (i.e.. the  worst case for A/, ). T hen, the  message 

deadline of A/, will always be met if W t[ t ) <  c/,. w here t is the  in stan t of A/;'s message 

arrival.

Assume, for exam ple, there are five channels A/j. • • •. A/5  on i  and we want to  group A/ 2 

and A/ 4  into a new channel A/*. A/i"s guaran tee  will not be affected since the new channel 

A/fc need not come before A/ 1 in the channel-priority list. However, the grouping can be 

critical to A/ 3  and  A/5 . The relations between the system -tim e requirem ent and the delay 

requirement of A/ 3  and A/ 5  are illustrated in Figure '2.16 (a), where wi(t) = C\- \ t /p i \ .  The 

priority of A/* should be higher than A/3 , since the guarantee for A/ 2  cannot be achieved 

regardless of the bandw idth reserved for the  channel with lower priority  than  A/3 . The 

bandw idth reserved for A/fc should be g rea ter than  th a t for A/ 2 and th a t for A /4 . If the 

bandwidth requirem ent for A/ 2 is g reater than  th a t for A/4 , simply using the param eter set 

of A/ 2 as th a t of A/fc will work fine. But in the  opposite case, it'k(t) which should be located 

at the position of A/ 2 becomes greater than  iv2(t) as shown in Figure 2.16 (b). Hence, the 

QoS guarantee for A/ 3  will be violated as a  result of grouping .l/ 2 and  A/ 4  into A/fc.

Thus, there is no general way to  find a param eter set which subsum es any of two 

param eter sets, while preserving the guarantees for o th e r channels. A sim ilar argum ent can 

be applied for o th e r  scheduler-based schemes.
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CHAPTER 3

CHANNEL FAILURE DETECTION

In the previous chapter, we described the procedure o f  connection establishm ent prior 

to  the occurrence o f a failure. Here we focus on failure de tec tion , the  first step of run-tim e 

failure recovery. We present two behavior-based detection  schem es: neighbor detection  and 

end-to-end detection. We  then  evaluate their effectiveness th rough  fault-injection experi­

m ents in a labora to ry  testbed . In particu lar, we m easure and analyze the coverage and 

latency of the proposed failure-detection schemes.

This chapter is organized as follows. Section 3.1 p resents the  failure-detection schemes 

under evaluation. Section 3.2 gives an overview of the  fault in jector used for experim ental 

evaluation. Section 3.3 describes the experim ental se tup . Section 3.4 analyzes experim ental 

results. The chap ter concludes with Section 3.5.

3.1 Channel Failure Detection Schemes

Network reliability can be accounted for w ith m essage loss ra te  and recovery delay. 

Conventional com puter netw ork applications such as electronic m ail, file transfer, or network 

file system s do not m andate  fast failure recovery, bu t require reliable (correct) delivery of all 

messages even if it takes a  long tim e. By co n tras t, real-tim e applications require a different 

reliability goal from conventional non-real-tim e app lications. In th is section, we define the 

reliability goal for real-tim e com m unication and present failure-detection schemes to  achieve 

the  goal.

3.1.1 Channel Failure

The usual non-real-tim e datag ram  service is often called ‘best-effort delivery', implying 

th a t the network a tte m p ts  to  deliver messages as quickly as possible by using the avail-
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able resources. Reliable transport protocols for non-real-tim e com m unication guarantee th e  

eventual (loss-free) delivery of messages betw een two end-points. Here, the “grain" of failure 

detection is a  m essage. Message loss can be detected  using behavior-based failure-detection 

schemes. For exam ple, with the ‘positive acknow ledgm ent' m ethod, the receiver informs 

the sender of th e  reception of each message (or a group of m essages), so th a t  the sender can 

detect delivery failures. ‘Negative acknowledgment* is an a lternative , in which the receiver 

detects message losses and requests the  retransm ission of missed messages to  the sender o r 

o ther servers.

The reliability goal of real-time com m unication is not loss-free delivery of messages. In 

contrast to  non-real-tim e messages, the  conten t o f a  real-tim e m essage is meaningful only 

when it is delivered in time. R etransm itting  real-tim e messages in case of their loss or cor­

ruption may be of little use. since their deadline is usually too tight to  allow retransm ission. 

Therefore, loss-free real-tim e comm unication is hard  to  achieve w ithout relying on expensive 

forw ard-error-correction techniques. However, fortunately , many real-tim e applications do 

not require such stric t reliability as 'no message loss a t all". For exam ple, loss of a couple 

of frames in video/voice d a ta  stream s is acceptable. Tem porary m essage losses are also 

tolerable in real-tim e control applications because of the ‘system  inertia" characterized by 

the control system  deadline [8 6 ]. Therefore, the grain  of failure detection is channel failures 

instead of individual message losses. A real-tim e channel is said to  have ‘failed’, if the rate  

of co rrec t1 m essage delivery within a certain  tim e interval is below a  threshold specified by 

the application. T he same failure m anifestation (i.e.. error rate) m ay be acceptable to some 

applications while it may not to other applications.

Since a long service disruption will cause application failures, effective failure detection 

with high coverage and low latency is essential in reliable real-tim e com m unication. For 

exam ple, telephone services require fast failure recovery so th a t hum ans may hardly notice 

the service d isrup tion  caused by network failures. Telephone netw orks employ an expen­

sive failure-detection technique using hardw are duplication /com parison  to  quickly detect 

sw itching-node failures [94]. A key challenge is how to  achieve fast failure detection w ith­

out relying on special hardw are support for real-tim e com m unication in packet-switched 

com puter netw orks. We use behavior-based failure-detection schemes which are similar to  

the failure-detection schemes used for reliable d a ta g ram  com m unication. In what follows, 

we present two failure-detection schemes to  uncover channel failures in real-tim e communi­

cation. These schem es rely on behavior-based techniques can be applied to  any  network.

‘ In term s of both  content and timing.
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F ig u r e  3 .1 : Two nodes connected by dual sim plex links

3.1 .2  N e ig h b o r  D e te c t io n  Schem e

To detect node c ra sh /h an g  failures or perm anent link failures, ad jacent nodes periodi­

cally exchange node heartbeats (**I am alive"). If a  node does not receive heartbeats from 

one of its neighbors for a  certain  period, it considers the silent neighbor failed and stops 

sending heartbeats  to th a t node. A heartbeat scheme is generally specified by two pa­

ram eters: hea rtbea t interval th and a  tolerable num ber, m . of h e a rtb ea t misses. W hen no 

heartbeat has been received for (m  +  I)//, time units, a failure is declared. H eartbeats do 

not carry any useful in form ation , and regular messages can be used as heartbeats. Explicit 

heartbeats are sent only if th ere  are no regular messages for a pre-specified period.

In networks where two nodes are connected by dual simplex links, a node cannot tell 

the difference between the  failure of its neighbor nodes and th a t o f  the  corresponding links 

by exchanging node h e a rtb ea ts  only. Instead of relying on sophisticated  diagnosis, we treat 

all channels running through the  suspected link as faulty. So, when the incoming link from 

a  node fails, the channels on the  outgoing link to the node will be considered failed, even 

if they were healthy. Suppose a  link from node Nj  to node .V, fails (Figure 3.1). Even 

though channels on t , j .  a  link from .V, to Nj .  can continue their services. .V, can no longer 

detect the crash of Nj  o r £,j w ithout healthy £j,. Such a channel should be torn down 

even if the channel itself is healthy. This is reasonable because a channel cannot m aintain 

dependable service if the health  of the channel cannot be m onitored.

3.1 .3  E n d -to -E n d  D e te c t io n  Schem e

This scheme involves both  end nodes of a real-tim e channel. It works as follows. The 

source node, whenever necessary, injects a  channel heartbeat in to  the  channel message 

stream . A channel h ea rtb ea t is a sort of real-time message, and  the  interm ediate nodes 

on a  channel do not discrim inate channel heartbeats from d a ta  m essages. Each channel 

heartbeat contains the sequence num ber of the latest d a ta  m essage. In this way, the desti­

nation node can m onitor the num ber of d a ta  messages lost. If the  message-loss rate of the 

channel exceeds a threshold specified by the application, the  destina tion  node declares that
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the channel has failed.

For each channel, the source node m anages a heartbeat-generation  tim er which is peri­

odically incremented. T he heartbeat-generation  tim er is reset every tim e a message (d a ta  or 

heartbeat) is transm itted  over the  channel. Only when the value o f the  heartbeat-generation  

tim er reaches the m axim um  heartbea t interval h max. an explicit channel h ea rtb ea t is gen­

erated . Therefore, when h max is set to  a  sufficiently large value relative to  the  d a ta  message 

interval, explicit h eartbea ts  will seldom  be generated due to  the  (near) periodic nature 

of real-time messages, thus m aking the overhead of channel h ea rtb ea ts  sm all. The hmax 

value of a real-time channel should be chosen to fit the channel's traffic characteristics. 

In real-time com m unication, a con tract on traffic characteristics and QoS levels is estab­

lished between an application and  the  netw ork before messages are  actually  transferred . 

The network com putes and reserves resources for a real-time channel from this inform a­

tion. Therefore, the hmax value o f a real-tim e channel should be larger than  the channel's 

minimum message interval specified in the QoS contract: otherw ise, the  resources reserved 

for the channel will not be sufficient to  carry  both data  and h ea rtb ea t messages of the 

channel. The smallest possible h eartbea t interval of a channel is therefore determ ined by 

the channel’s traffic characteristics.

3.2 Fault-Injection Tool Set Development

The use of the proposed failure-detection schemes is not restric ted  to  a particular 

system /application. However, its effectiveness is intrinsically rela ted  to m any system- 

dependent issues, such as basic opera ting  system  support, com m unication protocol im­

plem entation. underlying hardw are capability, and so on. To fully explore such issues, we 

have implemented and evaluated the failure-detection schemes on a  labo ra to ry  testbed .

In this section, the fault-injection tool set th a t we have developed for experim ental eval­

uation is described. The basic design principles are first explained, and  the im plem entation 

issues to support the principles are then discussed.

3.2.1 Fault-injection in D istributed Real-Time System s

Fault injection has long been viewed as a  useful means o f tes tin g /ev alu a tin g  fault- 

tolerant systems [49] . 2 Num erous hardw are-im plem ented fault in jectors (H FIs) [5, 38. 67]

2 Although numerous approaches have been proposed for dependability evaluation, the  complexity of 
distributed real-time system s, due mainly to  the intercommunication am ong nodes, makes m ost of the 
techniques intractable except for fault injection into actual prototype system s.
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have been developed and used for various experim ents. However, as the complexity of 

contem porary com puter increases as a  result of using highly-integrated VLSI chips, it is 

becoming m ore difficult, o r nearly im possible, to  evaluate  dependability with HFIs alone. 

On the o ther hand, softw are-im plem ented fault injectors (SFIs) [83. 16. 53. '27. 57] have been 

proposed as less expensive and m ore controllable a lte rna tives. Although SFI techniques 

such as overw riting m em ory or reg ister contents are becom ing popular, they still face m any 

difficulties.

Some requirem ents for fault in jection  in d istribu ted  real-tim e system s are enum erated 

below.

1. The fault model should include faults on com m unication links and com m unication 

adap to r circuitry as well as fau lts  inside a processing node such as memory faults. 

C P I ' faults, or bus faults.

2. The fault injector should be able to  coerce the  whole target system  to follow a certain  

intended execution p a th , which requires it to  o rch estra te  all participants ' behaviors. 

This is not achievable by random ly  selecting fault type  and injection timing.

3. The operational characteristics o f workload should be easily adjustable, especially in 

term s of the  com m unication activ ities.

4. Fault injection and d a ta  collection m ust require as little  modification to the target 

system as possible.

5. The intrusion into norm al execution by fault injection and da ta  collection should be 

minimized and isolated to o b ta in  accu ra te  m easurem ents.

6 . When clocks are not synchronized in the  d istribu ted  system  under test or clock skews 

among different processing nodes are  unacceptably  large, a special tim e-stam ping 

technique w ithout using system  clock should be em ployed.

To satisfy the  above-claimed requirem ents, we have developed an integrated fault- 

injection environm ent called D O C T O R  (in tegrateD  sQ ftw are-im pIem ented fault injeCTiQ n 

enviR onm ent).

3.2.2 Organization of D O C TO R

Figure 3.2 depicts the o rgan ization  o f D O C TO R . In the d istribu ted  system architec­

ture assum ed, a  host com puter works as a  console node and  several processing nodes are 

connected via a  'system  netw ork’ an d  linked to  the host node by a  'development netw ork.’ 

Each node can be a  bus-based m ultiprocessor system .
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F ig u re  3 .2 : T he organization of D O CTO R

D O CTO R provides a com plete set of tools for au tom ated  fault-injection experiments: 

fault selection tool, fault injector, synthetic  workload generator, d a ta  m onitor, post data  

analysis tool. The fault-selection tool. EGM  (Experim ent G eneration M odule) is responsible 

for generating a set of fault instances to  be injected. ECM (Experim ent Control M odule) and 

FIA (Fault Injection Agent) composes the fault injector. ECM is the  run-tim e experiment 

m anager and FIA perform s actual fault injections under ECM 's control. SWG (Synthetic 

Workload G enerato r) is to  generate various artificial workloads. T he d a ta  m onitor. HMON. 

collects the experim ental d a ta  at run tim e. DAM (D ata  Analysis M odule) analyzes the 

collected d a ta  off-line afte r com pleting the  experim ent.

The first role o f  EGM is to  analyze the executable images of workloads which will be run 

on the target system . A workload could be run on a  single processing node or be distributed 

among a num ber o f nodes. The user can use real program s as w orkloads, or can rely on 

SWG for artificially-generated workloads. In e ither case, the svm bol-table and object-code 

information are ex trac ted  to  be referenced for the  purpose of fault-instance generation. The 

second role o f EGM  is to parse the ‘experim ent description file' supplied by the user and 

to  generate the ‘experim ent param eter file’. EGM  generates an experim ent param eter file 

for each node involved in the  experim ent. Each experim ent pa ram ete r file contains the 

experiment plan such as the  inform ation abou t fault types, injection tim ings, the s ta r t/q u it 

of each experim ent, and so on.
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ECM  functions as an external controller of FIA. In a  fault-injection experim ent, one of 

the factors th a t determ ine the quality of analysis results will be the  num ber of ru n s . 3  There­

fore. it is very useful to  au tom ate  m ulti-run experim ents. The key problem in experim ent 

au tom ation  is the synchronization and re-initialization o f several processes involved. The 

level of re-in itialization required depends on the s ta tu s  of th e  target system after com pleting 

each run. In some cases, it may be necessary to reset the  whole system , and in som e o ther 

cases, the  res ta rt of workloads may suffice. ECM utilizes the experiment p a ram ete r files 

supplied by EGM  and sends proper commands to  FIAs ab o u t the  fault injection plan and 

the synchronization o f each run. ECM also sets up an experim ent environm ent by down­

loading executable im ages o f the workload. FIAs, and even system  software if needed. FIA 

receives com m ands from ECM and executes them  by injecting faults or m aking workloads 

w a it /s ta r t /s to p . It also reports its activities to  HM ON, such as the  injection tim e, location, 

type. e tc . FIA runs as a  separate process (or runs on an in terrup t th read  depending on 

fault types to  be injected) on the same processor where th e  workload is running.

One distinct s tru c tu ra l feature of DOCTO R is the separa tion  of software com ponents 

of the  host com puter from those of the target system . T hus. ECM runs on the host com­

puter while FIA runs on the target system . It has the  advantage of reducing the run-tim e 

interference with the ta rg e t system caused by fault injection, because only essential compo­

nents are executed on th e  target system . A nother advantage is higher portab ility  since the 

highly system -dependent part is isolated from the rest. It also eases the synchronization of 

m ultiple ta rg e t nodes, i.e.. orchestrating the execution of th e  d istributed system  under test.

In the  rem ainder of this section, we discuss the im plem entation of the fault in jector and 

the d a ta  m onitor in m ore detail.

3.2.3 Software-im plem ented Fault Injection

Faults affect various aspects of the system s ta te  or operational behavior, such as m emory 

or register contents, program  control flow, clock value, the condition of com m unication links, 

and so on. M odifying m em ory contents has been a  basic technique of software-im plem ented 

fault injectors. Faults a re  likely to (eventually) con tam inate  certain  parts of m emory, so 

m em ory faults can represent not only RAM errors but also em ulate faults occurring in the 

o ther pa rts  of the  system . Though the memory fault model is quite powerful, some faults 

may affect system  m em ory contents in a very subtle  and nondeterm inistic way. and hence, 

it is very difficult to  em ulate  such a  faulty behavior w ith m em ory fault injection alone.

3Each fault-injection experim ent with specific workloads is called a ra n .
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For instance, it is difficult to  em ulate erroneous com m unication-related functions by ju st 

changing m em ory contents. A more sophisticated fault model is therefore required.

D O C TO R  supports  the injection of a variety o f faults and erro rs, ranging from low- 

level faults such as m em ory or processor faults to  high-level errors such as com m unication 

errors or system -behavior-level errors (e.g.. m aking processes slow or fast, term inating  or 

suspending processes, co rrup ting  clock/tim er services, or corrup ting  system -call services). 

In essence, low-level faults a re  injected into addressable storage space, such as caches, main 

memory, and C P U  registers, while higher-level errors are injected by m anipulating message 

transm ission services o r system  software services. In real-tim e system s where tim e is the 

most precious resource, fault injection must be performed with m inim um  overhead to  the 

target system . O therw ise, th e  correctness of the validation itself becomes questionable. To 

this end. only essential functions are performed on the sam e processor under test (i.e.. 

by FIA) and relatively sim ple fault-injection techniques which a re  described below are 

employed. (D etails on the  fault-in jector im plem entation can be found in [44].)

M e m o ry  f a u l t :  C ontents o f the cache or main mem ory are co rrup ted . T he fault injection 

target can be e ither explicitly specified by the user, or chosen random ly from the 

address space using th e  symbol table and object-code inform ation. For b e tte r  con­

trollability. D O C TO R  allows faults to be injected only into a  certain  memory section 

of a p articu la r target task , such as text area, global variable a rea , or stack /heap  area.

P r o c e s s o r  f a u l t :  CPU  faults can occur in d a ta  registers, address registers, the d a ta  fetch­

ing unit, control registers, the op-code decoding unit. ALU. and so on. However, 

accessibility to  hardw are com ponents is usually lim ited. To overcom e this difficulty, 

we inject erroneous effects ra ther than faults themselves, by em ulating the conse­

quences o f C PU  faults in the architecture-independent level; hence, the contents of 

CPU registers or instruction  codes are used as the targe ts  o f fault injection. The 

tim ing of fau lt injection can be random ly selected or can be controlled to be the time 

when a  specific task  o r instruction  is executed. Bus faults can be em ulated as well, 

by co rrup ting  the conten t of an instruction ju s t before its execution and restoring it 

after the  in struction  cycle. Similarly, various types of faults in th e  processing unit can 

be em ulated , such as ALU errors and instruction fetching unit errors.

C o m m u n ic a t io n  e r r o r :  E rrors in comm unication links can be em ulated  using a special 

fault-injection layer inside the protocol stack. The user can define the intended fault 

behavior, while some pre-defined fault types are supported  including message loss.
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corruption, delay, and  dup lication . Fault injection tim ing /dura tion  can be specified 

by either tim e or m essage h isto ry  (e.g.. dropping several consecutive m essages of a 

certain type).

Evaluation of a fau lt-to lerance  m echanism  needs a  system atic fault-injection plan, and 

thus, the capability o f injecting a  p ro p er fault instance into a proper location a t a  proper 

time is essential. One im portan t aspect of our fault model is its fine contro llab ility  of 

the fault-injection tim ing . D O C T O R  supports th ree tem poral types of faults: transien t, 

in term itten t, and perm anen t. A tran sien t fault is injected only once, and an in te rm itten t 

fault is injected repeatedly. W hen in jecting  an in term itten t fault, the user can specify such 

param eters as the fault recurrence in terval by probability distributions. Besides th e  random  

injection tim ing control. D O C T O R  allows the user to  design fault-injection scenarios with 

user-specified tim ing con tro l in e ither tim e-based specification or history-based specification.

3.2.4 Non-intrusive Data M onitoring

The d a ta  m onitoring  instrum ent to  trace  the  run-tim e behavior of the  system  under 

test or to collect various dependability  param eters is an im portan t com ponent in fault- 

injection experim ents. C onventional hardw are m onitors probe a  fixed num ber o f physical 

signals to obtain  low-level d a ta . T hough  such hardw are m onitors elim inate interference 

in the m onitored system , they lack th e  ability o f catching a wide range o f software-level 

events. Meanwhile, softw are-im plem ented m onitors can cause unpredictable interferences. 

Such software m onitors usually rely on the  operating  system service to  snapsho t the tim ­

ing of a certain event occurrence. T herefore, the overhead of intensive tim e-stam ping  may 

sometimes be unaccep tab le  for real-tim e system s. The problem of tim e-stam ping  is compli­

cated even further in d istr ib u ted  system s where events can occur asynchronously in different 

processors. C om parison o f tim e-stam ps is m eaningful only if the clock services a re  synchro­

nized with sufficient accuracy. It is not a  practical assum ption for some experim ents since 

the typical clock skew bound  is in the  o rder of millisecond, while the  required tim e-stam p 

resolution may easily reach the m icrosecond order.

To overcome the lim ita tion  o f pure  hardw are m onitors and software m onitors, we have 

developed a hybrid d a ta  m on ito r . 4 W e envision the d a ta  collection process consisting of 

three steps: event p robing , tim e-stam ping , and event logging. Event probing is done by

* Young utilized a hardw are/so ftw are hybrid m onitor [105], where a commercial logic analyzer was used 
to probe hardware signals and  a  software m onitor checked the  system sta tus to  assist the control of hardware 
monitor. However, this approach  is more oriented  toward hardware monitors, and its m ajor concern lies in 
the measurem ent o f low-level system  activities.
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the special code inserted into the m onitored ob jec ts, such as system  software, application 

program , com m unication protocol stack, or fau lt-to leran t mechanisms. Events may include 

system call invocations, context switches, in te rrup ts , fault injections, fault detections, and 

so on. The probed events are tim e-stam ped and logged by the hardware m onitor. A 

hardw are m onitor is assigned to  each processing node in a distributed environm ent, and 

a special tim e-stam ping  mechanism is devised to guaran tee  th a t the events from distinct 

processors can be com pared as if their tim e-stam ps are generated  by a centralized clock.

HMON is im plem ented as a separate  board  to  reduce the  hardw are dependency on the 

processor board  and  to  allow a HMON to be shared by several processor boards on the 

same backplane bus°. The logical arch itec tu re  of HMON is shown in Figure 3.3. In the 

current im plem entation. 1 Mega SRAM is used for d a ta  logging purpose, and ‘25 nanosecond  

resolution tim e-stam p is generated by in ternal hardw are tim er. The function of HMON is 

passive. It has a  m em ory-m ap interface, so when a certain  address in the mem ory-m ap is 

accessed, it perform s a  pre-specified action. For exam ple, when a memory write operation 

is requested at specific addresses, the  d a ta  content is com bined with a  tim e-stam p to  make 

a logging entry, and  the new entry  is stored into HMON memory. The da ta  collected in 

HMON m emory is dum ped to the disk during experim ents o r after experiments. (Details 

on the HMON im plem entation can be found in [39].)

For d istribu ted  d a ta  collection, a  dedicated simple netw ork, called ‘HMON netw ork.’ 

is used to connect HMON boards. Each HMON has one o u tpu t port and 7 input ports 

to comm unicate w ith  o ther HMONs, and two HMONs are  linked using a tw ist-pair cable. 

Rather than synchronizing the internal tim er o f each HM ON. we chose an indirect way. W hen 

a signal comes th rough  an input port, the  identifier o f the po rt is w ritten with current time-

5Currently a  VM E bus.
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F ig u re  3 .4 : Configuration of the experim ental p latform

stam p  into HMON memory. The HMON which generates the signal also logs the event 

w ith its tim e-stam p. so th a t in the post analysis all the  events can be to tally  ordered by 

tim e-stam ps.

3.3 Fault-Injection Experiment Setup

In this section, we describe the hard w are/so  ft ware configuration of our experimental 

p latform  and the specification of fault-injection experim ents which are  conducted on the 

platform .

3.3.1 Testbed

As shown in Figure 3.4. the experim ental p latform  consists of th ree  nodes. Nodes 1-3. 

Each node is a VME bus-based m ultiprocessor system  with M otorola 68040 microprocessors. 

In each node, a CPU board  (labeled as NP) is dedicated to  com m unication processing, 

while a  separate CPU  board (labeled as AP) is used for application processing. As a 

com m unication fabric between nodes, a network interface board (NI) featuring the ’ANSI 

Fiber Channel 3.0 s tan d a rd '[l]  is equipped with each node. In add ition , a HMON board is 

added to  each node for d a ta  collection. Node 1 and Node 2 are connected by two simplex 

links (i.e.. optical fibers), one for each direction. The sam e type of connection exists between
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Node 2 and  Node 3. The host m achine is connected to nodes through  an E therne t (i.e.. 

developm ent netw ork). Nodes are  not equipped with disks, and app lication /system  softw are 

is dow nloaded from the host m achine.

An extended  version of the  pSO S+m real-tim e OS [93] is used for A P 's system  soft­

ware. T he A P-side software is not im p o rtan t in our experim ent, since APs run very sim ple 

applications which request m essage delivery to  the associated NP. and retrieve m essages 

received by the  NP. NP employs a  derivative of r-kernel 3.1 [77] as a  system  executive and 

a su b s tra te  for building the pro tocol stack . Since NPs do not run  user tasks, we disabled 

the v irtual address m anagem ent o f .r-kernel. Thus, all tasks in N P are executed w ith in  a  

single (kernel) address space. M em ory protection of x-kernel was also disabled to  m inim ize 

the overhead.

Each N P features the real-tim e com m unication scheme described in [55]. F igure 3.5 

gives an overview of the NP pro tocol stack. The protocol stack includes protocols for 

application program  interface (A P I), netw ork management (N M ). rem ote procedure call 

(RPC ’ ) . 6  transport-level fragm entation (F R A G ).' netw ork/data-link  layer (H N E T ). and  the 

device driver for network interface boards (D D ). The API protocol exports routines th a t 

applications can use to  set u p / te a r  down real-time channels and  perform d a ta  tran sfe r 

on the channels. The RPC protocol is used by the NM protocol for tran sm itting  channel 

e stab lishm en t/teardow n  messages. T he  HN ET protocol provides th e  function of th e  netw ork 

layer and p a rt of the data-link layer. T he run-tim e message scheduler is also im plem ented 

in it.

The NP system  software, x-kernel. uses a non-preemptive scheduling policy w ith  32 

priority levels for task  scheduling, and  its protocol processing is based on the process-per- 

message m odel. W henever a  m essage arrives a t a network device o r needs to  be tra n sm itte d  

into the netw ork, a  process (or th read ) is created to shepherd the  message th rough  the 

protocol stack: this eliminates ex traneous context switches encountered in the usual process- 

per-protocol m odel. Once a protocol th read  is scheduled, it runs w ithout preem ption until 

completion o f protocol processing. W hile the  process-per-message model suffices for best- 

effort m essages, it introduces com plexity  for m aintaining QoS guaran tees and perform ing 

traffic policing. For this reason, we im plem ented the run-tim e message scheduler as a 

special th re a d  th a t is created a t system  s ta rtu p  and runs a t the  h ighest-priority  level. 

Im plem entation details can be found in [70].

A node-heart beat generator also runs as a separate task. It is periodically executed and

6A modified version of r-kernel’s CHAN protocol.
'A  modified version of x-kernel’s BLA ST protocol
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F ig u r e  3 .5 : T he protocol stack  in NP

checks the values of special flags, each of which is associated with a link and is set whenever 

a  message is tran sm itted  over th e  link. If the flag is not set when a heartbeat genera to r is 

invoked, a  new h eartbea t is genera ted  and sent over the corresponding link. The h ea rtb ea t 

checking is done in a  sim ilar way. T he heartbeat checker regularly checks the set o f flags 

which are  set when a  m essage is received over the associated link. The heartbeat checker 

resets the  flags after checking. If the  heartbeat checker finds a flag not set for a longer 

th an  the specified period, it declares a  failure detection. Channel heartbeat generation and 

checking is done similarly.

3 .3 .2  E x p e r i m e n t  G o a l

The end-to-end detection schem e will uncover all channel failures, so the main concern 

is its detection latency. U nder th is scheme the destination  node has to  wait for th e  loss 

of a specified num ber of m essages before declaring a  failure occurrence. Thus, the  failure 

detection latency is tigh tly  coupled w ith the definition of channel failure.

The neighbor detection schem e has a  much weaker dependency on the underlying failure 

definition than  the  end-to-end  schem e, because it m onitors the behavior of a neighbor 

node, ra th e r than  th a t  of a  real-tim e channel. Therefore, one can achieve smaller detection 

latencies with the  neighbor schem e th an  with the end-to-end scheme. However, in the
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F ig u re  3 .6 : Real-tim e message passing at run-tim e

neighbor scheme, there is a  possibility th a t  a  node is not operating  correctly in term s 

of message forwarding, but still generates node heartbea ts  or propagates part of regular 

messages. In such a case, the  neighbor scheme will result in a less than perfect detection 

coverage. Even though the faulty node becomes silent eventually, the detection latency may 

be larger than that of the end-to-end scheme.

The im plem entation o f the  neighbor detection scheme may influence its performance. 

For instance, instead of running  as a separa te  task , the  heartbeat generator can run on 

top o f the clock in terrupt th read . However, we have not used this im plem entation option 

because of the following two draw backs. F irst, execution time of the clock in terrupt handler 

is extended, during which o th e r in te rrup ts  are disabled. Second, even when the OS task 

scheduler or the message scheduler hangs, heartbea ts  will still be sent out. which will lower 

the detection coverage. Not only the m echanism  of generating heartbeats but also the 

transm ission path of hea rtb ea ts  is im p o rtan t. In general, the closer the transmission path  

of heartbeats is to  that of regular real-tim e messages, the  higher the detection coverage will 

be. In the experim ent, we tested  two heartbeat-transm ission  mechanisms:

(i) Sending heartbeats as best-effort messages (option 1).

(ii) Sending heartbeats as real-tim e messages (option '2).

Figure 3.7 depicts the transm ission p a th  of heartbea ts  in two im plem entations. At an 

interm ediate node, only the  bo ttom  two protocols. H N ET and DD. are executed for mes­

sage passing, as illustrated  in Figure 3.6. NM and R PC  protocols are used for channel

establishm ent and API and FRAG protocols are executed only at end-nodes.

The overall experim ental goal is to  m easure the performance o f the neighbor detection 

scheme (i.e.. its detection coverage and latency) and to  examine if and how much sending
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F ig u re  3 .7 : Two im plem entations for heartbea t transmission

node-heartbeats as real-tim e messages can enhance the detection coverage of the neighbor 

detection scheme.

3.3.3 Experiment Specification

In th is section, we form ulate the  fault-injection experim ent using the F A R M  specifi­

cation m odel [5]. There are four m ajo r a ttr ib u te s  of a  fault-injection experim ent: a set of 

faults F .  a set of activations A .  a set o f readouts R ,  and a set of derived measures M .

As th e  A  a ttr ib u te  which specify the workloads used to  exercise the system , real-time 

channels were established from Node 1 to  Node 3 through Node 2 on the testbed. The end- 

to-end delay requirem ent of the real-tim e channels was set to 30 msec and the application 

program  generated  real-time messages regularly once every 50 msec without any burst. Since 

messages were generated periodically, no ‘channel h e a rtb ea t ' needed to  be injected into the 

message stream  of real-time channels. A channel failure is said to occur if no message is 

delivered for more than -100 msec. The interval of ’node h eartbea ts ' was set to  60 msec 

and the tolerable num ber of (node) hea rtbea t misses was set to  2. Hence, if heartbeats are 

not received for three consecutive hea rtb ea t intervals (i.e.. ISO msec), a failure is declared 

(detected).

As th e  F  a ttr ib u te , three classes o f faults were injected: memory faults. CPU register 

faults, and  comm unication faults. M emory faults were injected only into the text area of the 

target program s at random ly-selected tim es. T he effects of memory faults in the da ta  area 

can be covered largely by CPU register faults, since m em ory variables are typically loaded 

into registers. To em ulate CPU faults, the  values of d a ta /ad d ress  registers were corrupted. 

T im e-driven triggering was not very effective in injecting CPU register faults in our platform .
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F ig u re  3 .8 : Failure-detection latency

It is because m essage threads are created  and destroyed very quickly and  thus. CPU  is idle 

for a large portion  of tim e, unlike usual fault-injection experim ents in which application 

program s run continuously. To increase the fault-activation rate , a different m ethod was 

used to trigger a  C PU  fault-injection: i.e.. when a certain  instruction is executed, a fault 

is injected into the  register used by th e  instruction . In addition, we injected faults into 

C'CR to study  the effects of faults in control registers. To maximize the  chance of fault 

activation. C’CR faults were injected when conditional branch instructions were executed. 

We also em ulated the faults in (physical) com m unication links. T he fault-injection layer 

was inserted betw een DD and H N ET. Since the results of such com m unication errors as 

message drop or m essage da ta  corruption  are straightforw ard , we injected corruption  errors 

into the message header part.

All of the  injected faults were transien t single-bit toggle faults. According to  the common 

practice in softw are-im plem ented fault injection, we use the term  ’tra n s ie n t ' to  mean the 

opposite to ’p e rm an en t'. For exam ple, register faults are transient in th a t the  corrupted 

register contents can be overw ritten by the subsequent instructions. A com m unication fault 

corrupts the header o f only one m essage, so it is also transient. T he faults injected into 

memory are also tran sien t, but. since the  program  tex t area is corrup ted , they will have 

properties sim ilar to  perm anent m em ory faults. Since we are interested in detecting  failures 

of real-time channels a fter their estab lishm ent, faults were injected only in to  the NP of 

the interm ediate node, Node ’2. in which only HNET and DD protocols are executed. In 

addition to H N ET and DD protocols, two OS m odules, the task m anager (T M ) and the 

clock service (C S), were included in fault-injection targe ts .

As the R  a ttr ib u te , HMON collects tim e-stam ped d a ta  of such events as message gen­

eration, message relay, message reception, fault injection, failure detection , and heartbeat 

generation /recep tion . Note th a t we need the d istribu ted  m onitoring feature , since these
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events are generated by different processing nodes.

A fter each experim ent, we calculated  (i) the channei-failure ra te , and (ii) failure-detection 

coverage/latency of two detec tion  schemes. These correspond to  the  M  a ttr ib u te . First, 

the result of each fault in jection  is classified into 3 categories: no error, tolerable error, 

channel failure. The channei-failure ra te  is then com puted as the  ra tio  of the  third case 

to all cases. The failure-detection coverage is the percentage o f detections am ong the runs 

in which channel failures had occurred . W hen calculating th e  coverage of the  neighbor 

scheme, we excluded the case when the  neighbor scheme detects a failure which had already 

been detected  by the end-to -end  schem e. T he failure-detection latency is com puted as the 

duration  between the tim e of th e  last message delivered correctly  and the tim e of failure 

detection. (Figure 3.8 illu s tra tes  the  failure-detection latency o f two detection schemes.)

3.3.4 Fault-injection E xperim ent Sequence

T he experiment controller. EC'M. on the host machine com m unicates w ith FIAs in the 

target nodes through an E th e rn e t. To avoid the interference caused by fault injection, the 

function of the FIA in N P is m inim ized: the communication w ith EC'M is done by a FIA 

proxy in AP. and the FIA in N P com m unicates with the FIA proxy th rough  the VME bus. 

The FIA proxy is also responsible for controlling HMON and uploading the collected data  

by HMON.

To synchronize the s ta r t  and  the  end of each run. dum m y FIA s and  FIA proxies were 

also executed at Node 1 and  3. T he  experim ent was fully a u to m a te d , so th a t m ulti-run 

experim ents were done w ithou t hum an intervention. Each run consists o f 6  sequential steps:

S te p  1: EGM generates a  fau lt-in jection  script for the run. (S crip ts  for m ultiple runs can 

be generated at o n ce .)

S te p  2 : ECM downloads system  softw are (including com m unication subsystem ) and fault- 

injector software to N Ps and  A P s. and remotely boots the  ta rg e t system .

S te p  3: W hen the connection betw een ECM and FIA proxy is ready, ECM sends the 

curren t fault-injection scrip t to  FIA proxy.

S te p  4: FIA waits until app lications establish real-time channels.

S te p  5: After the message transm ission  is s ta rted . FIA injects a  fault (o r m ultiple faults)

and HMON collects d a ta .

S te p  6 : W hen the pre-specified experim ent duration is reached, the  collected d a ta  is up­

loaded to  ECM, and FIA  proxies reset all nodes for the next run .
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3.4 Analysis of Experimental Results

In this section, we analyze the experim ental results collected from m ore th an  15.000 

runs. Each run took about 70 seconds: 40 seconds for experiment setup +  30 seconds 

for executing the  experim ent. The sam e experim ents were conducted w ith two differ­

ent im plem entations of the neighbor detection  scheme. In the first set o f experim ents 

( E xperim ent-1). node-heartbeats are tra n sm itte d  as best-effort messages. In th e  second set 

of experim ents (E xperim ent-2), node-heartbeats are transm itted  as real-tim e m essages over 

a special-purpose real-tim e channel.

3.4.1 Fault M anifestations

Tables 3.1 shows the composition o f fault m anifestations when node hea rtb ea ts  are sent 

as best-effort messages. The fault m anifestations differed by fault types and locations. For 

example, fault injection into address registers resulted in a higher channei-failure rate , while 

the fault injection into d a ta  registers resulted  in a lower channei-failure rate. Faults injected 

into CS had a relatively low activation ra te , as com pared to  TM. The fault m anifestations 

when node heartbeats are sent as real-tim e messages are summarized in Table 3.2. The 

fault instances injected in Experim ent-2 m ight be different from E xperim ent-1 . because 

fault instances were random ly generated for each run. As a result, though the overall trend  

of fault m anifestations is similar, the values in Table 3.2 do not exactly m atch the values 

in Table 3.1. Even if the same fault instances were injected, we might not get the sam e 

results. In general, the repeatability  of fault-in jection experiments is not very high, because 

the granularity  o f controlling the injection tim ing  is usually too coarse to inject faults a t the 

exactly same m om ent repeatedly. M oreover, the  ta rg e t system may follow slightly different 

execution paths in different experim ents, particu larly  in distributed system s. T hus, the 

obtained com position of fault m anifestations may not be a representative resu lt. More 

meaningful im plication of this experim ental result lies in the pattern  of system  behaviors 

caused by faults.

Interestingly, while m any of the to lerab le errors were due to ‘message deadline viola­

tions’. some of them  were due to ‘message losses' and very few ‘message d a ta  co rrup tion ' 

errors were found. This is because the m essage d a ta  part is stored by the device driver when 

the message arrives and is not copied or m odified by o ther protocols in x-kernel. so th a t  the 

chance of message corruption is low. In som e cases, the delayed messages were eventually 

delivered, and the system  behavior retu rned  to  norm al. In some other cases, the  abnorm al
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Channel failure (cf ) :  tolerable error (ok):  no erro r (no)

HNET DD TM CS

runs 392 387 393 387

Memory c f 28.1% 9.3% 17.8% 15.8%

ok 0 .8 % 0.3% 0 .0 % 0.3%

no 71/2% 90.4% 82/2% S4.0%

runs 387 373 343 373

Djt c f 17.1% 13.1% 11.4% 2.4%

ok 3.1% 8 .8 % 0 .0 % 0 .0 %

no 79.8% 78.0% 8 8 .6 % 97.6%

runs 389 359 379 304

A t c f 6 8 .1 % 59.9% 61.5% 45.5%

ok 6 .2 % 6.4% 0 .0 % 17.1%

no 25.7% 33.7% 38.5% 37.5%

runs 307 289 340 345

CCR c f 7/2% 13.8% 44.1% 0 .0 %

ok 18.6% 17.3% 9.4% 0.9%

no 74.3% 68.9% 46.5% 99.1%

runs 386

Msg c f 16.8%

ok 0 .0 %

no 83/2%

T a b le  3 .1 : Fault m anifestations ( E xperim en t-1 )
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Channel failure (cf ) :  tolerable erro r (ok):  no error (no)

HNET DD TM c s

runs 396 398 398 399

M em ory c f 31.3% 10.3% 16.8% 18.5%

ok 2.3% 0 .0 % 0 .0 % 0 .8 %

no 66.4% 89.7% 83.2% 80.7%

runs 398 385 327 382

Dx c f 13.3% 11.7% 13.1% 2 .6 %

ok 3.5% 3.4% 0 .6 % 0 .0 %

no 83.2% 84.9% 8 6 .2 % 97.4%

runs 396 388 391 318

Ax c f 74.2% 62.9% 70.6% 41.5%

ok 2.3% 4.9% 2.3% 15.7%

no 23.5% 32.2% 70.6% 42.8%

runs 340 318 334 357

C'CR c f 1 2 .6 % 20.4% 52.7% 0 .6 %

ok LO.9% 6 .0 % 11.7% 0 .8 %

no 76.5% 73.6% 35.6% 98.6%

runs 39 7

Msg c f 17.4%

ok 0 .0 %

no 82.6%

T a b le  3 .2 : Fault m anifestations (Experim ent-2)
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F ig u re  3 .1 0 : An exam ple of channel failures undetected by the neighbor scheme

behavior keeps on occurring and vanishing w ithout causing a channel failure o r heartbeat 

in terruption. W hen such an abnorm al behavior continues for longer than  th ree  consecutive 

heartbeat intervals but less than  400 msec, the neighbor scheme signals a  failure detection, 

even if no channel failure actually  occurs. We call such a situation false alarm.  An example 

of a false alarm  case is depicted in Figure 3.10. According to  our experim ental results, 

false alarm s are rare  but do occur. If we reduce the  num ber of missing h e a rtb ea ts  before 

declaring a failure in the neighbor scheme, the likelihood of false alarm  will increase. The 

possibility of false alarm  bars the neighbor schem e from quickly declaring a  failure upon 

miss of a  single h ea rtb ea t, especially when the hea rtbea t interval is small.

3.4.2 Failure D etection  Coverage

We are most in terested  in the failure-detection coverage and latency o f the  neighbor 

scheme, because the  end-to-end scheme has always a perfect coverage. Som etim es channel 

failures went undetected  by the neighbor schem e. The measured detection coverage and 

latency of the neighbor scheme from Experim ent 1 are summarized in Table 3.3. A typical 

failure sym ptom  which was not detected  by the  neighbor scheme is illu stra ted  in Figure 

3.10. where faults cause only d a ta  messages to be delayed or dropped.

It would be in teresting  to  com pare our results with the experim ental resu lts about 

'fail-silent' behavior o f com puter system s. For exam ple. (72.6 +  0 .1 )/(100  — 18.2) =  8 8 . 8  

% of failures were reported  in [80] to  have been detected by the C PU -inherent detection 

mechanism. The discrepancy of the detection coverage can be explained as follows. F irst,
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Coverage (c): latency m ean (/m ) in msec

HNET DD TM CS

Memory c 87.3% 94.4% 95.7% 85.5%

l m 198.3 192.8 •201.7 193.0

Dx c 72.7% 1 0 0 % 97.4% 44.4%

l m 192.5 •200.4 194.5 191.5

Ax c 98.9% 1 0 0 % 91.8% 92.0%

l m 193.7 193.2 193.4 194.6

CCR C 6 8 .2 % 92.5% 71.3% N/A

l m 196.3 196.8 194.3 N/A

Msg C 1 0 0 %

l m 193.5

T a b le  3 .3 : Detection coverage and latency of the  neighbor scheme ( E xperim en t-1)

the two used different fault-injection m ethods. In [SO], a hardware-im plem ented (pin-level) 

fault injector was used, so the  fault injected a t a  C P U  pin for two memory cycles can 

be m anifested as several errors a t the level which a software-im plem ented fault injector 

deals with. Moreover, the faults forced into control signal pins will make more pronounced 

im pacts on the target system  than  the data-level erro rs. For instance, even in ou r exper­

im ents. faults in address registers were detected well. By contrast. CCR errors resulted 

in a low coverage. It is because CC R errors cause incorrect control flow which is difficult 

to  detect w ithout special hardw are support (e.g.. a  w atchdog processor). %vhile errors in 

address registers can be detected by CPU -intrinsic fault-detection mechanisms like bus e r ­

ror. unaligned memory access, etc. Second, the underlying workload (i.e.. system  software 

and application program ) was different. C om putationally-intensive workloads (e.g., sorting, 

searching, m atrix  m ultiplication, etc .) were executed in the  experiments of [SO]. T he depen­

dency of fault-tolerance m easures on workload has been reported  by several researchers, e.g., 

[14. 17]. In addition, our ta rge t system , like m ost o th er real-tim e systems, is not equipped 

with m em ory-protection capability. The experim ental result in [67] indicates th a t m em ory 

protection can enhance detection coverage up to  15%. T h ird , the two used different fault- 

detection schemes. Though the  neighbor detection schem e will detect all crash failures, we 

excluded the late detections by the neighbor schem e from the coverage calculation. Thus, 

the failures which are detected  by the neighbor schem e la te r  than the end-to-end scheme
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Coverage (c): latency m ean (/m ) in msec

HNET DD TM C’S

M emory c 96.8% 1 0 0 % 1 0 0 % 98.6%

l m 197.1 198.0 196.5 197.5

Dx C 79.2% 97.8% 1 0 0 % 70.0%

l m 201.5 204.1 201.3 203.3

Ax C 1 0 0 % 1 0 0 % 1 0 0 % 96.2%

l m 204.1 204.6 203.6 203.6

CCR C 90.7% 1 0 0 % 1 0 0 % 1 0 0 %

l m 206.9 209.7 203.4 205.5

Msg C 1 0 0 %

l m 196.8

T a b le  3 .4 : Detection coverage and latency o f the neighbor scheme (Experim ent-2)

were trea ted  as undetected. T he im plem entation of heartbeat generation and transmission 

may also affect the detection coverage.

In fact, the difference in the  hea rtb ea t transm ission mechanism affects the performance 

of the neighbor detection schem e. Com parison between Table 3.4 and Table 3.3 indicates 

that the detection coverage observed in Experim ent-2 is significantly higher than tha t of 

Experim ent-1. A near-perfect coverage was observed for most cases in Table 3.4. It was 

possible because, while hea rtb ea ts  shared only part of execution path  with real-time da ta  

messages in Experim ent-1, they  went th rough the  same execution path  as real-time da ta  

messages in Experim ent-2 (see Figure 3.7). In Experim ent-2, a special-purpose real-time 

channel was dedicated to h ea rtb ea t transm ission. Considering the  sharing of program codes 

in processing real-tim e messages belonging to  different real-tim e channels, if a fault affects 

a channel, it is very likely to  affect o ther channels as well. Recall th a t in x-kernel. when­

ever necessary, a  shepherd th read  is spawned to  process a  new message, and all shepherd 

threads execute the same (protocol-processing) program  code. T he property  of program 

code sharing in message processing is not lim ited to  our platform  and is common in most 

conventional protocol im plem entations such as in BSD Unix.

Generally, if the  execution o f  a  th read  is faulty because of faults in the  local data  of the 

th read , only the message associated  with the th read  will be affected, not all messages of 

a  channel. This will be most likely to end up w ith a transient error. If the source of the
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F ig u re  3 .1 1 : An example of early failure detection

incorrect execution is in a globally-shared com ponent like program  code or system  softw are, 

all messages o f all channels will be affected, which will not hurt the detection coverage of the 

neighbor schem e. Only when the channel-specific d a ta  (i.e.. a link-deadline) is co rrup ted , 

only the corresponding channels will fail while o ther channels will not. However, according 

to  our experim en tal results, the chance of such occurrences is very low.

3.4.3 Failure D etection Latency

In the  cu rren t experim ental setup, the end-to-end scheme will always result in a con­

s tan t latency. 400 msec. The expected detection latency o f the  neighbor schem e is 180 msec, 

i.e., du ra tion  of th ree  consecutive heartbeat losses. However, the actual de tec tion  latency 

m easured was ab o u t 190-200 msec on average, where som e latencies were over 250 msec. 

There are th ree  reasons for this. First, the heartbeat genera to r and the h e a rtb ea t checker 

are periodically invoked at every 30 msec. As a result, heartbea ts  may not be generated  

im m ediately a fte r  there is no traffic for GO msec, and a  failure may not be declared im m e­

diately a fte r the  passage of ISO msec without any traffic. Second, faults may delay or drop 

messages for som e tim e before a complete channel failure. Late real-time m essages are the 

sam e as m essage losses from the application 's point o f view, while they are considered as 

implicit h e a rtb ea ts  from the heartbeat checker's perspective. Thus, delayed m essages may 

extend the detec tion  latency. Third, the fault-propagation delay can be an o th e r reason for a 

long detection latency, if the fault-propagation delay is different for real-tim e m essages and 

h eartb ea ts . In an extrem e case, faults affect real-tim e m essages quickly and  affect hea rt­

beats slowly, which will result in a long detection latency. T he second and th ird  reasons 

can explain th e  occasional occurrences of long detection latency over 250 msec.

M eanwhile, negative detection latencies were observed, though rarely. T he negative 

detection latency  m eans that a  failure is detected  before it actually occurs. It happens 

when m essage transm ission is stopped for longer than  180 msec (i.e.. failure detec tion ) and 

then  m essage transm ission is resumed but the channel eventually  fails. In such a case, the
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F ig u r e  3 .1 2 : C om parison o f detection latency d istribu tion

detection precedes the  channei-failure occurrence. Figure 3.11 illustrates this case. Note 

that the s itu a tio n  is the  sam e as false alarm  except the eventual failure.

The com parison of fault detection latencies shows th a t Experim ent-2 resulted in a 

slightly larger average th an  Experim ent-1. It is because the population of long latencies 

was increased in Experim ent-2 as com pared to  th a t  of Experim ent-1. Figure 3.12 com pares 

the overall d is trib u tio n  of detection latencies by two experiment setups.

3.4.4 Workload Dependency

We also conducted  fault-injection experim ents by setting up m ultiple real-tim e channels. 

The existence o f peer channels did not have a significant im pact on the perform ance of the 

failure detection schem es. When a channel suffered an abnorm al behavior, other channels 

experienced sim ilar sym ptom s in most cases.

3.5 Summary and Conclusion

In this ch ap te r, we investigated the effectiveness of two failure-detection schemes — 

neighbor and end-to -end  detection — for real-tim e comm unication services. The idea of 

the neighbor schem e has been used widely in (non-real-tim e) com puter netw orks to m onitor 

the health of netw ork  nodes, and the end-to-end scheme resembles the  conventional reliable 

transport protocols. O ur experim ental results on a  laboratory testbed , which was designed 

w ithout any p a rticu la r consideration for fault-to lerance, have indicated th a t  the neighbor 

scheme detects a  significant portion of failures very quickly, although a  long latency occa-
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sionally results. The end-to-end schem e can detect the failures which were missed by the 

neighbor scheme. Despite its perfect coverage, the end-to-end scheme has such weaknesses 

as high overhead, long latency, and the  inability to locate failures. Thus, improving the 

detection coverage of the neighbor scheme is indispensable for effective failure recovery. To 

meet this requirement, we have developed a  new heartbeat-transm ission  technique in which 

heartbeats  are sent along a  dedicated real-tim e channel. By applying this technique, we 

could achieve very high detection coverage with the neighbor scheme.

79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 4

RUN-TIME FAILURE RECOVERY

Depending on the failure sem antics and the  application characteristics, all channels on 

the failed com ponent may fail o r only part of them  may fail. At run-tim e, failed channels 

should be detected and  recovered as quickly as possible. In th is  chapter we focus on the pro­

cedure necessary a fter failure detection, which consists of failure signaling (i.e.. reporting), 

channel switching and  resource reconfiguration. The key principle of our failure-recovery 

process is localization, so th a t the traffic on non-faultv p a rts  o f the network remains un­

affected by failure recovery. The delay associated with the failure-recovery process is also 

discussed.

This chapter is organized as follows. Section 4.1 describes the  procedure of replacing 

a faulty prim ary channel by a healthy backup channel. Section 4.2 deals with resource 

reconfiguration after th e  disrupted service is recovered by channel switching. Section 4.3 

presents the condition and result of bounding the  failure recovery delay. Section 4.4 presents 

the  sim ulation results to measure dependability  QoS. The ch ap te r concludes with Section

4.5.

4.1 Connection Restoration Procedure

The restoration of a  prim ary channel from com ponent failures is accomplished in two 

steps. First, if the node which detects a channel failure is different from the node which is 

responsible for channel switching, the failure is reported  to the  la tte r  node. Then, the la tte r 

node selects a  backup channel and switches th e  faulty channel to  the selected backup. To 

determ ine the health o f  backups, failures o f backup channels are monitored and reported 

to  their end-nodes in th e  same way as prim ary  channel failures. T he difference of handling 

backup failures from prim ary failures is the lack o f channel switching.
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channel 
establishment 
msg . failure report

activation msg
channel 

closure msg

rejoin-timer timeout

failure report
channel 

closure msg
/ /  rejoin request
failure report ^

rejoin msg
channel

establishment
msg

F ig u r e  4 .1 : Channel s ta te  tra n s itio n

There are three im portan t issues in failure reporting. F irs t, who will need to  receive fail­

ure reports ? Second, which pa th  will be used for failure repo rting?  T hird, w hat in form ation  

needs to  be carried in a failure report? Our approach to  these issues is:

(i) Failure reports are  sent from the failure-detecting nodes to  the end nodes o f failed 

channels.

(ii) Failure reports are  delivered through healthy segm ents o f the failed channels ' p a ths, 

(iii) Each failure report contains the 'channel-id' of th e  failure channel.

O ur approach handles m ultiple (near-) sim ultaneous failures very natu rally  and  easily. 

A failure report will be discarded by a node when the failure repo rt about the  sam e channel 

had already been received/passed through. Thus, if m ultip le  failures occur to  a channel, 

only one failure report will reach its end-nodes. and all th e  o th e r  reports will be lost due to 

the failures themselves or discarded by interm ediate nodes.

W hen an end-node of a P-connection receives a  failure rep o rt on its prim ary channel, it 

selects one of its backups and sends an 'activation message'  along the path  of the  selected 

backup. During its journey, the  activation message can com e across a node which had 

already  received a failure report of the backup being ac tiv a ted . In such a case, the activation  

message is simply discarded, because this new failure will be reported  and ano ther ac tivation  

message will follow.

T he failure-recovery process sketched above is e lab o ra ted  on w ith a  s ta te  transition  d ia ­

gram  in Figure 4.1. At each node, a channel can be in one o f four sta tes: non-existent s ta te

81

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(N). healthy prim ary channel s ta te  (P ). healthy backup channel s ta te  (B). and unhealthy 

channel s ta te  (U ). The in itial s ta te  is N. Upon reception o f a ' channel-establishment mes­

sage.' the s ta te  machine en ters s ta te  P or B. When a node receives a  failure report (or detects 

a failure) in s ta te  P or B. th e  s ta te  machine enters U and the failure report is forwarded 

to the app rop ria te  node. A dditional failure reports received in s ta te  U are ignored. W hen 

an activation message is received in sta te  B. the s ta te  m achine en ters P. The activation 

messages received in s ta te  U a re  ignored. The s ta te  tran sition  for resource reconfiguration 

(e.g.. from U to N. or from U to  B) will be explained in Section 4.2.

4.1.1 Failure R eporting and Channel Switching

Now. we com pare th ree  possible schemes for failure reporting  and backup activation. 

Figure 4.2 illustrates them . T he m ain distinction am ong these schem es is where the failure 

reports and  activation m essages a re  generated and destined for. In Scheme 1 (Figure 4.2

(a)), the dow nstream  node o f the  failed component generates a failure report and sends it to 

the destination  node of th e  failed channel. Then, the destina tion  node initiates an activation 

message, which travels in the opposite  direction of the  backup channel to  be activated. By 

contrast, in Scheme 2 (F igure  4.2 (b )) . the upstream  node generates the  failure report, the 

channel source node receives the  failure report, and the  activation  message is sent to the 

channel destination  node. Schem e 3 (Figure 4.2 (c )) is a hybrid o f the  first two schemes. 

Both end-nodes of a failed channel receive failure reports, and backup-channel activation is 

done in two ways. If an ac tivation  message reaches a node on which the  backup channel has 

already been activated by the  ac tivation  message from the  o th er end-node. the activation 

message is discarded by the node.

The above descriptions are  valid only when a failure is detected  by the  neighbor detection 

m ethod. In case a failure evades th e  neighbor detection m ethod and  is detected by the end- 

to-end detection  m ethod, no failure reporting will occur and  the  destination  node which 

directly de tec ts  the failure will in itia te  an activation m essage sim ilar to  Scheme 1.

Scheme 2 and Scheme 3 have an  advantage over Scheme 1 in term s of recovery delay, 

because d a ta  transfer th rough  the  new prim ary channel (i.e., th e  backup channel being 

activated) can be resumed by its source node im m ediately a fte r sending the activation 

message, while in Scheme 1 th e  d a ta  transfer has to  wait until th e  activation message 

arrives a t th e  source node.1 If a  failure occurs near th e  destina tion  node or is detected by

1 Because the source node has no way to  recognize the failure until it receives the activation message 
generated by the  destination node.
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pnmaiy channel

D estinationS o u rce

ac&vaoon msg

(a) Scheme 1

pnmary channel

failure report
D estinationSource

backup channel
actrvaoon msg

(b) Scheme '2

D estinationS o u rce

activation msg

(c) Scheme 3

F ig u re  4 .2 : Three channel-switching schemes

83

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the end-to-end m ethod, this advantage will be minimal. Albeit unlikely, in Scheme 2 or 3. if 

a d a ta  message arrives a t in term ediate  nodes of the new prim ary channel before the channel 

is activated , the d a ta  message will be discarded with no harm . Scheme 3 has an edge over 

Scheme 2 in th a t the channel destination  node can prepare early for channel switching, and 

the activation delay will be reduced by the bi-directional activation.

In Scheme 3. if a P-connection is equipped with m ultiple backups, it is necessary th a t 

both end-nodes activate the  sam e backup. If the destination node activates a different 

backup from the one selected by th e  source node, the backup need to  be deactivated , since 

d a ta  messages have already been tran sm itted  over the backup activated  by the  source node. 

One way to  accomplish this synchronization is to  allocate serial num bers to  the backups of 

each P-connection. and select a backup according to  the serial num ber.

4.1.2 Priority-based Backup Activation

Connection priorities can be considered in the  activation of backup channels. The idea is 

to  activate  the backups belonging to  higher-priority P-connections ahead  of those of lower- 

priority  P-connections. if there are not enough resources to  g ran t all activation requests. 

This is im portan t when backups w ith different dependability QoS requirem ents are coexist­

ing a t a link. Remind th a t only backups with no g reater m ultiplexing degrees (i.e.. backups 

with the  sam e or higher-priority) th an  th a t of each backup are considered in calculating 

the  am ount of spare resources. Therefore, w ithout priority-based ac tivation , it is possible 

th a t backups with high dependability QoS may suffer resource shortage  because backups 

w ith low dependability QoS have already  claimed spare resources. In such a situation , the 

dependability of a connection may be decided by the tem poral order o f backup activation 

instead of their dependability QoS. so tha t the connections with low dependability QoS 

may receive higher fault-tolerance levels than contracted , while the connections with high 

dependability QoS may be treated  in the opposite way.

T he priority-based activation can be achieved by delaying the  activation  of lower-priority 

backups. Thus, an activation message for a backup channel is sent a fte r a certain delay 

determ ined by the dependability QoS of the corresponding connection. The activation 

of backups with a large m ultiplexing degree (i.e.. lower-priority backups) is delayed so as 

to  allow the backups with small m ultiplexing degrees (i.e., h igher-priority  backups) to be 

activated  first.2 The main draw back of this m ethod is th a t the  'ac tivation  wait delay' 

is always imposed on lower-priority backups. To completely avoid p riority  inversion, this

2 Recall th a t the im portance of a backup channel is represented by its  m ultiplexing degree.
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delay should be longer th an  the  transm ission delay of the activation m essage over the 

longest channel p a th  in the  network. In a  large-scale netw ork, the  recovery delay incurred 

to lower-priority backups could be unacceptab le long.

An alternative way is to  allow a h igher-priority  backup to  preem pt low er-priority back­

ups. if the low er-priority backups have already  been activated  and there are not enough 

spare resources to  ac tiva te  all of them . P reem pted  channels are  handled as if they  were 

disabled by failures. So. the overhead associated w ith a preem ption is the sam e as th a t  for 

a failure recovery. N ote th a t  in this way the  recovery delays of lower-priority connections 

would be extended only if preem ptions ac tually  occur. An im portan t issue of this m ethod 

is the length of tim e interval in which low er-priority connections can be p reem pted . If 

the preem ptable in terval is longer than the  tim e needed for a  backup activating  opera tion , 

higher-priority backups will preem pt active channels (i.e.. p rim ary  channels o f lower-priori tv 

connections). To avoid oscillation, the preem ptable  interval should be short, so th a t  lower- 

priority connections m ay be preem pted only by th e  higher-priority connections which fail 

(near-) sim ultaneously with them .

4.1.3 Recovery from M ultiplexing Failures

A nother type of failures which must be dealt w ith is m ultiplexing failures. A m ultip lex­

ing failure happens when the  activation o f som e backups causes the com plete depletion of 

spare resources. If th e  spare resources a t a  link are exhausted  by the  activation o f backups, 

the rem aining backup channels on the link cannot function as s tandby  channels. In such a 

case, the rem aining backups are said to  suffer m ultiplexing failures. M ultiplexing failures 

are reported and tre a te d  in th e  same way as com ponent failures.

4.2 Resource Reconfiguration Procedure

A fter inflicted connections are  restored, the  faulty  channels are  to rn  down and . if neces­

sary, new backup channels are  established. A ctivating backup channels may necessitate  the 

reconfiguration of th e  spare-resource reservation, because the  resources shared with o ther 

backups are now ded icated  to  the  activated backups (or new prim ary channels) and the 

remaining backups m ay not receive their original dependability  QoS with the  reduced spare 

resources.
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4.2.1 C hannel Closure or R epair

To tea r down a  channel, a 'channel-closure message'  is usually sent over the channel's  

pa th , so th a t  resources for the channel may be released. However, if failures disconnect 

a channel's pa th  o r disable the channel end-nodes. the  resource-release process becom es 

com plicated. The concept of “soft-sta te  connections" o f RSV P [111] is useful for reclaim ing 

the resources reserved for failed channels.

In addition to  easy release of resources, we su p p o rt op tional repairing of channels which 

are tem porarily  out o f services. To this end. each node on a channel regularly sets a rejoin  

timer  whose expiration autom atically  triggers th e  channel tear-dow n at the node. T he 

purpose o f the rejoin tim er is to give the unhealthy channels (i.e.. in U sta te) a chance to 

repair them selves. Channel repair has an advantage o f elim inating the need of new channel 

establishm ent, in case the unhealthy channels becom e usable again soon.

The channel repair process is as follows. W hen a channel source node receives a failure 

report, it sends the  channel destination node a 'rejoin-request message’ via the path  o f  the  

failed channel, and each healthy in term ediate  node forw ards this message. If the failed 

component becomes healthy again before the rejoin tim er expires, it will also forward the  

rejoin-request message. Otherwise, the rejoin-request m essage will not propagate beyond the 

failed com ponent. If a  (backup) channel enters U s ta te  because of a multiplexing failure, 

more spare resources have to be allocated to  restore  the channel. If it is impossible to  

allocate additional spare resources because of resource sho rtage , the rejoin-request m essage 

will be dropped.

If the channel destination node receives the  rejoin-request message, the channel can be 

considered healthy (repaired). The destination node then sends a 'rejoin message’ back to  

the source node over the  same pa th , and the channel s ta te  is changed from U to B. m eaning 

that a repaired channel becomes a  backup channel. If the  rejoin tim er had already expired 

when the rejoin m essage arrives a t a node (i.e.. in N s ta te ) , the  channel should be torn down 

as the resources for the channel had already been released. To undo the rejoin operations 

which have already done for the channel, a  channel-closure message is generated by th a t  

node and is sent tow ard the channel destination . Figure 4.3 illustrates such a case.

The initial value of the  rejoin tim er should be chosen carefully. While it should be sm all 

for a quick tear-dow n of unhealthy channels, it should also be large enough to allow th e ir  

repair, including (i) the  failure reporting  delay, (ii) the  round-trip  tim e of the rejoin-request 

message and the rejoin message, (iii) the  tim e for additional resource allocation.

If all channels o f a  P-connection fail sim ultaneously, a new prim ary channel has to  be
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rejoin-request msg rejoin msg
Source / , Destination

real-time channel rejoin-timer channel-closure msg
timeout

F ig u re  4 .3 :  Unsuccessful channel repair

Case 1 Case 2 Case 3

prim ary channel X 0 X

backup channel X X 0

T a b le  4 .1 : Cases requiring resource reconfiguration

established from scratch. When there  is no route  which can meet the  QoS requirem ent of 

the P-connection. its client will be inform ed o f the unrecoverable failure. Similarly, if any 

channel end-node fails or the network is partitioned , all a tte m p ts  of channel re-establishment 

will be unsuccessful and the client will be informed of the  unrecoverable failure. In any of 

these cases, all the resources reserved for the connection will be released, when the rejoin 

tim er expires.

4.2.2 QoS Maintenance

After a P-connection is established, in a norm al (failure-free) s itua tion , its dependability 

QoS is m aintained by controlling the adm ission of new connections not to  im pair the QoS 

of existing connections, ju st as for preservation of perform ance QoS. Upon occurrence of a 

failure, more explicit actions are taken  to  m aintain the “signed" term s o f QoS. Thus, each 

connection inflicted by failures is fixed through resource reconfiguration. There are three 

cases which require resource reconfiguration for QoS m aintenance as shown in Table 4.1 

where x denotes failure and O  denotes non-failure (thus healthy).

In Case 1. both prim ary and backup channels should be re-established. This can happen 

even due to  a single com ponent failure, when a prim ary channel is disabled by the component 

failure and its backup channel is disabled by a  m ultiplexing failure due to a “side effect” 

of the component failure. Since the  prim ary  channel has to  be established from scratch, 

tim e-bounded failure recovery is not guaran teed  in this case. In Case 2. the  faulty backup is 

torn down and a  new backup is established to  m aintain the dependability  QoS of the injured
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connection. The network tears down the old backup before the new backup is established, 

so th a t the  new backup can be routed with the  healthy com ponents on the  old backup p a th , 

if necessary. In Case 3. the healthy backup is prom oted to a new prim ary channel (i.e.. by 

backup activation and channel switching), while th e  faulty prim ary  is torn down. A fter 

channel switching, a new backup is necessary since th e  original backup has been ac tivated , 

thus ceasing its backup role. T he network tears down the faulty prim ary before the new- 

backup is set up.

Even when a connection is not directly inflicted by failures, its dependability QoS can be 

affected by the failure recovery for o ther connections. T h a t is. spare resources are shared by 

multiple backups, and activation o f a backup will deplete  the  spare  resources on its backup 

path . As a  result, the rem aining backups on the  links o f this pa th  may not receive their 

original Pr . At such links, the  network has to  a llocate  more spare resources to  m aintain 

the sam e dependability QoS for the remaining backups. T he am ount of additional spare 

resources is calculated by the sam e m ethod used for initial backup establishm ent. In the 

process of QoS m aintenance, the network has to  take  care of a  situa tion  when there are not 

enough resources available a t a  link to m atch the additionally-needed spare resources. If 

the required spare resources are not available, som e of the  rem aining backups have to  be 

moved to  different paths. W hen proper paths for th e  backups to  be moved do not exist, 

such backups may have to  be closed, resulting the deg radation  of dependability QoS of the 

associated 'P-connections. Here, one has to determ ine which backups to close or move. To 

minimize the overhead of moving or rerouting backups, the  netw ork may want to  choose a 

minimal set of backups whose teardow-n can resolve th e  resource-shortage problem at th a t 

link. This issue is detailed in the following section.

4.2.3 QoS Degrade Upgrade

If the network fails in establishing new backups to  replace their failed predecessors or 

rerouting the  present backups due to resource shortage, the degradation  of dependability 

QoS is inevitable. In such a situa tion , the netw ork m ay give up on finding new backups, 

hence degrading the dependability QoS of the corresponding connections. In this scenario. 

QoS degradation is applied to  only the connections w-hich are  directly  affected by failures 

(option 1). Spare resource shortage due to failures can be dealt w ith differently. For exam ­

ple, instead of completely closing certain backups a t a  link where spare resources fall short, 

the netw ork can keep as m any backups as possible and  degrade the  dependability QoS of 

their corresponding connections until the available spare  resources a t the link can accom-
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Spare resource pool

Backup channel Option I

Option 3Option 2

F ig u r e  4 .4 : T hree  options of QoS degradation

m odate all backups (op tion  2). A nother way is to  degrade the  perform ance QoS of backups 

instead of dependability  QoS (option 3). W hile dependability QoS degradation  means the 

decrease of the p robability  of successful failure recovery, perform ance QoS degradation of 

a backup means the ac tu a l degradation  of the  connection’s perform ance guaran tee  when 

the next failure happens. Therefore, option 3 is applicable only if the  application allows 

performance degradation .

Figure 4.4 illustrates the  difference am ong these options. T he degree of overlap between 

backups represents the  degree of backup m ultiplexing, where th e  size of the rectangles 

reflects the am ount o f available spare resources a t a link. A com bination o f these options 

allows the netw ork to  ad o p t different policies, depending on the critica lity  o r im portance of 

each connection. Thus, th e  netw ork will neither degrade the  QoS o f im p o rtan t connections 

nor close them  to  save less im portan t connections from running o u t of their backups, while 

allowing the opposite to  be feasible.

W hen failures occur far m ore often than  the netw ork can hand le , severe QoS degradation 

including connection closures is inevitable. However, in practice, th e  netw ork will be able to 

to lerate most failures w ithou t causing a large num ber of connections to  be term inated , as it
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can usually recover from com ponent failures in a much shorter tim e than  the com ponents ' 

M TBF (mean tim e between failures). T hus, m ost QoS-degraded connections are likely to  

be restored to their original s ta te  before the  n e x t/a n o th e r  failure occurs. Repairing failed 

components forces the netw ork to  move channels on the (congested) links over which QoS- 

degraded channels run, back to a  rou te  th a t runs through repaired com ponents. Backups are 

preferably m igrated first due to  the  sim plicity of their re-routing, as com pared to  prim ary 

channels. After moving some channels, the  QoS of the rem aining channels on the congested 

links can be upgraded. The channels w ith degraded perform ance will be given higher priority  

for QoS-upgrade than the channels w ith degraded dependability.

4.3 Bounded-Time Failure Recovery

Most resource-reconfiguration opera tions, especially channel re-establishm ent, are time- 

consuming. Fortunately, however, unlike failure detection, failure reporting, or channel 

switching, resource reconfiguration is not a  tim e-critical action, because its delay does not 

directly affect the service-disruption tim e except for the  case of loss of all channels of a T>- 

connection. But resource-reconfiguration delay can influence the recovery capability /delay  

in handling future failures.

The transmission delay of control m essages, such as failure reports, is a m ajor com ponent 

of the recovery delay, if we assum e th a t  there is a t least one backup surviving failures so 

as to avoid the need of channel re-establishm ent. The delay of such control messages 

is unpredictable, if they were tra n sp o rte d  as best-effort messages. Assigning the highest 

priority to control messages is not a  good solution either, as it may affect the QoS of 

regular real-tim e com m unication services. Suppose there are malicious nodes or a large 

number of coincident failures. In such cases, the flood of control messages can paralyze the 

whole (or part of) network. To achieve fast and robust transm ission of control messages, 

we use a  special-purpose real-tim e channel, called the real-time control channel (R C C ). The 

messages transported  over RCCs are  called 'R C C  messages.'

4.3.1 The RCC Network

An RCC is a single-hop real-tim e channel which connects two nodes for the transm ission 

of tim e-critical control messages. W hen the  network is initialized, a pair of RCCs are e s tab ­

lished. one in each direction, on every link of the network. RCCs will also be established, 

when failed com ponents rejoin the  netw ork.

90

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Real-Time Message : Header Data j

Seq# Msg Length Data |

Failure R eport:

Activation Message :

Acknowledgement:

REP Channel-10

ACK Seq#

ACT Channel-ID

F ig u r e  4 .5 : The RCC m essage form at

The form at of an RCC message is shown in Figure 4.5. Basically, an RCC message 

contains a com bination o f failure reports, activation messages, and acknowledgm ents. The 

control messages related to  resource reconfiguration are excluded, since their delays are not 

tim e-critical. In add ition , an  RCC is a possible vehicle to convey node-heartbeats for failure 

detection. An in teresting  component of the RCC message form at is acknowledgments, 

which are used to  ensure reliable transmission of control messages. Generally, occasional 

losses of real-tim e (d a ta )  messages are tolerable in m any applications. However, the  loss 

of control messages is critical even in these applications. For loss-less transfer, each RCC 

message is acknowledged hop-by-hop between two nodes, and if a  node does not receive an 

acknowledgment of the  RCC message which it sen t, it resends the unacknowledged RCC 

message. Each RCC m essage contains a sequence num ber, so th a t duplicated messages may 

be easily detected and discarded.

While the exact specification depends on the underlying real-tim e channel protocol, we 

model an RCC by three param eters w ithout loss o f generality: m aximum  message size S ^ x  • 

maximum message ra te  R ^ x  » and maximum m essage delay . RCC messages are

transm itted  as follows. Each RCC-message has its eligible tim e and is held until it becomes 

eligible for transm ission. T hus, the minimum interval (1 / R ^ H x )  's enforced between two 

RCC messages. Until the next tim e to transm it RCC messages, each node collects the 

outgoing control messages and  forms RCC messages according to  the destinations of the 

control messages. In the  nex t node, the received RCC message is fragm ented and new 

RCC messages are form ed. T he sequence of disassem bly and assembly of RCC messages 

continues.
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F ig u re  4 .6 : M essage loss during failure recovery

The collection of RCCs on all links forms a  virtual netw ork.3 called the R C C  network.  

of the sam e topology as the underlying physical netw ork. One can consider a (physical) 

network as a composition of th ree logically-separated netw orks — the prim ary-channel 

netw ork, the  backup-channel netw ork, and the RCC netw ork.

4.3.2 RCC Message Delay

The delay of RCC messages depends directly on the capacity  o f the  RCC netw ork, i.e.. 

if the capacity  of the RCC on each link is large enough to  accom m odate all RCC messages 

on the link, the timely delivery of RCC messages can be guaran teed .

There is an upper bound on the  RCC message traffic, for the  reasons given below. The 

num ber o f failure reports on a link £ cannot exceed the num ber of p rim ary /backup  channels 

on a pair of links between two nodes incident to  £. We have to  consider both links, because 

in Scheme 3 (of Section 4.1) failure reports for a channel can travel in both forward and 

backward directions of the channel, depending on the failure location. Similarly, the num ber 

of activation messages on link £ is bounded by the num ber of backup channels on the pair of 

links between the two nodes incident to  £. Since both th e  failure repo rt and the activation 

message for the same channel cannot be transported  over the  sam e link at the same tim e, 

the m axim um  RCC traffic is determ ined by the largest num ber o f channels on a link pair 

am ong all link pairs. The RCC message delay on any link is bounded by if

is g rea ter than  the maximum RCC traffic. If the m axim um  RCC traffic on a certain link 

exceeds s°m e RCC messages m ay experience a  longer delay th an  D ^ax  a t th a t link.
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4.3.3 Failure-Recovery Delay Bound

Now. le t's  consider the failure-recovery delay of a I>-connection. We assum e th a t a t least 

one of its backup survives failures. RCC m essages are delivered w ithou t loss/re transm ission , 

and the co m p u ta tio n a l delays for recovery operations are negligible com pared to  the control 

message delays. T h en , the failure-recovery delay. I \  is the sum of

• failure de tec tion  delay.

• failure rep o rtin g  delay.

• activation  re tr ia l delay.

• backup ac tiva tion  delay.

W ith Scheme 2 o r 3. the backup ac tivation  delay is zero, because services are resumed 

im m ediately a fte r sending the activation m essage by the source node. If the RCC message 

delay on each link is bounded by . we can derive an upper bound of T for a V-

connection as follows.

The ’failure rep o rtin g  delay ' is less th an  (Cm — 1 ) D ^ ^ .  w here Cm is the  num ber of 

hops of the  p rim ary  channel of the  D -connection. If the failed com ponent is located close to 

the source node, th e  reporting delay will be very short. The ’activation  re tria l delay’ needs 

to be considered in case the connection has m ultiple backups. W hen the  activation  message 

for a backup encoun ters  failures during its journey, one additional round-trip  delay is added 

to the recovery delay — the transfer delay o f the unsuccessful ac tivation  m essage itself and 

the delay for rep o rtin g  the new failure. It is bounded by 2(6 — !)(£& — l ) D ^ £  where 6 

is the num ber of backups and £(, is the length  of the longest backup of the  P-connection. 

W ith a  single backup , the activation re tria l delay is none and T is equal to  the  sum of the 

failure detection  delay and the failure reporting  delay.

Figure 4.6 illu s tra te s  the message loss during  failure recovery (shaded  messages are lo s t). 

The am ount o f a c tu a l message losses (or the  service disruption tim e) is determ ined by the 

sum of (i) m essages which are sent over th e  failed prim ary channel during failure recovery 

and (ii) messages which are already on th e  failed prim ary channel b u t do not pass the failed 

com ponent ye t, w hen failure is detected . T h u s, the  worst-case service d isruption tim e is 

the message ro u n d -trip  delay plus the failure detection latency.

3 A separate  netw ork in term s of resource reservation

93

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



8 x 8 torus 8 x 8  mesh

S pare bandw idth 16.88% 20.16%

1 link failure 100% 100%

1 node failure 92.67% 93.29%

2 node failures 86.49%' 83.04%

T a b le  4 .2 : R j ast with determ in istic  multiplexing

4.4 Dependability QoS Measurement

We measured the fault-to lerance capability provided by various backup configurations 

through sim ulations.

The same sim ulation se tu p  as in C hap ter I was used. The simulation netw orks were an 

8 x 8 torus with 200 M bps link capacity and an 8 x 8 mesh with 300 M bps link capacity. 

A to tal of 4032 connections were established. Unless explicitly stated  otherw ise, the source 

and destination of each connection were evenly d istribu ted  so that tnere may exist a P - 

connection between each node pair. Channels of each P-connection were routed disjointly 

with the boundary-routing  m ethod (no route-optim ization was perform ed). For simplicity, 

the same traffic model was assum ed for all channels, so each channel required 1 M bps of 

bandw idth on each link o f its path .

Three failure models were sim ulated: single link failure, single node failure, and double 

node failures. W hen failures were injected into the  netw ork after establishing 4032 connec­

tions. each single link failure disabled about 64 p rim ary  channels in the torus netw ork, and 

about 85 prim ary channels in the mesh netw ork. By injecting a single node failure, about 

139 and 276 prim ary channels were disabled in the  torus and mesh netw ork, respectively. 

Each double node failure caused the disconnection of abou t 365 and 512 prim ary  channels, 

respectively.

4.4.1 Fault-Tolerance Level of Various Backup Configurations

At first, we assessed th e  overall fault-tolerance capability of various backup configura­

tions. R j a3t was used as a  m etric  for m easuring the  fault-tolerance level achieved by each 

backup configuration. R / a3t is the ratio of fast recovery by using backup channels to  the 

num ber of failed p rim ary  channels. Thus, the (1 — R f ast) of P-connections, whose pri­

m ary fails, require the  estab lishm ent of new channels for failure recovery. N ote th a t R f a3t

94

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Muxing degree m ux= 0 m ux= 1 m ux= 3 m ux—5 m ux=6

Spare bandwidth 35% 30.25% 22.5% 16% 9.5%

1 link failure 100% 100% 100% 97.27% 74.11%

I node failure 100% 100% 100% 89.99% 64.72%

2 node failures 93.11% 93.11% 92.98% 84.05% 58.36%

(a) Single backup in 8 x 8 to ru s

Muxing degree m ux= 0 m ux= 1 m ux= 3 m ux=5 m ux=6

Spare bandwidth N /A N /A 30.25% 21.25% 12.88%

1 link failure N /A N /A 100% 100% 100%

1 node failure N /A N /A 100% 100% 97.68%

2 node failures N /A N /A 100% 99.82% 93.28%

(b) Double backups in 8 x S torus

Muxing degree m ux= 0 m ux= 1 m ux= 3 m ux=5 m ux=6

Spare bandwidth 35.47% 33.11% 24.47% 19.69% 17.22%

1 link failure 100% 100% 100% 97.63% 90.39%

I node failure 100% 100% 99.94% 91.74% 84.08%

2 node failures 89.11% 89.22% 88.83% 81.82% 75.32%

(c) Single backup in 8 x 8 mesh

Table 4.3: R f a3t with probabilistic m ultiplexing
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accounts for only those connections whose prim ary fails.4

T he sim ulation result when determ inistic m ultiplexing was applied is shown in Table 4.2. 

(T he algorithm  for single-link failure tolerance was used.) For probabilistic multiplexing, 

the  results w ith five m ultiplexing degrees are sum m arized in Table 4.3. To investigate the 

benefit of the m ultiple backup configuration under probabilistic m ultiplexing, the single 

and double backup configuration were com pared. In Table 4.3 (b ). N /A  indicates that 

the to ta l bandw idth  requirem ent had exceeded the  network capacity  before establishing all 

connections.

For probabilistic m ultiplexing. *mux=U guaran teed  a perfect recovery coverage from all 

single failures, and ’m u x = 3 ’ did from all single link failures. The spare-bandw idth  overhead 

and the  fault-tolerance capability of determ inistic m ultiplexing cam e betw een •mux=3* and 

*m ux=5' of probabilistic multiplexing.

Under probabilistic multiplexing, the use of a  sm aller m ultiplexing degree results in 

higher fault-tolerance (a  larger R j nat value) with an exception between *m ux=0‘ and T n u x = r. 

'm u x = 0 ‘ is the sam e as disabling backup m ultiplexing, since no backup will be multiplexed. 

Interestingly, the R j aat in case of double node failures was not im proved by disabling backup 

m ultiplexing (i.e.. ’m ux=0") as compared to * m u x = l\  The fault-to lerance level was even 

decreased by disabling backup multiplexing in the mesh network (see the bo ttom  line of Ta­

ble 4.3 (c)). It can be explained by the im pact of backup m ultiplexing on th e  channel route 

selection, so th a t prim ary or backup channels are rou ted  over different p a th s  depending on 

w hether backup m ultiplexing is enabled or disabled.

A nother in teresting observation is th a t a sim ilar level of fau lt-to lerance was achievable 

w ith significantly less spare resources in the double backup configuration. For example, 

l e t s  com pare the case of single backup with 'm u x = 3 ' with the case of double backups 

w ith •m ux=6’ in the  torus network. Using a much sm aller spare bandw id th , we achieved 

com parable R j aat~ dem onstrating  the usefulness of m ultiple backup channels with effective 

resource sharing. The comparison between double backups with *m ux=6' and a single 

backup with ‘mux=5* more clearly reveals the benefit o f the m ultiple backup configuration.

4.4.2 Per-Connection QoS M anagement

Determ inistic m ultiplexing supports a  very simple type of dependability  QoS. e.g.. 100% 

tolerance to  all single link failures. In con trast, probabilistic m ultiplexing offers more versa­

tile QoS supports. Though the R f ast d a ta  in Table 4.3 shows the overall fault-tolerance level

i \\’e exclude from consideration the connections whose end nodes fail.
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Average QoS Difference = 0.0003
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(a) S x 8 torus (m ux= 3) 
Average QoS Difference = 0.002
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Average QoS Difference = 0.0047
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(c) 8 x 8 mesh (m ux= o)

F ig u r e  4 .7 : D istribution o f QoS differences
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provided by probabilistic m ultiplexing, they  do not reflect the QoS level each connection 

actually receives, since the d a ta  in Table 4.3 a re  average values. To examine if th e  required 

QoS is actually provided for each connection under probabilistic multiplexing, we m easured 

the QoS each connection experiences. T hen , this measured QoS was com pared w ith the 

QoS negotiated at connection estab lishm ent.

Let P™3T(i) denote  the  ac tual QoS received by the i-th connection and P*3 t ( i)  be its 

estim ated QoS. We com pared P™3 T(i)  with P ' 3 t [i) under the 'single-link failure hypothesis'. 

The single-link failure hypothesis was used in the calculation of P f3t: A for links was set 

to  1 /(6 4 -4 )  while A for nodes was set to  0. The M ethod 2 presented in C h ap te r '2 was 

used for the calculation o f P ' s t. / >/n3r(i) was derived from the sim ulation results, so that 

P™3 r(i) is the ratio  o f the  num ber of cases of the  /-th connection not suffering from  failures 

or recovering from failures w ith its backup, to  all simulation runs.

For comparison, we calculated the QoS-difference ( P'rn3T — P ' 3t) for each connection in the 

single-backup configuration. Figure 4.7 (a) and (b) show the distribution o f QoS-differences 

of 4032 connections in case of "mux=3" and *m ux=5\ respectively, in the  torus network. 

The average QoS-differences were 0.0003 for 'm u x = 3 ' and 0.002 for 'm u x = 5 \ showing very 

accurate QoS estim ation . As explained before. M ethod 2 under-estim ates (i.e. positive QoS 

differences) the QoS level of each connection. We get negative QoS-differences for some 

high-indexed connections, because we a tte m p te d  to recover low-indexed connections first in 

the sim ulation. The m argin  of QoS-difference is increased (i.e.. less accurate  estim ation ) as 

the multiplexing degree gets higher, because th e  QoS under-estim ation by M ethod 2 gets 

worse. The sim ulation results of the  mesh netw ork are plotted in Figure 4.7 (c). Com paring 

this with Figure 4.7 (b ) . one can observe a  slightly larger QoS-difference.

4 .4 .3  QoS S u p p o rt for H e te ro g e n e o u s  C onn ection s

So far. we have assum ed th a t all P -connections require the same level of fault-tolerance. 

We now show how th e  fau lt-to lerance level of each P-connection is m aintained when dif­

ferent connections require different levels of fault-tolerance. To this end, we sim ulated  a 

combination of four types of connections: 1/4 of connections with im ux=l* . 1/4 of connec­

tions with *m ux=3\ 1 /4  o f connections with 'm u x = 5 ‘. and the remaining 1/4 of connections 

w ith ‘m ux=6’. T he num ber of backups was the  same for all connections.

Table 4.4 shows th a t  the  fault-to lerance level of each class of P-connections can be 

readily controlled, while th e  overhead rem ains to  be around the average of all th e  classes. 

From the sim ulations m easuring QoS-difference, we obtained similar results to  the  case
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Spare bandw idth 12.43%

Muxing degree m ux=  I m ux= 3 m ux=5 m ux=6

1 link failure 100% 100% 93.48% 50.43%

I node failure 100% 99.64% 69.92% 44.14%

2 node failures 93.11% 92.41% 65.88% 39.29%

(a) Single backup in 8 x  8 torus

Spare bandw idth 16.88%

Muxing degree m ux=  1 m ux=3 m ux=5 mux=6

1 link failure 100% 100% 100% 100%

1 node failure 100% 100% 100% 100%

2 node failures 100% 100% 99.45% 93.67%

(b) Double backups in 8 x  8 torus

Spare bandw idth 17.41%

Muxing degree m ux=  1 m ux= 3 m ux=5 m ux=6

1 link failure 100% 100% 97.29% 68%

1 node failure 100% 99.61% 88.15% 52.18%

2 node failures 89.46% 89.04% 78.55% 4 1.47%

(c) Single backup in 8 x 8 mesh

T a b le  4 .4 :  Rjast  w ith  mixed multiplexing degrees

99

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



when the  same level fault-tolerance was required for all connections.

4 .4 .4  C om parison  w ith  B ru te-F orce M u ltip le x in g

We com pared the efficiency of our backup-m ultiplexing schemes w ith a  simple m ulti­

plexing m ethod, called brute-force multiplexing. In the  brute-force m ultiplexing m ethod, 

the  sam e am ount o f spare  resources is reserved for all links w ithout considering the net­

work s ta tu s . For com parison, the am ount of spare  resources of brute-force m ultiplexing was 

set to  the  average am oun t of spare resources resu lted  by each backup configuration of our 

schemes.

T he resultant R f ast values of brute-force m ultiplexing are com pared w ith our schemes 

in Table 4.5. The com parison reveals some in teresting  points. For exam ple, our schemes 

are  som etim es only m arginally be tte r than  the brute-force scheme. We a ttr ib u te  this to the 

hom ogeneity of the sim ulated network in term s of netw ork topology, channel traffic model, 

and the d istribution o f channel end-nodes. T he resource dem ands for backup activations 

are  therefore evenly d istribu ted  throughout the netw ork. Hence, the perform ance difference 

betw een brute-force m ultiplexing and our m ethods may not be substan tia l.

However, when any inhomogeneity exists, our schemes outperform  the brute-force scheme 

by a larger margin. T he simulation results of the  mesh network supports  th is observation 

(see Table 4.5 ( b )). Furtherm ore, if the channel end-nodes are not evenly d istribu ted  or 

the  required bandw idths of all channels are not identical, hot-spots (in term  of the spare 

resource dem ands) occur, and the efficiency of th e  brute-force scheme degrades significantly 

unlike the proposed scheme. As an exam ple, sim ulation results when connections were 

rooted from only 32 nodes among the to ta l of 64 nodes are sum m arized in Table 4.6. The 

gap between our schemes and the brute-force schem e was doubled as com pared to  Table

4.5.

4 .4 .5  G raceful Q oS D egrad ation

We also investigated how our scheme m ain tains connection dependability  in under­

loaded and over-loaded networks. To sim ulate an over-loaded network, we set the  bandw idth 

requirem ent of each connection to  2 M bps. U nder-loaded and over-loaded netw orks were 

generated  by establishing 2016 P-connections and  4032 2>-connections, respectively, in a 

8 x 8  torus with each link of 200 Mbps bandw id th . We set the bandw idth  requirem ent 

o f each connection to  2 M bps and equipped each connection with a  single backup whose 

m ultiplexing degree was set to  ‘m u x = 3 \ Under th is  sim ulation setup. 32.0% and 64.5% of
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( B rute-force.Probablistic) ( Brute-force.

m ux= 1 m ux= 3 m ux=5 m ux= 6 D eterm inistic)

Spare bandw idth 30.25% 22.5% 16% 9.5% 16.88%

1 link failure (100%.

100%)

(98.05% .

100%)

(92.19%.

97.27%)

(76.31% .

74.11%)

(92.97%.

100%)

1 node failure (100%, 

100%)

(95.34%

100%)

(87.98%. 

89.99%)

(68.87% .

64.72% )

(88.7%.

92.67%)

2 node failures (93.11%.

93.11%)

(89.82% .

92.98% )

(82.23%.

84.05%)

(63.53%. 

58.36%)

(82.98%.

86.49%)

(a) 8 x  8 torus

( B rute-force.P robablistic) ( Brute-force.

m ux= 1 m ux= 3 m ux=5 m ux= 6 Determ inistic)

Spare bandw idth 33.11% 24.47% 19.69% 17.22% 20.16%

1 link failure (96.18%.

100%)

(89.74% .

100%)

(83.18%,

97.63%)

(78.18%.

90.39% )

(83.72%.

100%)

1 node failure (96.56%.

100%

(88.31% . 

) 99.94% )

(79.49%,

91.74%)

(72.86%. 

84.08%)

(80.24%.

93.29%)

2 node failures (86.78%,

89.22%)

(79.62% .

88.83% )

(71.88%,

81.82%)

(66.03% .

75.32%)

(72.53%,

83.04%)

(b) 8 x 8  mesh

T a b le  4 .5 : R j ast com parison with brute-force m ultiplexing
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( Brute-force.Probablistic) ( Brute-force.

m ux=  1 m ux=3 m ux=5 m ux= 6 Determ inistic)

Spare bandw idth 31.37% 24% 16.88% 11.5% 18.37%

1 link failure (98.97%. (95.36%. (84.99%. (73.39% . (87.8%.

100%) 100%) 94.14%) 76.64%) 100%)

1 node failure (98.12%. (93.63%. (80.63%. (66.6% . (84.02%.

100%) 100%) 85.41%) 69.01% ) 93.78%)

2 node failures (91.69%. (87.49%. (75.62%. (61.66% . (78.09%.

93.11%) 92.15%) 78.18%) 62.58% ) 86.6%)

(a) 8 x 8 torus

( B rute-force.Probablistic) ( Brute-force.

m ux= 1 m ux=3 m ux=5 m ux= 6 Determ inistic)

Spare bandw idth 33.21% 26.33% 21.09% 18.35% 21.82%

1 link failure (91.40%.

100%)

(84.95%.

100%)

(77.55%.

97.02%)

(72.68% ,

89.08% )

(78.67%.

100%)

1 node failure (90.24%.

100%)

(81.85%.

99.78%)

(72.77%.

91.45%)

(66.96% ,

82.87% )

(74.16%.

93.91%)

2 node failures (80.66%.

89.35%)

(73.33%.

8S.60%)

(65.44%.

81.26%)

(60.31% .

73.82%)

(66.62%. 

83.41%) 1

(b) 8 x 8 mesh

T a b le  4 .6 : R f ast comparison w ith brute-force m ultiplexing in case of hot spots
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1
2016 connections

option 1 —  
option 2 — —

0 1 2 3 4 5 6 7 8 9  10
Number of failures

F ig u re  4 .8 :  QoS m aintenance in the under-loaded netw ork

network loads were generated  for under-loaded and over-load networks, while backup loads 

were 15.1% and '27.3%. respectively.

Ten consecutive link failures were injected w ith no repair of failed links th roughou t the  

sim ulation. After each failure, we measured the num ber of connections term ina ted  and the 

average dependability QoS of the surviving connections.5 We assum ed th a t  the  interval 

between failures were sufficiently large for resource reconfiguration, while only the option I 

and 2  of Q oS-degradation were sim ulated.

The change of average Pr for the option 1 and 2 in the under-loaded netw ork is p lo tted  

in Figure 4.8. All prim ary  channel failures were recovered by switching to  their backups, 

and nearly the same average Pr was m aintained throughout the sim ulation. Since there  

happened no QoS degradation , both options I and 2 produced the sam e resu lt. T he slight 

decrease of average PT as the  num ber of failures increases is due to the extended pa th  lengths 

of both prim ary and backup channels. (Failures forced channels to be rou ted  over a  longer 

pa th  than before.)

The sim ulation results in the  over-loaded network are plotted in Figure 4.9. F irst, in 

a failure-free situation , th e  average Pr of the over-loaded network is lower th an  th a t of 

the  under-loaded netw ork — the margin is 0.9928 vs. 0.9852. This is because in the  over­

loaded network more backups are multiplexed together, and as a result, the  probability o f 

multiplexing failures, a dom inant factor of Pr - increases.

A high multiplexing failure probability causes the  network to fail to  re-establish prim ary 

channels in the  over-loaded network. Thus, when there is no unreserved resources available.

5In calculating Pr, we assum e th a t each link fails independently with rate l/(64*4), i.e., a  single link- 
failure model.
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(b) The num ber of connections in service 

F ig u r e  4 .9 : Graceful QoS degradation  in the over-loaded netw ork.

the re-establishm ent of prim ary channels for failure recovery will not be successful. In such 

a case, the  netw ork can either close such connections or re-establish prim ary channels by 

reducing spare  resources on their channel pa ths. In this sim ulation, we adopted  the form er, 

which results in the  closure of some connections. The rationale is th a t  we would like to  

preserve the  con tracted  QoS of o ther connections. If the network allows the re-establishm ent 

of prim ary channels by decreasing spare resources without any restric tion , the dependability 

QoS of o th e r  connections may be unpred ictab ly  compromised.

The decrease o f the  num ber of connections in service is p lo tted  in Figure 4.9 (b), showing 

th a t option 2 can preserve more connections in service than  op tion  1. because option 2 

degraded th e  dependability  QoS of m ore connections than option 1. Nevertheless, option 2 

still provided a  com parable level o f dependability  QoS to option 1 (see Figure 4.9 (a)).
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4.5 Summary and Conclusion

In this chap ter, we presented the run-tim e failure recovery procedure after failure detec­

tion. Two goals in run-tim e failure recovery are  m inim izing the service-disruption tim e and 

minimizing the effect on the non-faulty connections. To satisfy these goals, th e  detected 

failures are reported  only to  the affected connection 's end-nodes instead o f broadcasting 

to the whole netw ork. Failure-report messages are  tran sm itted  over a special-purpose real­

time channel for tim e-bounded and robust d a ta  transfer. We also addressed the issues 

of backup activation , channel switching, and resource reconfiguration. The dependability  

achievable with various backup configurations was m easured by sim ulating various failure 

models. The sim ulation result shows th a t dependability  QoS requirements are  supported  

on a per-connection basis. To dem onstrate  the  effectiveness of our scheme, we com pared 

the performance o f ou r scheme with th a t of a  b ru te-force scheme which reserves the same 

am ount o f spare resources at all links. Finally, we dem onstra ted  how the resource shortage 

is dealt with by graceful QoS degradation.
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CHAPTER 5

ADAPTIVE RESOURCE MANAGEMENT

The reservation of spare  resources is the essential cost of backup channels. It reduces the  

netw ork 's capacity  of accom m odating more connections and as a result, degrades netw ork 

utilization. T he focus o f this chapter is on how to  utilize the spare  resources in a failure- 

free situa tion , so as to elim inate the "dependability cost" in term s of network utilization. 

To this end. we developed an adaptive QoS-control scheme. In a  failure-free situa tion , 

spare resources are adaptively allocated to active channels for perform ance QoS. depending 

on the network-load condition or application requests. This allocation is carefully m ade 

so as not to unpredictably compromise existing connections' dependability  QoS even when 

spare resources need to be used for recovery from random ly-occurring failures. The adaptive 

QoS-control enables “seam less" utilization of spare resources for bo th  performance QoS and 

dependability  QoS. so th a t the network can operate w ithout incurring any dependability 

cost in a  failure-free s itua tion , while being able to predictably respond to failures.

This chap ter is organized as follows. Section 5.1 presents a new QoS negotiation model 

for adap tive QoS control. Section 5.2 describes a QoS adap ta tion  m ethod that responds to  

changes in the netw ork-load condition. Section 5.3 describes a  QoS adaptation  m ethod th a t 

responds to  application 's requests for changing the QoS requirem ents. Evaluation results 

are presented in Sections 5.2 and 5.3, along with the corresponding adaptation  m ethods. 

The chap ter concludes w ith Section 5.4.

5.1 Elastic QoS Control

N egotiation on QoS param eters between the network and applications is essential to  

real-tim e com m unication, because QoS guarantees require resource reservation, and the 

availability of resources necessary to  provide certain QoS guarantees should be checked in
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advance. So far. we have assumed th a t the performance QoS requirem ent o f a  connection 

is specified as a single value.1 The single-value QoS model has comm only been used in QoS 

negotiation of m any real-tim e comm unication schemes. An application specifies its QoS 

requirem ent as a value, then the network either accepts or rejects the request [9]. In some 

schemes, the netw ork determ ines currently possible QoS and notifies it to  the  application. 

Under the single-value QoS model, a QoS value is not changed in the connection 's life-time 

once it is negotiated at connection establishm ent. In con trast, we consider an ‘elastic ' QoS 

control scheme which allows the change of the  performance QoS of a  connection a t run time.

5.1.1 Range-QoS M odel

For QoS negotiation under the elastic QoS control scheme. %ve use a  range-Q oS model, 

in which QoS is expressed in the form of [min-QoS. max-QoS].2 The netw ork accepts an 

application 's request for a real-time connection if there are resources enough to  satisfy its 

min-QoS requirem ent, and the resources required to  provide min-QoS are 'firm ly ' reserved 

for the connection. In addition , each connection can claim excess resources which are not 

firmly reserved by o ther connections. Thus, a connection, once adm itted , is guaranteed  to 

receive its min-QoS, and probably more, up to its max-QoS. depending on the  availability 

of excess resources. T he spare resources are reserved by considering only min-QoS. of 

connections, so th a t a  backup, upon its activation, is guaranteed to  receive the  min-QoS of 

the  corresponding connection.

In the range-QoS m odel, an application can optionally specify its utility  of additional 

QoS beyond its min-QoS. U tility expresses the value of addition QoS levels (e .g .. bandw idth) 

for an application. For exam ple, under a network pricing arch itecture  based on resource 

usage, utility can be in terp reted  as the price the application/client will pay for additional 

QoS (or resources). U tility is used to determ ine how excess resources are a llocated  among 

connections. In our model, there  is no utility associated with the min-QoS, because we give 

a  priority to  the  min-QoS guarantee of existing connections over accepting new connection 

requests or increasing the QoS of other on-going connections. Therefore, no u tility  com par­

ison is necessary against min-QoS. An application can specify its u tility  for each additional 

QoS level as a  function, i.e.. utility function. Figure 5.1 shows an exam ple u tility  function.

’One value for each QoS param eter if there are multiple kinds of param eters.
th r o u g h o u t  this chapter. min-QoS and max-QoS are used to mean perform ance QoS. Dependability 

QoS param eters are negotiated as single values but implicitly have a  range form: P, is a  lower bound of 
connection reliability whose upper bound is 100% and T is an upper bound of the connection-disruption 
tim e whose lower bound is zero.
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F ig u r e  5 .1 : Exam ple Q oS /u tility  specification

5.1.2 Excess-Resource Allocation

The goal of excess-resource allocation is to m aximize the to ta l u tility  (revenue) the 

network will receive. To achieve th is goal, we consider two allocation policies: equal-share 

policy and local-max policy. T heir basic algorithm s are presented in Figure 5.2. where the 

notation is:

the set of prim ary channels a t C.

E f: to ta l excess resources a t  link C.

e,: the am ount o f excess resources allocated to  P,.

6 : the resource allocation un it.

u(i): the  utility of a p rim ary  channel P,.

Under the equal-share policy, excess resources are fairly allocated to  each channel regardless 

of its utility, until each channel's  current QoS reaches its m ax-QoS. By con tras t, under the 

local-max policy, excess resources are allocated to  the  channel which advertises the highest 

utility value a t th a t m om ent. In case of tie. excess resources are fairly d istribu ted  among 

the channels with the sam e u tility  value. The channels which receive max-QoS are not 

considered any fu rther for excess resource allocation under both policies.

The QoS of a  channel is determ ined  by its bottleneck link th a t allocates the  least am ount 

of excess resources to  the  channel on its path . Let us call the am ount of excess resources 

which will be assigned for th e  channel by the underlying allocation policy if there is no 

bottleneck constra in t, as 'fa ir  share.' T hen, a t non-bottleneck links of a  channel, it is 

possible th a t a channel does not receive its fair share, while some o th e r channels may 

obtain more than their fair share . If many channels claim lower excess resources than their 

fair share a t a  link and o th e r  channels cannot fully utilize the rem aining excess resources,
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01 loop

02 lo o p  for each prim ary channel Pi 6  $e

03 e, — e, 4- 8: E f — Ef — 8

04 if  e, >  max-QoS of P, th e n

05 -  P,

06 e n d i f

07 if  E f < 0 th e n  quit e n d i f

08 e n d lo o p

09 e n d lo o p

(a) E qual-share  policy

01 loop

02 find a set of Pj. u( j )  = m a x {u ( i)} .V P ;  €

03 loop  for each Pj

04 Cj — €j Et — Ef — 8

05 if  e, >  max-QoS of P, t h e n

06 $ f  — $ f  -  Pi

07 e n d if

08 if  E f < 0 th e n  quit e n d i f

09 e n d lo o p

10 e n d lo o p

(b) Local-m ax policy

F ig u re  5 .2 : Algorithms for excess-resource allocation at a link

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Max QoS

Fair share 

Current QoS 
Min QoS

Extra QoS Region

Guaranteed QoS Region

Connections

Figure 5.3: Excess-resource allocation a t a under-utilized link

the link will suffer 'under-utilization '. An ex trem e case of under-utilization happens when 

all channels run through the same link, which becom es a  bottleneck for all channels, and all 

other links in the netw ork are under-utilized. Figure 5.3 illu stra tes excess-resource allocation 

at an under-utilized link, where the extra QoS region is sm aller than the region between 

the  fair-share curve and the min-QoS curve. O f course, the  sum  of resource requirements 

for the guaranteed QoS region and the ex tra  QoS region should be equal to. or less than, 

the to ta l capacity o f the link.

In our elastic QoS control scheme, spare resources are  included in the pool of excess 

resources. The difference between spare resources and  o th er excess resources lies in their 

use. Spare resources can be used only for enhancing QoS beyond min-QoS. not for min-QoS 

guarantees them selves, where o ther excess resources can be used to establish a new channel 

(i.e.. min-QoS guarantee) as well as enhancing QoS o f existing connections. It is because, if 

spare resources are used for min-QoS guarantees, those m in-QoS guarantees can be violated 

when failures occur and spare resources are diverted to  failure recovery. By differentiating 

spare resources from o ther excess resources, the  netw ork can preserve the original QoS 

contract even in case of failures, while not degrading netw ork utilization in a failure-free 

situation. Elim ination of the dependability cost in a  norm al situation is im portan t, since 

it is the " re a r  penalty  w ithout any benefit; the benefit o f spare  resource reservation comes 

only when failures occur and are handled with the reserved spare  resources.

5.2 Network-Triggered Performance QoS Adaptation

In this section, we present a QoS adap ta tion  m ethod  which changes the performance 

QoS of a  connection according to the current netw ork-load condition. We assume that the
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QoS level change
Source l Destination

QoS-update message 

F ig u r e  5 .4 : Q oS-update procedure

source host of a real-tim e connection can adjust the traffic r a te  to  its current QoS level 

using such techniques as those in [52. 84].

5.2.1 Run-time QoS Adaptation

W hen a connection is first established, it receives its m in-Q oS. At run-tim e, each con­

nection claims excess resources and enhances its QoS level, so th a t  if the  network is under­

loaded and excess resources are  abundan t, most connections will receive their max-QoS. 

The QoS of an existing channel may be upgraded, degraded, or preserved , as o ther channels 

are added or torn down. W hen a new channel is established, no QoS degradation  will occur 

to existing channels, if there are  enough excess resources to provide m ax-QoS to all channels 

including the newly-established channel. Otherwise, the excess resources allocated to each 

channel will be reduced, thus degrading the QoS of existing channels. As the  network load 

increases (i.e.. more channels are established), the am ount of excess resources at each link 

decreases until it, becomes equal to  the am ount of spare resources a t the link. Thus, at 

a fully-reserved link, only spare resources can be used as excess resources, while all other 

resources are reserved for min-QoS guarantees. Backup channel ac tivation  can cause QoS 

degradation as well, since a newly-activated backup com petes for excess resources in the 

same way as a  newly-established prim ary channel. The difference betw een these two is that 

the network has already reserved resources for the min-QoS of th e  form er, while the latter 

needs to  pass an admission test to  reserve the needed resources. W hen a  prim ary channel 

is closed, its resources will be released and returned to the pool o f  excess resources, thus 

allowing the QoS upgrade of som e of the remaining channels. T he closure of a  backup chan­

nel does not directly increase excess resources, because spare resources are already included 

in excess resources.3

The procedure of deciding the  current QoS of a channel is depicted in Figure 5.4. 

When a QoS-level change is possible (in case of QoS-upgrade) or enforced (in case of QoS- 

degradation) a t a  link, a Q oS-update message is generated carry ing  th e  new desired QoS

3The network’s capability of accom m odating more channels will be enhanced by closure of backups, 
because more resources become available for min-QoS guarantees.
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and sent to  the source node of the  channel. T hen , the  channel source sends th is message 

to  th e  channel destination over th e  channel p a th . Upon arrival of this message, each link 

(controller) checks if it can suppo rt the new QoS. If it can . the message is unchanged and 

forw arded to the next hop. If no t. the content o f the  Q oS-update message is replaced by 

the  best-possible QoS (i.e.. lower than  the original value) a t the link before forw arding it. 

In e ither case, excess resources necessary for new QoS are reserved at each link. W hen 

the m essage arrives a t the channel destination , it will contain the bottleneck QoS of the 

channel. T he QoS-update message is then sent tow ard the channel source, during  which 

the new QoS is confirmed and over-reserved excess resources, if any. are released.

T he above QoS-update procedure has two im plications. F irst, only the bottleneck links 

can in itia te  QoS-upgrade. because QoS-upgrade a t a link is meaningless unless a t least the 

sam e level of QoS is possible a t all o ther links of the  channel. Each link can tell w hether 

it is a  bottleneck link by com paring the curren t QoS with its fair-share (i.e.. if both are 

sam e, the link is a bottleneck). Second, there  m ay exist an unstable period a fte r s ta rting  

QoS ad ap ta tio n , especially when releasing the over-reserved excess resources triggers the 

Q oS-adaptation  procedure of o th e r channels. QoS ad ap ta tio n  may also cause an oscillation. 

T h a t is. the QoS of a channel may fluctuate during  a short tim e span, which can hurt the 

overall performance of the netw ork. Considering the  n a tu re  of QoS adap ta tion . QoS-degrade 

should be done quickly, while Q oS-upgrade can be done slowly.

5.2.2 Evaluation

We first compared the perform ance of two excess-resource allocation policies through 

sim ulation. The simulation netw ork was an 8 x 8 to rus w ith ‘200 Mbps link bandw idth . For 

all connections, the single-backup configuration w ith  m ultiplexing degree of •m ux= 3? was 

used for simplicity.

In the first simulation. QoS range was set to  [1 M bps. 2 Mbps] for all connections, but 

two utility  functions. u t and u2, were m ixed.4 B oth izi and u2 are linear utility functions 

with different slopes. W hen the resource allocation unit 6  is 100 Kbps, the u tility  for 100 

Kbps with Hi is 0.01, and the u tility  for 100 Kbps w ith u2  is 0.02. In Figure 5.5 (a), the 

to ta l utility  sum after setting  up 4032 connections is com pared. Both allocation policies 

yielded the  same result because m ax-QoS could be provided to all channels under both 

policies.

In the second simulation, the  QoS range was set to  [1 M bps. 10 Mbps] for all connections.

* If all connections use the same utility  function, both policies will always generate the sam e result.
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F ig u r e  5.5: Com parison o f excess-resource allocation policies

Now. the netw ork cannot provide m ax-QoS for all connections, and each policy produced a 

different result. F igure 5.5 (b) shows the sim ulation result. Essentially, the  local-m ax policy 

quickly accrued utilities and hit a  p lateau  as the proportion o f 112 connections increased. 

This can be explained as follows. W hen some channels use a  steeper-slope utility  function 

than o thers, they  will receive m ax-QoS under the local-max policy, and channels with a 

flatter-slope u tility  function will ge t a  very low bottleneck QoS, which can cause under­

utilization of o th e r  links. Thus unbalanced resource allocation can cause under-utilization 

by giving m ore resources to high-utility  channels to  maximize the  overall utility. The total 

utility is determ ined  by the gains from high-utility channels and the loss due to  under­

utilization. As the  proportion o f U2 connections increases, the gains by high-utility channels 

were offset by under-utilization of th e  netw ork.
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F ig u r e  5 .6 : A case when the local-max policy flops
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F ig u re  5 .7 : T he im pact of spare resource reservation on netw ork utilization

Nevertheless, th e  local-m ax policy outperform ed the equal-share policy in m ost cases, 

and when the p roportion  of higher-utility connections was over 30%. m ore th an  90% of 

maximal utility sum  was always achieved with the local-max policy.5

However, the local-m ax policy is not always better than  the  equal-share  policy. An 

exception occurs when the difference between utility function slopes is very sm all. In such 

a case, the factor o f netw ork under-utilization dom inates the gain by th e  higher-utility 

function. Figure 5.6 shows the simulation result when uj and u3 connections are mixed. 

u3  is a linear u tility  function m apping 100 Kbps to the utility o f 0.0101. T hus, u3 offers 

only 1 % higher u tility  than  ui for each resource unit. Even in such an  ex trem e case, the 

local-max policy is still within 90% of the maximal utility sum.

sThese numbers are meaningful only under the simulation setting used.

114

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Finally, we analyzed how  spare  resource reservation affects network utilization. T he 

QoS range was set to [1 M bps. 5 Mbps] and was commonly used as the utility function 

for all connections. As in th e  previous sim ulations, a to ta l o f 4032 P-connections were 

established using the single-backup configuration with ■mux=3’. The sim ulation ob jective 

is to com pare the network u tiliza tion  w ith and without backup channels.

When connections were evenly routed over the network. max-QoS was possible for all 

channels, both  with and w ith o u t backups. This is because 4032 prim ary channels w ith 

max-QoS consumed only, on average. 64% bandwidth of each link, so th a t no link suffered 

under-utilization. To create  bo ttleneck  links, we restricted channel sources to  be selected 

among a certain  set of nodes, while channel destinations were random ly chosen. Figure 5.7 

plotted the result of this s im ulation , showing that the network w ith backups earned a  larger 

utility sum (thus, higher netw ork  utilization) than the network without backups. T h is is 

because spare resource reservation reduces the degree of under-utilization at each link. Even 

at the most congested link, th e re  exist spare resources available as excess resources, while 

there are no excess resources in the  network without backups.

5.2.3 Discussion

The main idea is to  m ake the reserved spare resources available to real-tim e traffic in 

addition to their original in tended  use (i.e.. fast failure recovery) o r for non-real-tim e traffic 

which do not require resource reservation. This is achieved by including spare resources in 

the pool of excess resources, th u s  m aking all resources available for real-tim e traffic. W ith  

the range-QoS model, even if a  lower min-QoS was used by the admission test (in which 

spare resources are not accounted  for the min-QoS guarantee), a real-time connection can 

receive up to  its max-QoS by utilizing spare resources. It is equivalent to  se tting  its QoS 

requirement to the max-QoS in the  admission test, except th a t applications should agree 

on possible QoS degradation in case o f failures. Associating utility  with QoS allows each 

connection to  control the  ce rta in ty  o f obtaining its max-QoS. In this way. real-tim e traffic 

can fully utilize the network cap ac ity  in a failure-free situation.

5.3 Application-Triggered Performance QoS Adaptation

Now. we present a  QoS a d a p ta tio n  method which changes the  performance QoS of a 

connection according to  its ap p lic a tio n ’s dem and. The capability o f modifying existing QoS 

at run-tim e is beneficial for som e applications. For example, in m any video applications,
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F ig u re  5 .8 : U tility function change for QoS-upgrade re-negotiation

the source ra te  changes significantly with scene changes (e.g.. a still scene to a quick- 

motion scene, and vice versa) and they cannot be handled efficiently by sm oothing or 

buffering alone. It is because unlike short bursts, long bursts lasting for tens of seconds or 

even m inutes. Such long bu rsts  are handled b e tte r6 by using QoS re-negotiation at run ­

time [18. 109. 76. 35]. For instance, it is shown in [35] th a t a piecewise CBR stream  w ith 

QoS re-negotiation requires 3 - 4  tim es less resources than  the corresponding fixed-rate 

CBR stream .

While the Qos re-negotiation approach can achieve high resource efficiency, a QoS re­

negotiation a tte m p t for higher QoS m ay fail. If this chance (quantified as the re-negotiation- 

blocking probability. RBP) is not m aintained a t a  satisfactory level, the benefit of re­

negotiation will be seriously dim inished. To bound this probability, the  network has to 

set aside some resources by restric ting  the adm ission of new connections even if there are 

available resources.

In this section, we explore th e  conjunction of ou r failure-recovery scheme with QoS re­

negotiation. so th a t the shortcom ings of bo th  (i.e.. the re-negotiation blocking probability 

and network capacity reduction for guaranteeing  dependability) can be com pensated for by 

each other.
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5.3.1 R u n -tim e QoS R e-n egotiation

Under the  range-QoS model, the netw ork should change the  min-QoS of a  connection 

to  respond to  the  QoS re-negotiation request by the connection. W hile re-negotiation 

for lowering min-QoS is straightforw ard, re-negotiation for increasing min-QoS requires a 

new adm ission control: check the  availability of resources for QoS enhancem ent. This 

admission control is the  same as th a t for the  initial QoS negotiation, except th a t failure 

in this adm ission control means the  continuation o f the original QoS. We do not consider 

the option o f changing an existing channeTs rou te  to  overcom e the adm ission test failure, 

because such a change may generate a dom ino effect, causing changes of o th er existing 

channels’ routes. Instead, when QoS re-negotiation for enhancing min-QoS fails, a steeper- 

slope utility function can be used as a secondary m eans o f QoS re-negotiation. Under 

the local-m ax excess-resource allocation policy, applications can receive higher QoS even 

with the  sam e min-QoS by using a steeper u tility  function, as more excess resources will 

be allocated to  them . Applications can control the  m argin o f QoS-upgrade by setting  the 

max-QoS to the  desired QoS. or by using a  tiered u tility  function (see Figure 5 .8 ).'

To prevent unsuccessful QoS-upgrade re-negotiation for existing connections, the net­

work should som etim es reject new connection requests even when enough resources are 

available to accept them . In general, it is im possible to  derive an optim al adm ission control 

for this purpose due to  the inherent uncertain ty  in the  generation  of Q oS-upgrade requests. 

Only for playback applications w ith all changes of QoS requirem ents known in advance, 

an optim al admission control will be possible. For in teractive applications, only statistical 

estim ation based on a  traffic-generation history  has been used in [109. 35]. To avoid the 

uncertainty and com plexity of such s ta tis tica l estim ation , we exploit the  spare  resources. 

Thus. RBP is m aintained by relying on spare resource reservation instead o f a separate 

admission control.

In QoS-upgrade re-negotiation, the netw ork keeps a  record of the original min-QoS 

value of a channel to  be upgraded, while m odifying its m in-QoS. In a failure-free situation, 

spare resources can be used for Q oS-upgrade re-negotiation by increasing min-QoS. When 

failures occur and backups are to be activated , the  spare resources used for Q oS-upgrade are 

reclaimed for failure recovery, and the  min-QoS of the  channels affected by this reclaiming is 

reset to  their original min-QoS. The original min-QoS is also used for admission tests  for new 

connection requests. T he reason for this is th a t  the  dependability  of existing connections

6higher resource efficiency
' However, this m ethod does not guarantee QoS enhancem ent. For example, there will be no QoS en­

hancem ent when many connections opt to use the sam e steeper-slope utility  function.
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may otherw ise be com prom ised upon occurrence o f failures.

5.3.2 Evaluation

We evaluated the effectiveness of our approach via sim ulation with real d a ta .

T he first factor which decides RBP is the characteristics of inpu t source. For instance, if 

there are only m inor fluctuations in the input rate . QoS re-negotiation will be rarely needed 

and will result in a low RBP. In the other extrem e case, spare  resource reservation may 

not handle all QoS re-negotiation requests and a  high RBP will result. In the sim ulation 

experim ent, we used a one-hour M PEG trace ex tracted  from th e  S ta r Wars movie [31]. The 

movie s tream  was decom posed into multiple segments w ith different d a ta  rates, so th a t  QoS 

re-negotiation may occur a t the  boundary of each segment.

We assum e th a t the only knowledge the network has is the  average rate  of the original 

d a ta , which is used to  determ ine the initial min-QoS of each channel during its se tup . Both 

the segm entation schedule (or tim e of re-negotiation) and the  m in-QoS associated w ith each 

segm ent are heuristicaily determ ined at run-tim e by m onitoring the  input source. A variant 

of the  heuristic presented in [35] was used for th is purpose. T he QoS level of the  next 

segm ent is estim ated  as:

f,+ i =  (I -  T ~ l )r{ + T ~ l (ri + m ax{bi -  Bh.O})

where r, is the  actual traffic generation rate during tim e slot i o f length T.  and 6, is the 

buffer size a t the end of slot i. and Bh is a high buffer threshold. T he term . m ax{b, — Bh.,0}. 

ensures th a t  buffer build-up m ore than  Bh should be flushed by the end of the next slot. 

Re-negotiation is triggered if

{6, >  B h n  ( f 1+I -  r,) > a}  U {6, <  Bt n  ( r ,  -  r,-+1) > J}

where Bi is a low buffer th reshold , and a  and J  a re  QoS upgrade  and degrade thresholds, 

respectively. A segm entation process 5  is denoted by {T . Bh, B [ , a ,  i3}.

T he segm entation process has a significant im pact on the  resource efficiency o f QoS 

re-negotiation. We used tw o segm entation processes, 5 1 =  {1/6  sec, '250 Kbits. 0 K bits. 50 

Kbps, 50 Kbps} and 5 2 =  (1 /1 2  sec, '250 Kbits, 0 K bits, 50 K bps, 50 Kbps}, whose s ta tis tics  

are given in Table 5.1. T he bandwidth efficiency  is the  ra tio  o f the average rate  o f the 

original d a ta  to  th a t of segm entation results. Generally, a higher re-negotiation frequency 

allows a higher bandw idth efficiency, but induces a  larger re-negotiation overhead. Both 

segm entations resulted in a  data-loss rate  less than  10-5 due to  buffer overrun, when each
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average rate bw-efficiency re-negotiations/sec

s l 367 Kbps 0.909 0.36

s2 346 Kbps 0.964 0.84

T a b le  5 .1 : S tatistics o f two segm entations

channel source was assum ed to have a dedicated buffer of 500 Kbps for traffic sm ooth ing .8

A total of 2016 or 4032 £>-connections were established in an 8 x 8 torus sim ulation 

network, where each channel used a random ly tim e-shifted version of th e  movie d a ta . The 

initial min-QoS of each channel was set to  335 Kbps, the average ra te  of th e  original d a ta  be­

fore segm entation. T he netw ork link capacity was set to  50 Mbps considering the relatively 

small bandw idth requirem ent of each channel.

We performed sim ulations while varying several factors:

• the input d a ta  segm entation process (S).

• the num ber o f connections (N).

• the d istribution o f channel sources (D ).

• the degree of backup m ultiplexing (BM ).

S represents the segm entation  characteristics. X and D portray the netw ork-load condition, 

and BM determ ines the  am ount of spare resources reserved. The m etrics used are  the  

probability (Prj )  th a t a  re-negotiation a ttem p t fails9 and the ratio ( /2r / ) o f  the  du ration  th a t 

the desired QoS was not provided to the to ta l service duration. We m easured these m etrics 

while allowing channels to  use only spare resources for QoS re-negotiation , as opposed to  

using all excess resources. In this way. we could sim ulate the worst-case behavior of our 

scheme. In o ther words, th e  pure contribution of spare resources to  R B P was m easured.

The sim ulation results of five cases are sum m arized in Table 5.2. ‘P rim ary -load ’ indicates 

the ratio of the bandw id th  consumed by prim ary channels to the to ta l netw ork capacity  

a t the initial se tup . 'B ackup-load ' is the average am ount of spare resources a t each link 

at the initial se tup . •U niform ' means tha t channel sources and destinations were random ly 

selected, where ‘congested’ means tha t channel sources were selected am ong  a  half of to ta l 

network nodes in o rder to  generate bottleneck links. Two backup m ultip lexing degrees. 

BMi (m ux=3) and BM 2 (m u x = 5 ). were sim ulated.

8 Usually, the larger buffer space is, the higher bandw idth efficiency is possible.
9In such a case, the previous QoS is maintained.
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(S, N. D. BM) primary-load backup-load Prj Prj

Case 1: (S’1.4032,uniform,BMi) 42.88% 21.44% 0 0

Case 2: (S2.4032.uniform,BMi) 42.88% 21.44% 4.85e-04 l.99e-05

Case 3: (Sl .4032,uniform.BMj) 42.88% 17.25% 2.79e-05 9.42e-07

Case 4: (S1.4032,congested,BMi) 42.88% 20.58% 2.62e-02 1.91e-03

Case 5: (S1.2016.uniform,BMi) 21.44% 10.14% 3.89e-03 l.90e-04

T a b le  5 .2 : QoS re-nego tia tion  results

T he first observation comes from the com parison betw een Case 1 and Case '2: 5 2 resu lted  

in a higher Prf  than  S 1. W ith  the sam e am ount of sp a re  resources, the segm entation process 

with a lower bandw idth efficiency offered a lower re-nego tia tion  blocking ra te  than  th a t w ith  

a higher bandwidth efficiency. This som ew hat coun ter-in tu itive  result comes from the  fact 

th a t the  fluctuation o f QoS requests by S 2  was larger th an  th a t by 5 l . while, on average, 

S 2 consumed less resources th a n  S l .

Second, less spare resources led to a  higher P rj  (com pare Case 1 and Case :}). Obviously, 

more spare resources can deal b e tte r  with QoS re-negotia tion  requests.

T hird , the network w ith bottleneck iinks (C ase -1) resulted in a higher P rj  th an  the  

balanced network (Case 1). while the  am ount o f sp a re  resources was similar for the following 

reason. In Case 4, backups were routed by avoiding th e  bottleneck links on which p rim ary  

channels were concentrated. As a  result, the  ra tio  o f spare  resources to active resources 

at bottleneck links decreased. Sm aller spare resources com pared to  re-negotiation requests 

m eans a larger P rj  at bottleneck links.

Fourth , a smaller num ber o f connections caused a  higher P rf  (com pare Case 1 and  

Case 5). because the m ultiplexing effect betw een QoS re-negotiation requests in C ase 5 

was sm aller than in Case 1. If there  are more channels on a link, their QoS re-negotiation 

requests will be more likely to  be averaged o u t, i.e.. a  higher m ultiplexing effect. Overall, 

the duration  of degraded services due to re-negotiation failures was kept below 1.9 x 10~3 

for all cases of sim ulations, m eaning th a t for 99.8% of to ta l service time the  applications 

received the full QoS.

5.3.3 Discussion

W hen a  sufficient num ber o f connections are  estab lished  in the network, the netw ork 

can keep a low RBP by using only spare resources. Even if there  are only a  small num ber 

of connections in the netw ork, R B P will not be high, because there will be abundan t excess
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resources to  supplem ent the small am ount of spare resources. (In our sim ulation, other 

excess resources th an  spare resources were not accounted for in QoS re-negotiation.) The 

risk o f a  high RBP arises a t only those links w ith m any active channels which in itiate  QoS 

re-negotiation but reserve only a small am ount of spare resources (as in case 4 of Table 5.2). 

To get around this problem , the degree of backup m ultiplexing may need to be determ ined 

by considering the dependency between the am ount o f ac tive  and spare resources.

5.4 Conclusion

In this chapter, we presented an elastic QoS-controI schem e which greatly  enhances the 

feasibility o f deploying our scheme by elim inating the  dependability  cost in a failure-free 

situation . We combined our failure-recovery scheme w ith  two promising adaptive QoS- 

control m ethods: netw ork-triggered and application-triggered QoS adaption. The former 

resembles the controlled-load service extended with th e  concept of utility. The la tte r is 

close to the  re-negotiation-based approach which is considered cost-effective for multimedia 

applications. The comm on goal of both adaptive m ethods is to make the dependability 

scheme transparen t in a normal situation , while still providing predictable dependability 

guarantees upon occurrence of a failure.
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORK

Future  networks are expected to  provide dependable reai-tim e com m unication services 

for m any emerging business- and mission-critical applications. Considering the innate  het­

erogeneity and large scale of the network, any dependability  scheme should have a  simple 

and d istribu ted  arch itec tu re  which is independent of the underlying com m unication services. 

In addition , since only a  subset of applications will require dependable services and different 

applications/users will require different levels of dependability, the  dependability level/cost 

should be "custom izable.” depending on the critica lity /im portance  of applications.

In this thesis, a new approach  is presented to make reservation-based real-tim e com m u­

nication services dependable. O ur approach is to cost-effectively provide a reasonable level 

of fault-tolerance. Though it does not mask network failures so th a t  failures are completely 

tran sparen t to  the applications, its quick recovery allows the approach to be viable in many 

real-tim e applications. In fact, there are many real-tim e applications which can to lerate 

a short recovery tim e and  do not require continuous availability. However, in a real-tim e 

environm ent, unrecovered failures for a longer period than  a  tolerable tim e window can re­

sult in application failures. Hence, it is essential to  put a  certa in ty  on the recovery latency 

from failures. From the real-tim e comm unication perspective, pre-establishing a standby 

connection is the only way to  achieve fast recovery, because the re-establishm ent latency 

of a  real-tim e connection is unpredictable and usually long. Besides the predictable recov­

ery latency, o ther characteristics o f ou r approach such as low overhead, im plem entation 

neutrality , and flexible topological requirem ent will broaden its applicability.

6.1 Research Contributions

This thesis has m ade several im portan t contributions.
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First, we developed a  client interface model for fault-to lerant real-tim e com m unication. 

The model provides two dependability  QoS param eters: the  probability of fast failure re­

covery and the estim ated  failure-recovery delay. These param eters are general enough to  

be understandable to m ost applications, but if th e  direct exposure of these param eters to  

end-applications is not ap p ro p ria te , translation to  application-specific QoS param eters m ay 

be necessary. The definition of a failure in real-tim e com m unication is also included in the  

client interface model. YVe allow each connection to  choose a different sem antic of failure.

Second, we devised a  m echanism  which guaran tees the required dependability QoS w ith 

a minimal fault-tolerance overhead. The essence o f this mechanism is the establishm ent of 

backup channels before failures actually  occur. To minimize the resource overhead o f backup 

channels (i.e.. the low netw ork resource utilization by reserved but unused resources for 

backups), two types of backup m ultiplexing m ethods are developed, each o f which provides 

a different grain of dependability  guarantees. T he  dependability for each connection is 

controlled by adjusting the  param eters of the backup establishm ent procedure. A tw o-step 

routing m ethod is also developed for backup rou te  selection. It is shown th a t this rou ting  

m ethod is more effective th an  conventional routing m ethods. YY’e evaluated the efficiency of 

the backup-channel scheme through sim ulations and  showed th a t with m inor degradation  

of the netw ork’s capability of accom m odating channels, a desired dependability QoS level 

can be achieved.

Third, we developed a  robust mechanism for run-tim e failure recovery. A special em ­

phasis is placed on 'fa s t ' recovery and 'insulation* o f healthy connections from the recovery 

operation for faulty connections. The first step o f run-tim e failure recovery is the detection 

of failures. O ur failure-detection protocol uses two behavior-based techniques for low-cost, 

quick, and perfect failure detection. Since these techniques do not require any special 

hardw are support, it is applicable to  any network technology. The efficiency of our failure- 

detection protocol was experim entally  evaluated on a  laborato ry  testbed . The next recovery 

steps are failure reporting and channel switching. A special-purpose real-tim e channel is 

used for robust and tim ely delivery of control m essages associated with these recovery op­

erations. Once an injured connection is restored, resources are reconfigured to  m aintain the 

dependability QoS of the connections affected by failures. This procedure is tran sparen t to 

applications unless network failures make it impossible to  preserve all of the  existing QoS 

contracts. In such a  case, th e  QoS of existing connections is gracefully degraded.

Finally, we presented an elastic QoS-control schem e which can virtually elim inate the 

dependability overhead in a  failure-free situation . In this new QoS control scheme, we

1'23

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



combined our failure-recovery scheme with tw o adap tive QoS-control m ethods: netw ork- 

triggered and application-triggered  QoS adap tio n . Essentially, the resources reserved for 

backup channels a re  utilized by active channels in a  norm al situa tion , so th a t  active channels 

can utilize the en tire  netw ork resources. T hrough sim ulations, it is shown th a t our schem e 

does not degrade the  netw ork utilization in a  failure-free situa tion , while still providing 

predictable dependability  guaran tees upon failure occurrences.

6.2 Future Work

This thesis presents an in tegrated  solution which deals with alm ost all aspects of depend­

able real-tim e com m unication  in m ulti-hop netw orks. W hile our work can be extended in 

various directions for each aspec t, here we discuss two issues which have not been elaborated  

on in this thesis.

One is the im p lem en ta tion  issue. The m ajo r challenge of our work is not in developing 

a new real-time m essage scheduling discipline. We assum e the presence of com m unica­

tion subsystem s which can provide perform ance QoS guarantees determ inistically. s ta t is ­

tically. or in some o th e r m anners. The role o f th e  underlying com m unication subsystem  

is to deliver m essages w ith in  a  specific tim e lim it w ith some level of certainty. Therefore, 

the perform ance-related n a tu re  of resultant dependable real-tim e com m unication service is 

bound to the n a tu re  o f the  underlying com m unication subsystem .

A real-time channel service is usually im plem ented with two protocols: Real-time N e t­

work M anagement Protocol {R N M P) and Real-time Message Transmission Protocol (R M T P ). 

The main function o f RN M P is channel estab lishm ent and teardow n. while th a t of R M T P 

is run-time control such as traffic shaping and m essage scheduling. W hen a  client requests 

a real-time channel to  be estab lished , it has to  specify its traffic param eters (e.g.. m axim um  

message rate) and QoS requirem ents (e.g.. m essage delay bound). Using th is inform ation, 

RNMP performs an ‘adm ission te s t , ' which checks th e  availability of the resources necessary 

to meet the channel’s QoS requirem ent. RNM P reserves resources if the admission test is 

positive. In R M TP, a  traffic regulator is used to  sm ooth  (oftentim es bursty) packet arrivals, 

and one or m ultiple o u tp u t queues are serviced for message scheduling and  transm ission. 

RM TP is closely re la ted  to  RN M P, because the  admission control of RN M P assumes a  

certain m essage-scheduling policy used by RM TP.

Our scheme consists o f tw o protocols which are  Backup Channel Protocol (B C P) and  

Failure Detection Protocol (F D P ). Figure 6.1 depicts a general protocol configuration in
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F ig u re  6 .1 :  G eneral protocol configuration

which the  existing (unreliable) real-tim e channel protocol is augm ented by our protocols. 

The augm entation requires som e m odification in API (A pplication Protocol Interface). The 

A PI of RN M P should be m odified to  include dependability  QoS param eters which are 

exported  by BC’P. The API o f R M T P  may also need to  be changed to  support seam-less 

channel switching, i.e.. to  m ake th e  switch of prim ary channels invisible to applications. 

T he design of our protocols does not assum e a  particular real-tim e com m unication scheme, 

so this thesis does not address th e  details about the in teg ration  effort of B C P /F D P  with 

existing real-tim e com m unication protocols. In principle, o u r protocols can be placed on 

top of any existing (possibly independently  developed) real-tim e channel protocols.

The im plem entation of our schem e requires support for resource m anagem ent from the 

underlying communication subsystem . For instance, backup m ultiplexing and adaptive QoS 

control will require the access and  contro l o f various resources (e.g., com puting bandwidth, 

transm ission bandwidth, or m essage buffer). A clean in terface of the  resource manager 

which hides the system -dependent details is crucial for the  efficient im plem entation of our 

scheme. T hus, the resource m anager should perform 'resource ab s trac tio n ', by providing an 

insulating layer between the (low-level) resources and the ab s tra c te d  resources dealt with by 

the upper-level protocols. This layer m ay or may not be stra igh tfo rw ard  depending on the
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F ig u re  6 .2 :  Fault-tolerant m ulticast using backup channels

OS kernel's resource-m anagem ent policy and the underlying real-tim e message scheduling 

policy. M any interesting problem s are expected to  be found in the course of im plem entation 

on various system s.

A nother is the group comm unication issue. W hile we assum ed one-to-one com m unica­

tion throughout this thesis, fault-tolerant one-to -m any/m any-to -m any  real-tim e connections 

will be necessary and beneficial, particularly in m ultim edia networking. T he key in apply­

ing the  backup channel approach to  multicast com m unication is the problem of determ ining 

where to  reserve resources for the fault-tolerance purpose. Some alternatives in establishing 

backup channels for a m ulticast tree are illustrated  in Figure 6.2. One way is to  establish 

an independent backup channel for each com m unicating peer as in Figure 6.2 (a ) . A nother 

way is to  add a backup channel to each segment o f m ulticast tree as in Figure 6.2 (b). The 

th ird  way is to  build a  different multicast tree of a  backup connection as in Figure 6.2 (c). 

O r. one can combine the second and third ways to  build a SFI-like m ulticast tree as in 

Figure 6.2 (d). Solid lines represent prim ary real-tim e channels and do tted  lines backup 

channels. Each m ethod has advantages and shortcom ings, and their perform ance may be 

affected by the network topology. The com patibility w ith existing reservation protocols like 

RSVP may be an in teresting  avenue of future research.
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