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CH APTER 1

INTRO DUCTIO N

1.1 Motivation

W ith the fast development o f high-speed network technology and the explosive grow th 

of packet-switching networks, contem porary  networks are required to carry various types of 

traffic including real-tim e audio /v ideo  d a ta , as well as trad itional da ta  communication tra f­

fic. In particular, the need for supporting  such heterogeneous traffic over a  single network, 

which is known as an In tegrated  Services Packet Network (ISPN), is a broad consensus 

in the computer networking com m unity. The unified communication infrastructure would 

offer a  multitude of advantages, including vast economies o f scale, ubiquity of access, and 

improved statistical multiplexing.

However, many technical issues m ust be resolved before such ISPNs are successfully de­

ployed in the real world. In particu lar, the  problem of providing flexible Quality-of-Service 

(QoS) guarantees in ISPNs has been draw ing enormous atten tion . This is a  challenging 

problem considering the heterogeneous traffic characteristics and a wide range o f QoS re­

quirements which are expected to  be observed in ISPNs. Real-time traffic requires more 

precisely-defined QoS in term s o f packet delay, throughput and loss rate, com pared to  best 

effort traffic generated from trad itiona l d a ta  communication applications such as ftp  and 

telnet. Among these perform ance requirem ents, delay plays the most im portan t role in 

real-tim e applications [79], since th e  packet error rate can be kept very low with the  use of 

advanced networking technologies. In particular, in the context of real-time com m unication, 

delay guarantee indicates per packet delay guarantee, not the  average delay guarantee. If a 

packet arrives a t the destination a fte r its deadline has expired, its value to  the application 

may be greatly reduced o r even w orthless. In some circum stances, a packet missing its dead­

line is considered lost. T hus, the packet delivery delay m ust be bounded and predictable

1
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for real-time applications.

It is impossible to  meet different QoS requirements for different real-tim e applications 

using the best-effort delivery service of a  conventional packet-switching network, because 

their packet multiplexers do no t differentiate between real-time and non-real-tim e traffic, nor 

among different real-time traffic. Recently, several packet multiplexing techniques have been 

proposed to  provide per-connection delay guarantee [17,19 ,26 ,36 ,37 ,64 ,95 ,100]. Although 

they can provide bounded end-to-end delays in a point-to-point network environm ent, they 

differ in input traffic specification, connection admissibility, and im plem entation complexity. 

One of the most im portant design goals of such packet multiplexing schemes is tha t they 

must be simple enough to  work in a  high-speed network environm ent while keeping network 

utilization a t a reasonable level.

Along with packet m ultiplexing schemes, ISPNs must be equipped with an appropriate 

connection admission control (CA C) and resource reservation scheme in order to provide 

per-connection QoS in an efficient m anner [101]. W ithout these functions, no packet mul­

tiplexing scheme can provide the  promised QoS to end users. As w ith packet multiplexing 

schemes, choosing a good CAC and resource reservation scheme greatly  affects the perfor­

mance of ISPN. Desirable features of a  CAC and resource reservation scheme are efficiency, 

simplicity, low operational overhead, and low cost.

In conjunction with resource reservation and CAC, finding a route which can provide 

user-requested QoS is ano ther im portan t issue in a  point-to-point network environment. 

This is known as the QoS-routing problem  [91]. W ithout an efficient QoS-routing algorithm, 

a network may fail to  find a  ro u te  and, as a  result, reject the request for a  new connection, 

even if there exists a qualified route w ith enough resources to  honor the request. QoS 

routing must therefore be considered as a  component of Integrated Service Model in ISPN 

[12]. In addition to  finding a  qualified route for each requested connection, QoS-routing 

must be able to make good overall network utilization. This also relates to  increasing the 

chance of accepting future requests by m aking a  good route selection for the current request. 

Finally, QoS-routing algorithm s should not be expensive in term s of both  operational cost 

and implementation complexity.

Real-time communication is conventionally classified into two categories according to 

QoS requirements: determ inistic and statistical [1 ]. In determ inistic real-tim e communi­

cation, QoS requirements are  specified in absolute term s and no packet losses or deadline 

misses are allowed. In order to  satisfy its absolute QoS requirem ents, each deterministic 

real-time connection requires resource reservation based on the worst-case source traffic be-

2
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havior, thus resulting in severe underutilization of network resources. On the o ther hand, 

statistical real-time communication provides QoS guarantees in statistical term s so th a t be t­

te r network utilization is achieved. T hat is, s ta tistical real-time communication tolerates 

a certain percentage of packet losses and deadline misses, and thus, it allows connections 

to over-book network resources. Statistical real-tim e communication services are useful to  

those applications (i) th a t can tolerate a portion of packet losses and deadline misses and 

(ii) whose traffic is bursty. T he statistical multiplexing gain will be substantial, especially 

in such Variable-Bit-Rate (VBR) applications as compressed video.

Although applications on ISPNs are usually classified as either real-time or non-real- 

time, one can think of a  “finer” classification as follows: First, applications are classified 

as delay-sensitive or delay-insensitive. Delay-insensitive applications do not require per- 

packet delay guarantees; they are essentially the  same as true non-real-time applications. 

Delay-sensitive applications, on the o ther hand , require packet-delivery time guarantees 

from the network. They can be classified fu rther into two sub-categories, depending on 

the relation between the user-requested delay bound and source traffic characteristics. In 

general, delay-sensitive applications can be characterized by their traffic param eters such 

as average and peak packet-generation rates. In order to  guarantee the user-requested 

delay bound for each connection, the network m ust reserve the bandwidth com m ensurate 

w ith the required QoS. The reserved bandw idth ranges from the average packet-generation 

ra te  to  the peak packet-generation rate. If the  user-requested delay bound is small, the 

reserved bandwidth tends to  be closer to  the  peak rate; this type of application is said 

to  be peak-rate-oriented. Conventional real-tim e applications fall in this category since 

they require per-packet delivery delay guarantees [79] and their delay requirements are very 

tight, which, in turn , entail admission control based on the peak packet-generation rate . 

Servicing peak-rate-oriented applications is resource-intensive and often leads to  very low 

resource utilization when the source traffic p a tte rn  is bursty, or the ratio of peak packet- 

generation rate to average packet-generation ra te  is high.

In contrast, when the user-requested delay bound is fairly large (e.g., several seconds 

to  several minutes), the required bandw idth is closer to  the average packet-generation rate; 

we call this type of applications average-rate-oriented or semi-real-time. A typical exam ple 

application of this type is VoD (Video-on-Demand) service. Delays in VoD service need 

not be constrained by the peak packet-generation rate. By reserving bandw idth close to  

the average packet-generation ra te , we can still provide reasonable delay bounds for VoD 

services a t a  much lower cost compared to  the  case of processing them as peak-rate-oriented

3
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applications. A lthough the increased delay bounds require larger buffers in o rder to  avoid 

excessive packet losses, buffer space can be considered as a more flexible resource to  control 

than bandw idth, thus less expensive. Because of their “loose” delay bounds, sem i-real-tim e 

applications can also be serviced by using the bandw idth reserved but unused by real-tim e 

applications. As a  result, introducing sem i-real-tim e applications can significantly improve 

network utilization while still providing good QoS, unlike the case of using trad itional best- 

effort services for them .

ISPNs, in general, can be considered as point-to-point networks and  therefore real-tim e 

communication services are assumed to  be provided in a point-to-point network environ­

ment. In practice, however, an end system  is usually connected to  a  shared-m edium  Lo­

cal Area Network (LAN) and LANs are connected together by point-to-point networks. 

Therefore, it is im portan t to  study how real-tim e communication can be provided through 

shared-medium LANs in order to consider end-to-end QoS.

Some LANs such as FDDI and FieldBus can be easily modified to  provide real-tim e 

communication service [81,82,105]. T his is possible due to  the fact th a t  they  can provide 

bounded, or a t least predictable, m edium  access tim e because of their token-based medium 

access control protocol. Despite the  num erous newly-emerging or already-established high­

speed networks, however, the predom inant LAN architecture is still, and  will be in the 

future, based on E thernet, due mainly to  its m atu rity  and wide deploym ent & acceptance. 

In addition to  th e  most popular 10-Mbps s tandard  E thernet, newer generations of E thernets 

such as 100 Base-T and 100 Base-VG have already been spreading widely in the  commercial 

market [6 ]. It is a  general belief th a t E thernet will continue to  be the  netw ork of choice 

in a  LAN environm ent, especially a t end-host clusters. Moreover, its low price and the 

availability of E thernet device drivers on alm ost all operating system s makes it a ttrac tiv e  

even for em bedded systems like au tom ated  factories.

Despite its popularity and usefulness, however, E thernet has a serious difficulty if it is to 

be used for real-tim e communication, because its medium access control (M AC) protocol is 

contention-based, and thus cannot provide determ inistic channel access delays to  com ponent 

stations. Unlike FDD I, E thernet has no mechanism to  control the m edium  access tim e.

Deriving a  determ inistic bound on the channel access tim e of E th ern et, especially when 

the packet arrival pa tte rn  is not given in a  determ inistic form, is extrem ely difficult and  of 

little value since the  delay bound derived from the worst-case traffic condition is excessively 

large even under a  very lightly-loaded condition. On the contrary, using a  s ta tis tica l bound 

on channel access tim e for CAC will im prove netw ork utilization significantly a t the  expense

4

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



of a  small percentage of packet losses or deadline misses. T he difficulty in using a  statistical 

delay bound for real-tim e communication lies in how to  derive the statistical bound itself. 

This is mainly due to  the  contention-based MAC protocol o f E thernet.

1.2 Related Work

1.2 .1  D eterm in istic  R ea l-tim e  C om m u n ication

In order to  provide per-connection delay guarantees over ISPNs, source node and in­

term ediate switches m ust be equipped with a  special packet multiplexing scheme. Re­

cently, several packet multiplexing schemes have been proposed to this end. V irtual Clock 

(VC) [100], Hierarchical Round Robin (HRR) [36], S top-and-G o [26], Earliest-Due-Date 

(ED D ), also called Delay-EDD [19], Rate Controlled S ta tic  Priority Queueing (RCSP) 

[95], Weighted Fair Queueing (W FQ ) [17], Packet-by-Packet Generalized Processor Sharing 

(PG PS) [64], and Real-Time Channel (RTC) [37] are a  few examples.

VC is a  rate-based traffic control algorithm th a t can  be used in packet-switching net­

works. A lthough it can provide delay-guaranteed service w ith an appropriate connection 

admission control [93], it tends to  penalize a connection th a t  has received better than  guar­

anteed service during a  certain tim e interval [64]. Fram ing strategies like HRR and Stop- 

and-G o provide bounded end-to-end delays. However, as pointed ou t in [37,96,104], they 

suffer the  problem of coupling between the guaranteeable delay bound and the bandw idth- 

allocation granularity. Delay-EDD combined with the (X min, X ave, / ,  S max) model can pro­

vide bounded end-to-end delays [19] and is optim al in term s of link utilization since it 

adopts deadline scheduling [54]. However, calculating packet deadlines and sorting the 

packets based on their deadlines is very expensive in te rm s of tim e and hardware. RCSP 

and RTC are variants of Delay-EDD but do not require the  calculation of packet dead­

lines inside the scheduler. While RTC employs the leaky bucket model as its input traffic 

specification and allows an arb itra ry  number of priority levels for arb itrary  link-delay guar­

antees, RCSP uses the ( X min , X ave,I,Smax)  model and  allows a  finite number of static  

priority levels for the simplicity of im plem entation. Since they both  are rate-controlled 

service disciplines [95] and, more generally, non-work-conserving service disciplines, they 

reduce the  buffer requirem ent a t the  interm ediate nodes. In non-work-conserving service 

disciplines, the traffic-arrival pa tte rn  of a connection is reconstructed a t every interm ediate 

node so th a t the traffic-arrival pa tte rn s at the in term ediate nodes conform to the original 

input traffic specification a t the source. Non-work-conserving service disciplines achieve this

5
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goal by using a  traffic regulator th a t holds early packets until their logical arrival times, 

or eligibility times. A lthough they can provide the  sam e delay bounds as work-conserving 

service disciplines, non-work-conserving service disciplines yield larger packet delays than 

their counterparts. Non-work-conserving service disciplines may seem disadvantageous, but 

the QoS requirement o f im portance to  real-tim e applications is bounded packet delays, not 

small average delays. L et’s consider a  real-tim e video conference, for example, in which 

every video frame m ust be delivered to  the destination before its play-back deadline so 

th a t the video stream  m ay be played back sm oothly. As long as each video fram e arrives 

a t the destination w ithin the  play-back deadline, video quality won’t be affected regard­

less whether it arrives earlier or not. In addition, non-work-conserving service disciplines 

provide a  smaller delay ji t te r  than work-conserving service disciplines, thus reducing the 

buffer requirement a t  interm ediate nodes. Thus, non-work-conserving service disciplines are 

a  better choice for real-tim e communication.

WFQ is a  rate-based packet scheduling scheme and guarantees a minimum throughput 

to  each connection over a  period longer than  its packet inter-arrival time. However, W FQ 

itself cannot provide bounded end-to-end delays. Parekh and Gallager proved th a t PG PS, 

which is the sam e as W FQ , can provide bounded end-to-end delays using the leaky bucket 

model for input traffic specification [65,66]. W FQ  (PG PS) shares the same advantages and 

disadvantages as Delay-EDD because it also adopts deadline scheduling . 1 In addition, like 

Delay-EDD, PG PS is a  work-conserving service discipline, and thus, requires larger buffer 

space than RCSP or RTC.

1.2.2 S ta tis tica l R ea l-tim e  C om m u n ication

Ferrari and Verma [19] introduced the concept of statistical performance guarantees and 

proposed a m ethodology for statistical real-tim e communication in WANs using the  Earliest- 

Due-Date policy for scheduling packets. They specified channel-establishment conditions 

for statistical perform ance guarantees. However, since their channel-establishment process 

requires the calculation o f the  probability of deadline overflows tha t depends on o the r chan­

nels’ activities, it is qu ite complex. Kurose [49] proposed to model a  traffic source with 

a  family of random  variables tha t bound the num ber of packets sent during various tim e 

intervals. In his approach, the  delay suffered by each packet in the network can be upper 

bounded, but the bound may be quite loose. Zhang et al. applied Kurose’s inpu t traf-

1 Although W FQ (PG PS) is not deadline scheduling but rate-based in essence, it requires sorting packets 
based on their virtual finish times which can be viewed as their deadlines. Hence, we consider W FQ as 
deadline scheduling.
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fic model to  RCSP and provided statistical performance guarantees for individual real-tim e 

connections [45,95,99]. They assumed th a t any packet missing its local delay bound a t each 

switch is dropped im mediately so th a t the end-to-end delay overflow probability bound can 

be decomposed into the local delay overflow probability bounds experienced along the p a th  

of the connection. Since a  packet does not carry any timing inform ation in many high-speed 

networks like ATM, it is impossible to  identify the individual cells whose deadlines have ex­

pired, and thus, this scheme cannot be employed in such high-speed networks. Zhang et al. 

[103] also derived a  s ta tistical bound on the end-to-end delay by applying the Exponentially- 

Bounded Burstiness (E .B .B .) process model [94] to Generalized Processor Sharing (G PS ) 

networks in a  similar way Parekh and Gallager [65,66] derived a  determ inistic bound using 

the leaky bucket model [14,15]. Although their work is theoretically attractive, it is no t 

clear w hether it can be applied to  real life systems since their scheme assumes an infinite 

buffer a t each node. In addition, the im plem entation complexity o f PG PS m ust be resolved 

for use in high-speed networks like ATM [51].

Effective bandwidth has been investigated in order to provide statistically-guaranteed 

QoS in ATM networks [18,29,39]. This approach is based on the large deviation theory and  

often employs an on-off process as a  source traffic model. In particu lar, Elwalid et al. [18] 

derived the worst-cast traffic param eters for achieving lossless multiplexing and used them  

to ex tract multiplexing gains from the  statistical independence o f traffic processes subject 

to the constraint of a  small buffer overflow probability. They employed the leaky-bucket- 

regulated periodic on-off process as their input traffic model to this end. In order to  calculate 

the overflow probability in the buffered multiplexing system like an  ATM multiplexer, they  

developed a  v irtual bu ffer/trunk  system. This model enabled them  to  transform  the two- 

resource (buffer and link bandw idths) reservation problem into a  single-resource reservation 

problem. By using this model, they were able to  use the Chernoff bound as a buffer overflow 

probability estim ate. A lthough their approach is m athem atically elegant, the estim ate based 

on the extrem al on-off process is quite pessimistic.

1.2.3 S em i-rea l-tim e C om m u n ication

Guerin et al. [29] proposed the  G uaranteed Rate (GR) service which m otivated th e  

semi-real-time com m unication service. They used a  determ inistic traffic envelope in o rder 

to provide the G R service. Having recognized the low network utilization and large delay- 

bound and buffer requirem ents which resulted from employing the  deterministic approach 

based on the worst-case traffic condition, they suggested the use of a  statistical traffic

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



envelope in their fu ture work.

T he concept of sta tistica l traffic envelope was used by m any researchers to  analyze the 

packet delay/loss behavior of a  s ta tis tica l real-tim e com m unication system [7 ,43 ,49 ,94 ,97 . 

103]. In [7 ,49,94,97,103], stochastic-bounding approach was used in deriving statistical 

traffic envelopes. This approach is quite pessimistic in estim ating  packet loss behavior es­

pecially due to the conservative n a tu re  of choosing bounding random variables. In [43], 

Knightly derived a  sta tis tica l traffic envelope from a  determ inistic traffic envelope using 

the variance-maximizing technique. This approach requires the knowledge of determ inis­

tic traffic envelopes o f multiplexed connections, and obta in ing  tight determ inistic traffic 

envelopes is indispensable to  deriving a  tigh t sta tistica l traffic envelope. In general, it is 

difficult to  derive a  tight determ inistic traffic envelope w ithout knowledge of much-detailed 

source traffic characteristics (e.g., en tire  fram e size sequence in VoD applications).

Several researchers have proposed piecew ise-constant-rate transmission of packets for 

VoD-like services [59,71,77]. Basically, their approaches require use of real-tim e communi­

cation service in an in tegrated  services network or a  dedicated transport system to  guarantee 

a  transmission rate . The approach in [59] may cause a  large build-up delay and large buffer 

space requirement a t the receiver, depending on the characteristics of the transm itted  VBR 

(Variable Bit R ate) video d a ta . T he approach in [77] can alleviate these problems by em­

ploying a smoothing technique. However, this results in a  large overhead of the  network 

control function due to  possibly frequent changes of reserved bandw idth, and requires the 

calculation of an optim al transm ission schedule, which is com putation-intensive. Reisslein 

and Ross [71] proposed a  call-adm ission scheme for VoD-like sources subject to  a  packet loss 

constraint. Their approach is based on the C entral Limit Theorem  and the  large deviation 

approxim ation. To alleviate the difficulty of calculating th e  Chernoff bound or the  one re­

fined by Bahadur and Rao [2], they  suggested several approxim ation techniques. Since they 

did not assume any usage of receiver buffer, the  real-tim e communication service m ust be 

provided in an integrated services netw ork, or a  dedicated transport system m ust be used 

to  meet the required QoS.

1 .2 .4  R ea l-tim e C o m m u n ica tio n  over E th ern et

Most of the earlier work in the a rea  o f supporting real-tim e communication over E thernet 

focused on how to modify the  MAC so th a t the modified MAC can control channel access 

tim e. Employing tokens is one such exam ple [89]. Evidently, this approach is quite costly 

com pared to  the well-established and  widely-used curren t E thernet standard.
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Most of the work in the area o f analyzing delay characteristics of CSM A/CD  networks 

focused on deriving throughput and average packet delay, by assum ing th a t the packet 

arrival pa tte rn  is Poisson. However, the throughput and average delay analysis does not 

provide detailed inform ation for realizing statistical retil-time com m unication. In statistical 

real-time com m unication, the ta il distribution of packet delay is m ore im portan t than such 

average perform ance param eters. Beuerm an and Coyle [5] derived the  tail distribution of 

packet delay in non-persistent C SM A /CD  networks, assum ing th a t the average waiting 

time for retransm ission is sufficiently larger than  packet transm ission tim e. However, the 

characteristic o f 1-persistent C SM A /C D  networks with BEB is qu ite different from their 

result with the non-persistent version.

1.2.5 Q oS R o u tin g

There are basically two approaches to  QoS routing: source-directed routing and dis­

tributed  routing. In the source-directed approach [30,55,67,69,102], the source switch or 

router selects a pa th  based on connection traffic param eters and available resources in the 

network. This approach can be refined into static  or dynamic routing, depending on whether 

or not load inform ation a t each local node is used for path  com putation . The former uses 

static  topology inform ation in choosing a  route. Although sta tic  QoS routing incurs low op­

erational cost, it suffers from a  poor connection-establishment ra te . In contrast, in dynamic 

QoS routing, the  inform ation on the available resource of each link must be distributed 

throughout the network, so th a t any source can have access to  th e  correct information on 

resources available in the network. The information distributed is often called link-state. 

By applying e ither D ijkstra’s shortest-path  algorithm [91] o r Bellman-Ford shortest-path 

algorithm  [67] based on link-state inform ation, one can find a  qualified route for the re­

quested connection. Examples o f source-directed routing protocols are the ATM Forum’s 

PNNI standard  [69] and a  QoS extension to  the  OSPF protocol nam ed QOSPF [30,102]. 

Because of its high operational overhead in distributing and m aintain ing link-state infor­

m ation, source-directed routing m ay not scale well. To im prove the  scalability in large 

networks, a  hierarchical approach can be adopted to  d istribute and  m anage link-state in­

formation [69]. In addition to the  use of a  hierarchical approach, efforts have been made to 

reduce link-state messages in order to  control the overhead. Periodic or triggered distribu­

tion of link-state inform ation is a  typical example of this effort. A lthough this approach and 

the hierarchical approach reduce the overhead by dissem inating less frequent and smaller 

link-state messages, they both cause the inaccuracy of link-state inform ation, thus leading
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to  undue routing a n d /o r  signaling failures [28]. A routing failure  is said to occur if the 

source cannot find a  route based on link-state information kept in its own database even if 

a  qualified route exists. And a  signaling failure occurs if one of the  interm ediate nodes on 

the route determ ined by the source cannot reserve the resources required for the requested 

connection’s QoS.

In the case of d istributed routing, the route is not calculated a t the source node bu t cho­

sen using a  d istributed routing protocol. In [76,87,91], d istribu ted  QoS routing algorithms 

which require each node to  m aintain a partial global inform ation on current network load 

condition axe presented. In [91], every local node is required to  m aintain a  routing table 

which has an entry  for every destination containing the next hop of the shortest-widest 

path. In [76], a  delay vector and a  cost vector are kept a t each local node. The delay (cost) 

vector contains the next hop of the  least-delay (least-cost) p a th  for every destination. In 

this type of d istributed routing, the  global s ta te  m ust be kept up-to-date a t each local node 

to  prevent the undue routing a n d /o r  signaling failures as in th e  source-directed routing. As 

a  result, link-state needs to  be distributed as in the source-directed routing.

In [33,80], d istributed QoS routing algorithms in which local nodes are not required 

to  exchange or m aintain link-state information for the en tire  network. They are called 

flooding-based QoS routing. T he source node simply m ulticasts each connection request 

to  its neighbors, which then relay the request to  their neighbors, and so on, until the 

request reaches the destination. In order to  limit the num ber of request messages, the 

algorithm does not flood request messages through a  link which is found unable to satisfy the 

QoS requirement th a t the requested connection presented. A lthough this approach incurs 

considerable operational overhead due to the laxge number o f request messages, it still has its 

own merits. F irst, there is no need for link-state inform ation distribution  and shortest-path  

calculation, thus reducing operational overhead and im plem entation complexity. Second, 

nodes are not required to  keep a  database of link-state inform ation, saving storage space. 

Finally, since the  la test, thus the most accurate, inform ation kept for each local link is 

used to determ ine w hether it can accommodate a  new connection or not, the algorithm  can 

always find a  qualified route, if any, thereby outperform ing link-state routing in term s of 

connection-establishment rate .
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1.3 Main Contributions o f this Dissertation

The main objective of this d issertation is to  provide a  real-tim e com m unication service 

over ISPNs. It must not only be simple enough to work in a high-speed network environ­

m ent, but also achieve good network utilization so tha t the cost of real-tim e communication 

service can be kept low. The main contributions of this dissertation are:

• A new traffic control scheme called the Traffic-Controlled Rate-M onotonic Priority  

Scheduling (TCRM ) which provides user-requested delay guarantees in point-to-point 

networks. It satisfies both  th e  simplicity and efficiency requirem ents of high-speed 

networks like ATM. This scheme requires traffic regulation a t the  user interface and 

scheduling a t each link along th e  path . We divide the m ultiplexer o f each link into 

two components: traffic controller and scheduler. Using this m echanism , TCRM  (1) 

has efficiency close to  PG PS in term s of channel admissibility; (2 ) is simple enough to 

operate in a  high-speed switching environment like ATM networks; and (3) requires 

only a  very small buffer space for each real-time channel.

•  A framework to  provide s ta tis tica l real-time communication services for VBR video 

d a ta  in point-to-point networks based on TCRM [51], Since T C R M  was originally 

developed for providing determ inistic real-time com munication services and does not 

allow statistical multiplexing am ong real-time connections, we make slight modifica­

tions to  TCRM  so th a t it may allow statistical multiplexing am ong a  set of real-time 

connections. By employing th e  histogram-based model [85] as the inpu t traffic speci­

fication for VBR video stream  along with the modified TC R M , we analytically derive 

a statistical bound for the  average cell-loss ratio of each sta tis tica l real-tim e channel. 

Simulation results support ou r analysis.

•  A methodology for providing th e  semi-real-time com munication service in an ISPN. 

We first adopt the concept o f traffic envelope to describe the  source traffic charac­

teristics, which is necessary for admission control of new connection requests and 

assessment of their resource reservation requirements. Instead o f using a  determinis­

tic traffic envelope [14,15,24,44], we employ a statistical traffic envelope derived from 

exploiting the s tatistical characteristics of source traffic. We take a  d irect approach 

based on the C entral Limit Theorem  rather than a  bounding approach taken in pre­

vious work. The statistical traffic envelope enables us to  greatly  reduce the am ount 

of network resources th a t need to  be reserved and thus can accept m ore connection
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requests a t th e  expense of a  small percentage o f packet losses. Second, we present a  

traffic regulation scheme which simplifies the derivation of statistical traffic envelopes 

in a  multi-hop environm ent. In general, the traffic characteristic of a  connection 

changes as the traffic travels through the network, and it is difficult to  keep track  of 

such changes and accurately describe the traffic characteristics a t each node. Thus, 

we employ a  traffic regulation scheme so as to  preserve the source traffic characteristic  

a t every in term ediate node along the path  of each connection.

•  Derivation of a  s ta tis tica l bound on medium access time, and hence packet-delivery 

delay, by m aking several assumptions on input traffic and the  functions of the  MAC 

protocol of E thernet. The derived bound is used for providing real-time com m unica­

tion over E thernet. O ur analysis considers the 1 -persistent CSM A/CD MAC protocol 

with the Binary Exponential Backoff strategy  (BEB) which is currently used in E th er­

net. Using this analysis, we can provide a  connection admission control for s ta tis tica l 

real-time com m unication over E thernet.

•  A new flooding-based QoS routing scheme which incurs much lower message overhead 

yet yields a  good connection-establishment ra te , compared to  the existing flooding- 

based algorithm s. Moreover, unlike the source-directed approach, it does not require 

on-demand sho rtest-pa th  calculation, thus lowering the operational cost.

1.4 Organization o f the Dissertation

The dissertation is organized as follows. In C hapter 2, we examine the problem of provid­

ing deterministic real-tim e communication over point-to-point packet networks. We propose 

a  new packet multiplexing scheme, TCRM , which provides deterministic delay bounds to  

individual real-tim e connections. The efficiency of the  proposed multiplexer is shown to  be 

com parable to  PG PS while keeping the im plem entation complexity controllable. C hap ter 3 

considers the problem of providing statistical real-tim e communication over poin t-to-poin t 

packet networks. Em ploying a  histogram-based model as the input traffic characteristic o f 

bursty sources, we analyze packet loss statistics when a  set of real-time connections are 

multiplexed over a  com m on channel which is im plem ented by a  modified TC R M . T hrough  

a  simulation study using V BR video traces, we validate the effectiveness of our approach on 

statistical real-tim e com m unication. In C hapter 4, we propose a  new service class, sem i-real­

tim e class, in order to  provide more diverse choices to  end users in ISPNs. To this end , we 

devise a statistical traffic envelope for an aggregate of semi-real-time connections using the
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Central Limit Theorem  (CLT). Through a  simulation study, we show th a t semi-real-time 

communication service can provide reasonable QoS to the semi-real-time class while greatly 

improving network utilization compared to  the case when real-time communication service 

is employed. C hap ter 5 investigates the problem of providing statistical real-time commu­

nication over E thernet. The medium access control protocol of E thernet, CSM A/CD with 

binary backoff is modeled as a  semi-Markov process. Analyzing the process, we calculate the 

probability of successful packet transmission over E thernet, and derive the tail distribution 

of packet delay. In C hapter 6 , a  new flooding-based QoS routing algorithm is proposed. 

Detailed description of the  flooding m ethod is given. The effectiveness of the proposed QoS 

routing scheme is shown in term s of connection establishm ent rate , operational overhead 

and im plem entation complexity. C hapter 7 concludes the dissertation with a discussion of 

our results and fu ture directions.
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CHAPTER 2

TRAFFIC-CONTROLLED RATE-MONOTONIC  

PRIORITY SCHEDULING FOR DETERM INISTIC  

REAL-TIME COMMUNICATION

2.1 Introduction

The problem addressed in this chap ter is the development of a  cell multiplexing scheme 

that can provide per-channel delay guarantees in an ATM network environm ent. ATM 

networks have been drawing significant atten tion  as a main technology for implementing 

B-ISDN due mainly to its po tential for efficiency and flexibility. Therefore, ATM networks 

must be able to provide delay guarantees to  individual virtual channels. In order to provide 

per-channel delay guarantees, each ATM link must be equipped w ith  a  special cell multi­

plexing scheme o ther than FIFO , as discussed in Chapter 1 . The scheme m ust be simple 

enough to  operate a t high-speed while still achieving reasonable netw ork utilization.

Two types of the ATM A dap tation  Layer (AAL) are supposed to  support such a delay- 

guaranteed cell delivery service: AAL1 and AAL2. AAL1 supports a  connection-oriented 

service in which the  bit rate is constan t. Examples of this service include 64 K bits/sec voice, 

fixed-rate uncompressed video and  leased lines of private d a ta  networks. AAL2 supports 

a  connection-oriented service in which the bit rate is variable. Exam ples are compressed 

video and interactive multimedia applications. However, it has not yet clearly specified how 

to im plem ent these layers [84],

A lthough Delay-EDD, RCSP, RTC and PG PS can provide bounded end-to-end delays in 

ATM networks, they differ in input traffic specification, connection adm issibility, and imple­

m entation complexity. Among them , PG PS is the most efficient in connection admissibility 

because o f its optim al deadline scheduling and the efficiency of its inpu t traffic specification.
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However, it may not be a  good candidate for realizing real-tim e communication in ATM 

networks because of its im plem entation complexity due to  (i) the high overhead associated 

with virtual finish tim e calculation and deadline-based sorting  and (ii) its large buffer space 

requirement. Since the num ber of real-time connections supported  by a  service discipline 

can be very large, the scalability of a  service discipline is very im portan t, especially when 

it is implemented in hardw are. The large buffer space requirem ent of PGPS significantly 

degrades its scalability. In Section ‘2.4, the im plem entation issue o f PG PS will be exam ined.

In this chapter, we propose a  new cell multiplexing scheme called the Traffic-Controlled 

Rate-M onotonic Priority Scheduling (TCRM ) th a t provides user-requested delay guaran ­

tees in ATM networks. As a  rate-controlled service discipline, it has the same structu re  as 

RCSP, but it tries to  sim ulate the behavior of PG PS. As a  result, it achieves connection 

admissibility close to  th a t of PG PS , and it satisfies bo th  th e  simplicity and efficiency re­

quirem ents of an ATM switch. This scheme requires traffic regulation a t UNI and scheduling 

a t each link along the pa th . We divide the multiplexer of each link into two com ponents: 

traffic controller and scheduler. Using this mechanism, T C R M  ( 1 ) has efficiency close to  

PG PS in term s of connection admissibility; (2 ) is simple enough to  operate in a high-speed 

switching environm ent like ATM networks; and (3) requires only a  very small buffer space 

for each real-tim e connection.

The chapter is organized as follows. Section ‘2.2 describes the  mechanism of the proposed 

scheme and presents an adm ission-test algorithm for this scheme. Section ‘2.3 compares the  

proposed scheme with o ther schemes using M PEG-coded movie clips. In Section ‘2.4, we 

propose a  simple im plem entation of the proposed scheme and  discuss its im plem entation 

complexity. The chapter concludes with 2.5.

2.2 The Proposed Scheme

A real-time channel is defined as a  virtual circuit th rough  which a  real-time communi­

cation service is provided. Before requesting the setup  of a  new real-tim e channel, the user 

must determ ine the param eters of its input traffic specification and present them  to  th e  

network service provider along w ith its QoS requirements. Based on the user’s input traffic 

specification and QoS requirem ents, the network service provider selects an appropria te  

path  — th a t is, QoS routing — which traverses m ultiple nodes and  links, and reserves the  

network resources needed to  satisfy the user-specified QoS requirem ent. At run-tim e, th e  

service provider guarantees the QoS using the reserved resources.
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Before discussing the  proposed cell-multiplexing scheme, we must first consider the 

method to characterize source traffic. One of the m ost im portan t requirements of a  good 

input traffic specification is th a t it should be ■‘enforceable” with a simple traffic-policing 

scheme. If a  complex inpu t traffic specification is em ployed, a  traffic-policing scheme th a t 

works for each connection a t  the  network entrance will be expensive, and hence, it cannot be 

used for large-scale high-speed networks. Although m any complex input traffic specifications 

like multiple leaky bucket regulator models or even em pirical traffic envelopes were employed 

for providing end-to-end delay guarantees [44,75,92], the  usefulness of these models in a 

real world is difficult to  prove. In our approach, we employ a leaky bucket model as an 

input traffic specification. This model is simple enough to  be used for traffic policing a t 

runtim e. One can im agine th e  leaky bucket model, simply called the (<7 , - model ,  as 

placing a sm oothing buffer a t  the  network entrance whose size and average drain  ra te  are 

Oi and pi, respectively, so th a t  the  burstiness of input traffic inside the network is limited, 

thus lowering the network resource-reservation requirem ent. In this case, the sm oothing 

buffer works as a  traffic policer a t the network entry.

The param eter pair of th e  leaky bucket model for a  VBR source, (<7,•,/>,), is obtained 

from the empirical traffic envelope of the source [92]. The empirical traffic envelope E m{t) 

is defined as the m axim um  am ount of traffic th a t has arrived during any tim e interval of 

length t, i.e.,

E m( t ) =  max A[t,  t  +  t] i t  >  0,
r > 0

where A [ t , t  -F t] is the am ount of traffic th a t has arrived during a tim e interval [r, r  -I- £]. 

Then, (<7,-,p,-) is given as a  param eter pair satisfying the  following relation,

°» +  Pit > E '{ t )  i t  >  0.

There usually exist multiple pairs satisfying the above relation. For example, in Figure 2.1, 

two such param eter pairs are shown for a VBR traffic: {(J\,P\) and (<7 2 , Pi)- They both 

describe the source traffic while having different burstiness characteristics and throughput 

requirements. By choosing different param eter pairs, one can provide different delay bounds 

to  a  real-time channel under the same cell-service discipline. For instance, for PG PS, 

(<7i,pi)-model will provide a  smaller delay bound th a n  (<7 2 , p?)-model a t the expense of 

higher resource requirem ents. So, we assume th a t inpu t traffic specification param eters can 

be chosen depending on the  performance requirement o f an  application.

O ur scheme requires cooperation between the User Network Interface (UNI) and each 

ATM switch along the p a th  in order to  provide real-tim e communication service. The UNI
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Figure 2.1: Two choices for (07,p,) param eter pair

regulates each channel i ’s traffic so as to  bound the cell-arrival ra te  a t the network entrance 

by The network service provider ensures tha t the requested channel i gets its (minimum) 

service ra te  pi a t every switch along the path  through an appropria te  admission control and 

run-tim e processing.

2.2.1 Traffic Shaping at U N I

Given the traffic model param eter pair (0 7 , p,), the user requests a cell-transmission 

ra te  pi from the network. After establishing the channel based on an appropriate admission 

test, the user begins to  transm it its traffic according to the (0 7 , p ,) model. A t the network 

entrance, the UNI regulates the incoming traffic in such a  way th a t the maximum cell- 

transm ission ra te  in to  the network is smaller than p,, or the minimum cell inter-transmission 

tim e is larger than  LJPi, where L  denotes the length of one cell (53 bytes). T h a t is, when the 

k th cell of channel i arrived a t the  UNI a t time Ak, its transm ission tim e, X\t, is calculated 

as:
A i k  =  1

m ax(A fc_ 1 +  £ ,  A k) k >  2 .

Until X k, the UNI holds the cell in its buffer. Since one cell is perm itted  to  be transm itted 

every tim e interval o f length L /p ,,  the minimum and m aximum guaranteed  service rates 

o f the queue are p,- over an interval o f length L /p,. Since the traffic can arrive in a burst 

whose maximum size is 0 7 , the UNI m ust have buffer a space o f 0 7  bits to  avoid cell loss.

Unlike most approaches like PG PS, RCSP, and RTC, our scheme does not allow the

*Jt =  | (2.1)
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Figure 2.2: Structure o f TCRM

burst of cells belonging to channel i to be instantaneously transm itted  into the network. 

Such a  strict non-work-conserving service discipline at the network entrance, as we shall see 

later, does not change the end-to-end delay bound, while significantly reducing the buffer 

requirement inside the network.

2.2.2 Traffic Regulation and Scheduling inside the N etw ork

We model an ATM switch as an output-buffered m ultiple-input-m ultiple-output switch 

[16]. In this model, no cells are lost due to  contention within the switch fabric and com ­

petition exists only among those cells sharing the same outgoing link. Assuming th a t the  

switching delay is negligible as com pared to  the queueing delay a t an  ou tpu t buffer, we 

concentrate on controlling th e  queueing delay at the outpu t buffer in order to  achieve a  

bounded end-to-end delay.

As a  rate-controlled service discipline, TCRM  consists of traffic controllers and a sched­

uler (see Figure 2.2). A traffic controller is assigned to each individual real-time channel 

and the scheduler is shared by all the  real-tim e channels.
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Traffic Controller

The traffic controller executes the same traffic regulation function of the UNI. T hat is, 

it keeps the cell-arrival ra te  a t th e  scheduler below p ,. It holds the incoming cells until their 

supposed arrival tim es, and then transfers them  into the scheduler. This supposed arrival 

time is called the  logical arrival time in [37,95]. T he logical arrival time of an incoming 

cell is calculated based on th a t of the previous cell o f the  same channel. Thus, the logical 

arrival time of the  k th cell a t the  n tl1 node, X k,m  is calculated as:

f  A ln  k  =  1
X k.n = I ' ,  (2 .2 )

[ max(ATjt_i,,i +  f - ,  Ajt,„) k  >  2,

where Ak,n is the ac tu a l arrival tim e of the k th cell a t node n. Note th a t the inter-logical- 

arrival-time of the  incom ing cells is a t least L/p{. Assuming th a t the cell-arrival ra te  a t the 

traffic controller is under p,-, we can ensure th a t a t m ost one cell for channel i can exist in 

the traffic controller o f channel i, since the traffic controller is perm itted  to transfer a cell 

every L /p i secs. Hence, the traffic controller requires buffer space for storing only one cell.

Non-Preem ptive Rate-M onotonic Priority Scheduling

After the cell s tream  of real-tim e channel i passes through the traffic controller, the cell- 

arrival rate  a t the scheduler of every switch is bounded by p,-. If we can provide the minimum 

cell drain ra te  p,- a t th e  scheduler, the unbounded accum ulation of cells a t the scheduler will 

never happen. In th a t  case, the minimum cell inter-arrival tim e and the cell delay bound 

a t the scheduler will be given as L/p{. In order to  provide the minimum cell-drain ra te  p,-, 

we employ the  well-known rate-m onotonic priority  scheduling as the scheduling policy of 

TCRM . Liu and Layland [54] proved th a t the  rate-m onotonic priority scheduling is optim al 

among all fixed-priority scheduling policies when th e  deadline of each task  is the same as the 

task period. If we tre a t a  cell as a  “task” , then th e  rate-m onotonic priority cell scheduling 

is optimal am ong fixed-priority scheduling policies1 th a t achieve the  guaranteed throughput, 

because the cell in ter-arrival period is the same as the  cell-delivery deadline (= Z /p t ). This 

scheduling policy assigns higher priority to  channels with higher request rates, i.e., higher 

Pi-
Liu and Layland’s analysis [54] is based on a  preem ptive scheduling policy. However, 

preemptive scheduling is not desirable for cell transm issions since if in-progress transm ission

1 Although fixed-priority scheduling policies are less efficient than deadline-scheduling policies in term s of 
network utilization [54], we prefer the implementation simplicity of the rate-monotonic priority scheduling.
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of a  cell is in terrup ted , the  cell will be lost and has to  be re transm itted , thus wasting network 

resources. Thus, we have to  use the non-preemptive rate-m onotonic priority scheduling 

policy as the cell scheduling policy. 2 T he non-preemptive ra te  monotonic priority scheduler 

assigns a  priority level to  each real-tim e channel according to  its required throughput and 

in-progress cell transm ission will not be preem pted. As a  result, the scheduler provides the 

minimum throughput p, to  each channel i.

Since the cell in ter-arrival tim e is larger than, or equal to  L /p i  and one cell is permitted 

to  be transm itted  every L /p i,  a t m ost one cell of channel i can stay in the  scheduler at any 

time. Hence, the scheduler needs a  buffer of one cell for each real-tim e channel.

Let’s look a t how the  rate-m onotonic priority scheduler works. In Figure ‘2.2, the sched­

uler transm its cells according to  p i  values. If there are no cells belonging to real-time 

channels, cells from non-real-tim e traffic queue are transm itted . In any case, the cells held 

a t the traffic controllers are  not allowed to  be transm itted .

2.2 .3  A d m issio n  C ontrol

In order to  provide th roughput guarantees a t the non-preem ptive rate-monotonic pri­

ority scheduler, we need an appropria te  admission control for real-tim e channels. The

admission-control te s t involves every node along the pa th  o f the  real-tim e channel. If any

node along the path  fails th is te st, the channel request m ust be denied.

At the scheduler, the throughput guarantee is made not for bit-by-bit, but for cell-by- 

cell. T hat is, when each cell arrives a t the scheduler w ith the  minimum cell inter-arrival 

time, L /p i,  which is guaranteed  by the  traffic controller, the  scheduler m ust complete the 

transmission of the cell before the next cell’s earliest arrival tim e, which is the current 

cell’s arrival tim e plus L /p i . We need a  schedulability test to  verify w hether or not the 

worst-case delivery tim e is smaller th an , or equal to, the local delay bound L /p i. Using a 

method similar to  K and lu r’s [37], we derive the schedulability test for the proposed scheme. 

Consider a  set of real-tim e channels {t, i = 1 , . . . ,  M }  which share a  common link I, where 

M  is the num ber of existing real-tim e channels on link I. D enote the throughput of channel 

i by pi, and assume th a t channels are indexed in the descending order of priority so that 

P i > pj if i  <  j .  Then the schedulability test is given as:

V c r l ^ - l  + 2 C <  -  for i = l , . . . ,  AT, (2.3)
L /p j  pi

2 Employing a  non-preemptive policy doesn’t  affect the optimality of the rate-m onotonic priority schedul­
ing since the non-preemptive rate-m onotonic priority scheduling policy is optim al among non-preemptive 
fixed-priority policies, which can be proved using the same argum ents in the proof of Theorem 2 in [54].

20

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where C  is one cell transm ission time, is the link delay bound of channel i's cell, and

all channels j ,  1 < j  < i, have higher priority than channel i. N ote th a t the first term  of

Eq. (2 .3) denotes the sum of all the transmission times of cells belonging to  the channels 

of higher priority than channel t in the worst case.3 C  of the second term  denotes the 

time to  com plete in-progress cell transm ission. The other C  denotes the transmission tim e 

of a  cell belonging to channel i. Conceptually, the schedulability condition implies th a t the 

transm ission of a  cell of channel i must be finished within its link delay bound even in the 

worst case. If the  schedulability condition fails, the cells of channel i cannot be transm itted 

in the worst case. Therefore, the  schedulability condition is also the  necessary condition.

Using this argument, we can show th a t TCRM emulates circuit-switching in the cell 

level. L et’s define T ,(f,s) as channel i ’s traffic transm itted over a  link during a time interval 

[t, s) for any t and s such th a t t < s. Then,

L ^ - U U s ) - L ^  ( 2 ' 4 )

The lower bound is derived from the fact tha t a local delay bound is guaranteed by the 

scheduler and the upper bound comes from traffic regulation by the  traffic controller. There­

fore, th e  average traffic service ra te  of channel i, R i( t ,s ) ,  during the  interval [£, s) is given 

as:

R i( t ,s )  = pi, (2.5)

where s — t =  k (L /p i) and k  =  1 ,2 ,___  In other words, the throughput of channel i is

guaranteed  to  be p, during any tim e interval of length L /p i , implying th a t TCRM  emulates 

circuit-switching (TDMA) in the  cell level. Since, however, our scheme allows best-effort 

traffic to  be transm itted when tim e slots reserved by bursty real-tim e connections are not 

used, it does not lose statistical multiplexing gain of ATM networks unlike TDMA.

N ext, we derive a  simple admission-control test from Eq. (2.3). The schedulability test 

can be rew ritten  as:
-  -/>>
E f r l  + 2 S 7 r  f o r i = l  M -J= 1  p* P'

W hen a  new channel of priority k  and cell service ra te  p'k is requested, we need to  conduct 

the following schedulability test for all i >  k:

r^i + O r i + 2 ^ t t -Pi Pi P iC

3 Here, the worst case means th a t all the channels of higher priority than channel t generate their cells 
concurrently with channel «.
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By moving the second and third terms from the left-hand side to the right-hand side, we 

get

r ^ i < 4 r - E r ^ i - 2- (2 .6 )
Pi P i's  P i

Now, le t’s define the  residual link capacity sequence fZ,-:

=  r - 1 - 2 ,  1 = 1 , . . . ,  A/. (2.7)
P.C Pi

Notice th a t fZt- indicates how many more channels w ith the  throughput requirement p, can 

be accepted. Using iZ,-, we can construct a  new schedulability test algorithm as follows. 

S c h e d u la b ili ty  T e s t

1. When a  new channel of cell service rate p'k and  priority  k  is requested,

Step 1 . C alculate iZjt using p'k. If Rk > 0, go to  Step 2. Otherwise, reject the 

channel request.

Step 2. Check if < Ri for i > k. If th a t is true , go to Step 3. Otherwise, 

reject the channel request.

Step 3. U pdate  iZ,-’s and p ,’s for i > k  as:

Ri+1  “  Ri — r ~ i
Pi

Pi+1 Pi

2. When an existing channel k is disconnected,

U pdate  iZ,-’s and p,-’s for i > k  as:

Ri-1 R i +  1
P i

P i- 1 ,t— Pi

By storing th e  residual link capacity sequence iZ,-, we can reduce the am ount o f cal­

culation for the channel schedulability test. The com putational complexity of the above 

algorithm is O (M ).
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2 .2 .4  B ounding E n d -to -E n d  D elays in M u lti-H op  C o n n ectio n s

Using the fact th a t T C R M  guarantees the minimum th roughpu t p,- for channel i, we can 

derive the end-to-end delay bound of channel i. Given the input traffic specification (<r,-,p,) 

of channel i, during any tim e interval of length t, the am ount o f traffic generated by the 

user may not exceed a-,- +  t • p{. For convenience, we assume th a t  <r, is an integer multiple 

o f the length of one cell, L . Due to  the UNT’s traffic regulation, the  cell-arrival rate a t the 

network entrance is lim ited by p t- and the burst is held a t the buffer of the UNI. We assign 

a buffer space of <7, for channel i.

We now show the  boundedness of end-to-end delivery delays. F irst, we show th a t the 

queue size at the input buffer of the UNI cannot be larger than  er,. During a time interval 

[s, t) for any s , t  such th a t s < t, the maximum am ount of traffic th a t has arrived a t the 

UNI, r ,( s ,  f), is given by:

X,-(5,f) =  £7, + Pi(t -  s )

under the leaky bucket m odel. However, since the traffic is tran sm itted  cell-by-cell, the 

maximum number of cells th a t  have arrived a t the UNI is given by

^   £
t) = &i L J •

L/Pi

During the same interval, th e  minimum number of cells tran sm itted  a t the  UNI, y ,(s ,t) ,  is 

given by

y i(s ,t)  = £ | i —i j ,
W  Pi

which comes from the fact th a t  channel i is guaranteed to  have th e  minimum throughput 

Pi in the cell level. Therefore, the maximum backlog a t the inpu t buffer during the interval 

[s, t) is given by B max = x ,(5 , t) — y,(s, f) =  cr,-, and the m axim um  num ber of cells th a t can 

exist a t the buffer is cr,//,.

Using this fact, we can derive the following theorem  on th e  end-to-end delivery delay 

bound in ATM networks.

T h e o re m  2.1 I f  a real-time channel i  is specified by (cr,-, p,-) and its guaranteed throughput 

is pi, then the end-to-end delivery delay o f any cell belonging to channel i is bounded by

Di = ? i + N -  + j r e k , (2 .8 )
P' Pi t x

where N  is the number o f  hops that channel i must take and ek is the propagation delay at 

the k th link.
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Proof. The proof o f this theorem  is straightforw ard, since the end-to-end delivery delay 

Di is given by

D{ =  the maximum queueing delay a t the UNI
AT

-(- ^  the maximum queueing delay a t the k th node
k=l 
iV

+  ^ 2  the propagation delay a t the k th link
k= 1
<Ti L L A

=  f - r  +  Jvr  +  S e‘ - (2-9)

The first term  in Eq. (2.9) comes from the fact th a t the maximum num ber o f cells in the 

buffer of th e  UNI is cr,/L, and each cell’s queueing delay is L /p i because of the  UNI’s traffic 

regulation. The reason the delay a t the  traffic controller of each link is om itted  in the 

second term , is th a t the traffic controller does not hold any cell if it has arrived a t the  la test 

arrival tim e from the  previous node. In such a  case, the logical arrival tim e is the  sam e as 

the actual arrival tim e. Even if the  cell has arrived earlier than its la test arrival tim e, it 

is held a t the traffic controller only until its la test arrival time. This is self-evident from 

the calculation of the logical arrival tim e in Eqs. (2.1) and (2.2). The th ird  te rm  is needed

because of the  propagation delay a t each switch. By arranging the equation, we obtain

Di = ̂ -  + N -  + £ > * .  □
P i P i  t e l

In general, because the burst size will be much larger than the length of one cell, the

end-to-end delay bound Di will be dom inated by cr,/pf.

2.3 Comparative Evaluation o f  Channel Admissibility

To dem onstrate the efficiency of TC R M , it is necessary to investigate the  maximum 

link utilization by real-time traffic. Liu and Layland proved tha t the  least upper bound 

of link utilization of the preemptive version of the rate-m onotonic priority scheduling is 

approxim ately 70% when the number o f real-tim e channels is large, while the  entire link 

capacity can be used by the deadline-driven scheduling [54]. The least upper bound of link 

utilization does not mean th a t link utilization greater than  the bound cannot be achieved. 

A higher utilization can be achieved if task  periods are suitably related to  each o ther. But 

still its link utilization is lower than  th a t of th e  deadline-driven scheduling. This is sim ilar to  

the case of non-preem ptive rate-m onotonic priority scheduling, although its link utilization
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is lower than th a t of the preem ptive version. For exam ple, the maximum link utilization 

of non-preemptive rate-m onotonic priority scheduling for one channel is 50%, which can be 

calculated easily from Eq. (2 .3), while the preemptive version can achieve 100%. From this, 

we may conclude th a t the  link utilization of our scheme can be very low compared to PGPS 

in some cases. As in a  preem ptive version, however, higher utilization can also be achieved 

for a  non-preemptive version. R ather them deriving a theoretical link utilization bound, in 

this section we investigate em pirical link utilizations o f PG PS, RTC, RCSP, and TCRM  

using traces of M PEG-com pressed videos.

As stated earlier, bo th  RTC and PG PS adopt the (<7,-,pt-) model while RCSP employs 

the (X min , X aVe, I ,  Smax) model. Here S max is the length o f an ATM cell, i.e., 53 bytes. 

Although RTC adopts th e  leaky bucket model as its input traffic specification, it interprets 

Pi not as the average cell-arrival ra te  bu t as the maximum traffic-arrival rate [38]. For this 

reason, RTC can accept real-tim e channels only when the sum of the peak traffic arrival 

rates is smaller than  the link capacity.

We consider a  homogeneous ATM network which has 1 1  serially-connected nodes as 

shown in Figure 2.3. We use a  m ulti-hop network in order to  account for inter-dependency 

of delays at different links under PG PS and TCRM  (see Eq. (2.8)). Also, we consider 

such a simple network configuration rather than a more general configuration in which 

real-time channels are routed  and  switched a t interm ediate nodes because the end-to-end 

delay bound of a real-tim e channel is not affected by switching and routing because of its 

Firewall property [104]. As long as each intermediate link provides a  local delay bound, the 

end-to-end delay bound o f a  real-tim e channel does not change regardless whether or not 

it joins and leaves other channels a t the intermediate links. In Figure 2.3, the first node 

is the  sender and the l l tA is th e  receiver. Thus, the pa th  from the  sender to the receiver 

has 10 intermediate links. Each link has the transm ission bandw idth of 100 M bits/sec. 

The traffic da ta  used in th e  calculations are obtained from two M PEG-coded movie clips: 

Starwars (Sequence 1) and Honey, I  Blew  Up the Kids (Sequence 2). An M PEG-coded video 

yields an exemplary type o f V BR traffic. These two sequences consist of frames generated 

once every 1/30 sec. T he fram e sizes of two sequences are plotted in Figure 2.4, where 

the x-axis is the frame num ber and th e  y-axis is the fram e size measured in cells. In this 

example, we consider two cases: one is multiplexing homogeneous traffic, and the other is 

multiplexing heterogeneous traffic. In multiplexing homogeneous traffic, we consider either 

sequence alone and calculate the  end-to-end delay bound against the number of real-time 

channels established. In m ultiplexing heterogeneous traffic, we a ttem p t to establish real-
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time channels for both  sequences together, and calculate th e  num ber of real-time channels 

of Sequence 1 th a t can be established while varying the  num ber of real-time channels of 

Sequence 2 .

2.3.1 M ultip lexing H om ogeneous Traffic

First, le t’s consider Sequence 1 . T he maximum num ber o f cells per frame is 670, and 

the average num ber of cells per fram e is 227.69. Since th e  size of a  cell is 424 bits (53 

bytes x 8  b its/by te  =  424 b its), the peak traffic-generation ra te  is 8.52 M bits/sec, and 

the average traffic generation ra te  is 2.89 M bits/sec. We set the user’s end-to-end delay 

requirement to  10 x 1/30 sec. T hen , the local delay bound a t each link is 1/30 sec. We now 

want to  com pute the num ber o f real-tim e channels th a t can  be established. By reserving a 

bandw idth equal to  the peak traffic generation rate for each channel, the number of channels 

tha t can be established in a  circuit-switched network is

lOOMMts/W = 11(channels).
8.52 M bits/sec

To calculate the end-to-end delay bounds under T C R M , we first determ ine the burst size

<7,- and the required th roughpu t />,■ from the frame size sequence { / , } , = 1 .....y, where N  is the

num ber of frames in th e  sequence. We assume th a t the  link capacity is evenly distributed 

to the real-tim e channels on the  link. Then, the th roughpu t />,• is obtained by dividing the 

link capacity by the num ber o f channels plus one, which is needed to  pass the schedulability 

test. N ote th a t this th roughpu t m ust be larger than  the  average traffic-generation ra te  of a 

real-time channel (here 2.89 M bits/sec) to  bound end-to-end delays. The bucket size tr,- is 

given as the maximum num ber o f  cells accum ulated a t the  UNI when the average cell drain 

rate is pt . Then,

n+m
a, -  m ax m ax f V  ( / /  -  —y ) ]  m ,n  e  { 1 ,... ,JV } . (2.10)

m  n  f —'  J U Ll= n

By substitu ting <7 ,- and pi in to  Eq. (2.8), we calculate th e  end-to-end delay bounds for 

Sequence 1 . In this exam ple, we assum e th a t the p ropagation  delay is negligible. The 

results are plotted in Figure 2.5: one can establish a  m axim um  of 21 channels, given th a t 

the user-requested end-to-end delay bound is 1/3 sec.

For PG PS, we derive (cr,-,/»,-) in the  same way as we did for TCRM , except th a t we

obtain />,• by dividing the  link capacity  by the num ber o f channels, since PGPS uses the

link utilization test for its adm ission control. Using the  form ula in [65], we calculate the
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end-to-end delay bounds. Given th a t the user-requested bound is 1 /3  sec, a  maximum of 

2 2  channels can be established.

W ith RTC, we can establish 11  channels based on the schedulability test in [37]. This 

num ber is the sam e as th a t of a  circuit-switching network. This is due to  the fact th a t RTC 

interprets p, as the maximum traffic-arrival ra te , as stated  earlier. T he end-to-end delay 

bounds are derived based on the worst-case response time in [37].

For RCSP, we use here only one priority level with a  local delay bound of 1/30 sec 

because the characteristics of all the channels are assumed to  be homogeneous. In [99], 

the  local delay bound is calculated differently, depending on w hether the peak utilization 

exceeds 1 or not. We calculated the param eters Xmin, X ave and  I  from the frame size 

sequence as follows: F irst, the minimum cell inter-arrival tim e X min is simply given by 

a  fram e interval divided by the maximum fram e size. For the  average cell inter-arrival 

tim e X ave, we m ust consider the average cell-arrival rate. As w ith TC R M  and PG PS, the 

average traffic arrival ra te  is given by the link bandw idth divided by the  num ber of real-time 

channels established. Then, the average cell-arrival rate is the average traffic arrival rate 

divided by the cell size, and X ave is given by the  reciprocal of th e  average cell-arrival rate. 

I  is determined so th a t the average cell inter-arrival time during any tim e interval over I  

is larger than  X ave. According to our calculation, /  becomes very large as the peak link 

utilization exceeds 1. This is the reason th a t the delay bound jum ps suddenly as the peak 

link utilization exceeds 1. Given th a t the user-requested end-to-end delay bound is 1/3 sec, 

a  maximum of 15 channels can be established.

In Figure 2.5, until the l l tA channel is established, all four schemes show reasonable 

end-to-end delay bounds. However, when the peak utilization exceeds 1 (i.e., the number 

o f channels is g reater than  1 1 ), RCSP is shown to exhibit rapidly-increasing delay bounds. 

RTC does not guaran tee bounded delays when the peak utilization exceeds 1 . TCRM  and 

PG P S  show reasonable end-to-end delays even when the num ber of real-tim e channels is 

fairly large. T he reason why TCRM  is slightly less efficient th an  P G P S  is th a t TCRM  em­

ploys a fixed-priority scheduling, while PGPS adopts an optim al deadline-based scheduling.

Next, le t’s consider Sequence 2. The maximum number of cells per fram e is 930, and the 

average num ber o f cells per frame is 118.29. Thus, the peak traffic-generation ra te  is 11.83 

M bits/sec, and the  average traffic generation ra te  is 1.50 M bits/sec. Then, the number 

of channels th a t can be established in a  circuit-switched network is 9, and the maximum 

num ber of channels th a t can provide bounded delays based on the  average traffic generation
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S e q u e n c e  1 S e q u e n c e  2

T C R M O’. 9.761 x 105 (bits) 7.334 x  10s (bits)

Pi 4.762 x 106 (bits/sec) 2.564 x  106 (bits/sec)

P G P S O’, 9.761 x  10s (bits) 7.334 x 10s (bits)

Pi 4.762 x  106 (bits/sec) 2.564 x  106 (bits/sec)

R C S P

A  min 4.975 x 10~5 (sec) 3.584 x  10"5 (sec)

X ave 6.36 x 10~5 (sec) 6.784 x  10"5 (sec)

I 0.1 (sec) 0.1 (sec)

T a b le  2 .1 : T ra ffic  d e s c r ip t io n  p a r a m e te r s  fo r  T C R M , P G P S  a n d  R C S P

is 6 6 . The end-to-end delay bounds are plotted in Figure 2.6. This figure shows a  result 

similar to  th a t of Sequence 1.

2.3.2 M u ltip lex in g  H etero g en eo u s Traffic

In order to  com pare th e  channel admissibility in a  heterogeneous environm ent, we cal­

culate the num ber of establishable real-tim e channels of Sequence 2 with a fixed num ber of 

real-time channels o f Sequence 1 already established. To this end, we need to  fix the traffic 

description param eters. We use the  sam e network model and  user requirements considered 

in the homogeneous case, and we om it the analysis of RTC since its channel adm issibility 

is quite low, as is shown in the case of multiplexing homogeneous traffic.

Based on th e  user requirem ents and traffic characteristics, we derived the traffic de­

scription param eters for TC R M , PG P S , and RCSP as shown in Table 2.1. We ob ta in  these 

values from the case when th e  m axim um  number of real-tim e channels are established, given 

tha t the user end-to-end delay bound is 1/3 sec. For exam ple, the param eters of RCSP 

for Sequence 1 are derived when the number of real-tim e channels is 15 (see Figure 2.5). 

Interestingly, the  param eters of TC R M  and PGPS have th e  sam e values. This is because 

the end-to-end delay bounds of bo th  methods are very close to  each other (see Eq. (2.8) and  

the end-to-end delay bound equation of PGPS [64]). Note th a t Sequence 1 requires a  higher 

bandwidth than  Sequence 2 although the peak traffic generation of Sequence 2 is higher 

than th a t of Sequence 1. This indicates th a t Sequence 2 is m ore bursty than  Sequence 1.

Using the derived traffic param eters, we first establish a  fixed number of real-tim e chan­

nels consisting of Sequence 1, then  determ ine the m axim um  number of establishable real­

time channels consisting of Sequence 2. As the num ber of channels of Sequence 1 increases,
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F ig u re  2 .7 : C h a n n e l  a c c o m m o d a b ili ty  fo r  th e  h e te ro g e n e o u s  case

tha t of Sequence 2 decreases. Figure 2.7 shows the results for RCSP, PG PS and TCRM . 

Note th a t the channel adm issibility of TCRM  is very close to  th a t of PG PS while th a t of 

RCSP is not very good.

In this exam ple , 4 we have verified th a t the perform ance of PG PS is superior to th a t of 

RCSP and RTC. This is, as pointed out in [25], because the end-to-end delay bounds are 

simply given as the sum s o f th e  w orst case delays a t interm ediate links along the path  of 

a channel in RCSP and  RTC. They ignore the inter-dependency of link delays at different 

interm ediate links unlike P G P S . In PG PS [64], if we ignore minor term s, the end-to-end 

delay bound is given by
_ < T i  +  K L

e n d - t o - e n d  =  ------------ , (4.11)
P i

where K  is the num ber o f hops o f the  path  tha t channel i  takes. Thus, the  worst-case cell 

delay under PG PS consists o f  the  tim e needed to  clear the maximum burst of size <7 ; a t a 

drain rate  p,- and the tim e needed to  transm it an ATM cell a t p,- a t all the  interm ediate 

links. A lthough the end-to-end delay bound of TCRM  in Eq. (2.8) consists of the same 

terms used in Eq. (2.11) except propagation delay, its physical meaning is different from 

tha t of PG PS. While backlogs can be built up a t any interm ediate link in PG PS because

4 Delay-EDD [19] is om itted in  this comparison, as it shares many similarities with RTC and RCSP. 
In particular, it shares the sam e inpu t traffic specification with RCSP. But its admission control test for 
deterministic performance guarantees is based solely on the peak traffic generation rate, and thus, its channel 
admissibility is very poor.
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of its work-conserving policy, bu rsts  are always held a t the UNI in TCRM . Also, at the 

intermediate links, both the m axim um  and the minimum th roughput guarantees are given 

as pi in TCRM , whereas only th e  minimum throughput is guaranteed in PGPS.

Holding the burst a t the netw ork en try  was also considered in [25]. A lthough their work 

has been done independently o f our work, their approach and ours have many similarities. 

Besides the function of the UNI, service disciplines employed inside the network share the 

same structure. Their service discipline, Rate-Controlled Service with Earliest-Deadline- 

First (RCS-EDF), consists o f ra te  controllers and a link scheduler like TCRM . The only 

difference is tha t their link scheduler is a  deadline-based scheduler while our link scheduler 

is a  rate-monotonic priority scheduler. W hereas they gave a theoretical result on how to 

simulate the performance of P G P S  using a  rate-controlled service discipline, our goal is to 

provide a service discipline which is simple to  implement while still achieving reasonably 

good performance.

2.4 Implementation

In order to provide determ inistic real-tim e communication services in large-scale high­

speed ATM networks, it is very im portan t to implement a  fast and  scalable cell scheduler 

in hardware. Let’s consider th e  following example to  get a feel for operation speed. In a

2.5 Gbps ATM network, a  cell can be transm itted  once every 0.17 psecs. In the worst- 

case, the link scheduler m ust determ ine which cell to  transm it next within 0.17 psecs, while 

accepting new cells from all incom ing links within the same 0.17 psec period. If the link 

scheduler cannot keep up w ith link speed, it should not be used for real-tim e communication 

in high-speed networks (as it will keep the link idle thus under-utilizing the link bandwidth). 

Scalability is another im portan t factor since switches in backbone networks can easily have 

hundreds of thousands of concurrent real-tim e channels with different delay requirements. 

So, the hardware im plem entation of a  service discipline m ust be scalable with respect to 

the number and the type of real-tim e channels.

The two components o f T C R M , the  traffic controller and th e  rate-m onotonic priority 

scheduler, are discussed in th is section.

2.4.1 Traffic C ontroller

As stated in Section 2.2, a  traffic controller is assigned to  each real-tim e channel. In 

an actual hardware im plem entation, however, one traffic controller is made responsible
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for all real-time channels for cost and flexibility reasons. Had one traffic controller been 

assigned to  each real-time channel, a  traffic controller must be assigned (de-assigned) every 

time a real-time channel is established (term inated). Although the traffic controller can be 

implemented with a  modified calendar queue as discussed in [51], its scalability is limited for 

two reasons. F irst, the num ber of the  tim e bins of the calendar queue depends on the range 

of logical arrival times. For instance, if the link capacity is 1 Gbps and if the minimum 

throughput th a t can be allocated to  a  real-tim e channel is 1 Kbps, a cell of a particular 

channel may arrive once every 106 cell-transmission times. Then, the num ber of the tim e 

bins needed is a t least 1 0 6  if a  single tim e bin corresponds to one cell-transmission time. 

As the link capacity grows while the minimum allocable throughput is fixed, the num ber of 

the time bins also increases. A lthough a hierarchical structure can m itigate this problem, 

the result is th a t the hardw are im plem entation becomes more complex. Second, the storage 

requirement of each time bin is the maximum num ber of real-time channels th a t can be 

established, assuming th a t cells are directly stored in the time bins. Consider the worst- 

case scenario th a t all the channels have cells with the same logical arrival tim es. In such a  

case, all cells are stored in th e  same tim e bin, leaving the other time bins em pty. In order 

to  avoid cell loss, each tim e bin m ust be able to  store a cell per channel. In  this example, 

the number of real-time channels th a t can be established simultaneously is 1 0 6, and thus, 

the to tal storage requirement o f the calendar queue is 1012 cells. Since the  number of cells 

th a t can co-exist in the queue is a t m ost 1 0 6, the memory utilization will be extremely 

poor (=  10-6 ). In addition, such an excessive storage requirement limits th e  scalability of 

a traffic controller im plem ented w ith the  calendar queue.

Employing a dynamic priority  queue is one way to avoid this inefficient memory usage. 

In the dynamic priority queue approach, even if all cells have the same logical arrival time, 

they are not stored in the sam e tim e bin but stored in separate entries while keeping the 

same priority. Thus, the num ber of entries needed is the maximum number of cells th a t can 

simultaneously reside in the traffic controller. In this approach, each cell is indexed with 

its logical arrival time, and th e  priority queue sorts cells using their indices. Thus, the cell 

with the earliest logical arrival tim e is assigned the highest priority. Only the cell in the 

highest priority level will be checked for its eligibility. If the cell is on-tim e, i.e., its logical 

arrival time equals the current tim e, it will be transferred to the scheduler. Otherwise, the 

cell is held in the priority queue until its logical arrival time is reached.

There are several hardw are im plem entations of a  dynamic priority queue [9,10,52,53, 

68,73,88]. Among them , th e  systolic array  priority queue [52,53], despite its high im-
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plem entation cost, is the only candidate known to date th a t satisfies both the speed and 

scalability requirements. Hence, we use a  systolic array priority queue to  design the tra f­

fic controller. The example traffic controller based on the systolic array  priority queue in 

Figure 2.8 consists of an array  of identical blocks, with each block holding a single entry. 

When a  new cell of channel i arrives, it is stored in a  shared memory, and its logical arrival 

tim e is calculated using Eq. (2.2). The calculation can be done using a  simple adder which 

needs two s ta te  variables: channel r s  m inim um  cell inter-arrival tim e, (L/pi ) ,  and the tim e 

when the  last cell of channel i was transferred  to  the  scheduler. The former is constant for 

channel i and the la tter is recorded every tim e a cell is transferred to  the scheduler. Then, 

the address and the logical arrival tim e of the  cell are recorded in the address field and
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the priority field of th e  new entry in the systolic array  priority queue, respectively. T hat 

is, the logical arrival tim e of the cell is assigned to  the  priority index of the entry whose 

address field contains th e  location of the cell in th e  shared memory. W hen a  newly-arrived 

cell is inserted into th e  new entry of the queue, only the  0th block compares the priority of 

its entry with th a t o f the  new entry. During the  next cycle the cell with the larger logical 

arrival tim e is inserted in to  the left neighbor’s block. T he left neighbor’s block repeats the 

same process of com paring and sending the lower-priority en try  to  the next block each cy­

cle. Thus, the systolic array  does not become fully sorted until several cycles after inserting 

the newly-arrived cell. However, both insertion and  removal of an entry are constant-tim e 

operations from the viewpoint of an outgoing link. Because each block passes lower-priority 

entries to  the next block, the 0tfi block always holds the  highest-priority entry  (i.e., the one 

with the  smallest logical arrival time) in the queue. The logical arrival time of the entry 

in the  0</l block is com pared with the current tim e. If they m atch, the entry is removed 

from the priority queue, and the corresponding cell is logically transferred to  the scheduler, 

meaning th a t the cell’s address and the throughput reserved for channel i are transferred 

into the scheduler. Once an  entry is removed from  the  block, the 0th block gets the entry 

from its left neighbor block, performing a right shift on the entire queue.

Each systolic array  block consists of a holding register, which stores the entries in a 

sorted order, as well as a  tem porary register, which holds entries en route to  the next block 

to  the left. The lower-priority entry in a block is passed during an enqueue operation. 

M ultiplexors, a  com parator, and decision logic also make up the rest o f the block. The 

diagram of a  systolic array  block is given in Figure 2.8. Queue capacity is increased by 

adding more blocks to  the end of the queue (w ithout using a central controller), thus 

making the systolic array  priority queue scalable. Also, there is no bus loading problem 

which usually limits the  scalability of the o ther priority  queue structures [62]. As a result, 

the traffic controller built w ith a systolic array priority  queue has good scalability.

The num ber of priority  levels (i.e., the num ber of possible logical arrival times) affects 

the cost and delay of th e  com parator. It increases linearly with each ex tra  bit in the priority 

field. The delay of th e  com parator can be controlled by employing a  parallel com parator [8 ] 

a t the  expense of higher im plem entation cost. A nother drawback is th a t the systolic array 

priority queue requires twice as many registers as the o the r structu res [9 ,10,52,53,68,73,88] 

because of the  tem porary  register in each block. Moon et al. proposed a  modified systolic 

array priority queue in order to solve this problem  [62] which can be used to  implement a 

traffic controller.
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2 .4 .2  R a t e - M o n o t o n i c  P r i o r i t y  S c h e d u le r

In the rate-m onotonic priority scheduler a channel's priority is fixed according to  its 

throughput requirem ent, and thus, it can be implemented with a  fixed priority queue, e.g., 

a  FIFO priority  queue [10]. In this approach, each channel is assigned its own private FIFO 

queue. Thus, when a  cell of channel i arrives, it is inserted into the channel’s FIFO queue. 

During a  cell-transm ission stage, a  priority encoder scans the heads of these FIFO queues 

(in decreasing order) and  removes a  cell from the first non-empty FIFO  queue. Although 

this architecture does not require any complex function and thus, is simple to  implement, 

it has poor scalability because increasing priority levels requires adding more FIFO queues, 

which results in (i) added hardware cost and increased complexity of the priority encoder 

and (ii) increased delay in the priority encoder.

The scalability of a  systolic array priority queue makes it also suitable for implementing 

a rate-m onotonic priority scheduler. The scheduler built with a systolic array  priority queue 

has basically the  same structure as the traffic controller built with it except for the following 

differences. F irs t, while the  priority index indicates a  cell’s logical arrival time in the traffic 

controller, in th e  scheduler it indicates the reserved throughput of a  real-tim e channel. Since 

the reserved th roughpu t of a  channel is constant, the priority index need not be calculated 

every tim e a  cell arrives a t the scheduler. Second, the cell in the 0th block, i.e., the one 

with the highest priority, is immediately transm itted  via an outgoing link when the link is 

idle, whereas in the traffic controller the cell with the highest-priority is held until its logical 

arrival tim e is reached.

2 .4 .3  I m p l e m e n t a t i o n  C o s t

As m entioned earlier, in spite of its high implementation cost, the  use of a systolic array 

priority queue in implementing the traffic controller can be justified because of its good 

scalability. Let N  denote the maximum number of real-time channels th a t can co-exist. 

Then, the traffic controller needs N  systolic array blocks to guarantee no cell losses since 

each channel cam have a t most one cell in the scheduler. The size of an en try ’s priority 

index in a  systolic array  block depends on the range of logical arrival times in the traffic 

controller. For exam ple, if the link speed is I Gbps and the minimum allocable bandw idth 

is 1 Kbps, cells of a  particular channel may be generated once every 106  cell-transmission 

times. If th e  m inimum “grain” of logical arrival time is one cell-transmission tim e, the 

traffic controller can have I06  different logical arrival times. Then, the size of priority index
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is given by log2 106  =s 20. 5 A 20-bit com parator is expensive, hut this cost is unavoidable 

in any scheme th a t uses tim ing inform ation in scheduling cells, e.g., PGPS, RCSP.

Let’s consider the im plem entation cost of a rate-monotonic priority scheduler. The 

number of systolic array blocks in the scheduler also equals the maximum number of real­

tim e channels th a t can be established. The difference is in the size of priority indices of 

the entries in each block. In the  scheduler, the priority indices represent the bandw idths 

allocated to real-tim e channels. Theoretically, TCRM may assign arbitrary  bandw idths to 

individual real-tim e channels ,  and thus, in the worst-case scenario, the number of priority 

levels equals the number of real-tim e channels. In reality, however, this is not the case. In 

most applications, certain typical bandwidths are assigned to individual channels, e.g., 64 

Kbps voice channels, 1.5 M bps video channels, etc. Thus, it is reasonable to assume a  set of 

“standard” bandw idths th a t can be assigned to individual real-tim e channels. In this case, if 

two channels have the same bandw idth requirement, the cells of both  channels are assigned 

the same priority index. If there are more than two cells with the sam e priority index in the 

scheduler, ties are broken arbitrarily. If a  real-time channel with a  non-standard bandw idth 

requirement is requested, one may assign the nearest higher standard  bandw idth. Then 

if the number of allowed bandw idth levels is 1 0 0 0 , a 1 0 -bit com parator is needed for each 

systolic array block.

The other im plem entation costs of TCRM  come from a table for storing throughputs 

of real-time channels and a  table for storing the logical arrival times of the cells seen last 

in the scheduler for each channel. In order to avoid the calculation of the minimum cell 

inter-arrival time, L /p ,,  one may store the minimum cell inter-arrival time instead of the 

throughput requirement. In this case, the minimum cell inter-arrival time is used to  find 

the priority level of a  cell in the scheduler. Storing per-connection state  inform ation is 

unavoidable in any cell scheduling scheme when per-connection QoS guarantees need to be 

provided.

In term s of im plem entation cost and scalability, the implem entation of TCRM  with 

a  systolic array priority queue is much better than the other schemes th a t are known 

to  provide optim al performance: PG PS [65,66] and RCS-EDF [25]. Let’s first consider 

PG PS. PGPS can also be implemented using the same systolic array priority queue as 

TCRM . Considering scalability, this implementation is the only choice for PG PS. Since 

PG PS is a work-conserving service discipline, it does not require two priority queues but 

a  single priority queue. It may seem advantageous to  have a  single priority queue, but

5 In order to avoid cell losses when multiple cells have an identical logical arrival time, the time grain 
must be smaller than one cell-transmission time.
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PGPS requires excessive storage space because o f its work-conserving service policy: th a t 

is, the buffer requirem ent o f PGPS increases as we move along the dow nstream  nodes [65]. 

Even w ithout considering the increase of buffer requirem ent a t the dow nstream  nodes, the 

minimum buffer requirem ent for channel i a t every link is larger than a The burst size crt- 

actually depends on applications, but it is generally large. For instance, the bu rst size of 

Sequence 1 in the  previous section is 2302 cells (9.761 x 10s/424). Thus, PG PS requires a 

buffer of 2302 cells for a  channel of Sequence 1 whereas the buffer requirem ent of TCRM  

is only 2 cells. M oreover, the number of systolic array  blocks in the priority queue m ust be 

equal to the sum  of bu rst sizes of all the real-tim e channels. In contrast, TC R M  requires 

only 2  blocks for each channel.

Besides its buffer requirem ent, PGPS has a  large range of deadlines because of its work- 

conserving service policy. The range of deadlines in PG PS is close to the worst-case end-to- 

end delay bound, i.e., approxim ately, (Ti/pi for channel i. The range of deadlines determ ines 

the size of the priority  index of com parators and  a  longer range makes the im plem entation 

of PGPS costlier. By con trast, TCRM  has a  sm aller range of logical arrival tim es and thus, 

requires cheaper com parators.

Finally, PG PS requires the calculation of th e  v irtual finish time of each cell, which is 

quite complex and com putationally  expensive. A lthough some approxim ation approaches 

like Self-Clocked Fair Queueing (SCFQ) [27,72] m ay simplify the calculation, they cannot 

avoid the large buffer requirem ent and the large range of deadlines because they still employ 

work-conserving service policies.

Now, le t’s consider RCS-EDF which achieves the  sam e performance as PG P S . Since 

RCS-EDF is a  non-work conserving service discipline, however, its im plem entation cost is 

much lower th an  th a t  o f PG PS. In RCS-EDF, th e  ra te  controller and the ED F scheduler 

basically have the sam e structu re  since they b o th  sort cells using tim estam ps which are 

logical arrival times in the  ra te  controller and deadlines in the EDF scheduler. Because of the 

non-work-conserving service property, the ranges o f logical arrival times and deadlines axe 

identical. T he only difference is tha t the ED F scheduler does not need a com paxator which 

m onitors the logical arrival tim e of the highest p riority  cell. Note th a t the highest-priority 

cell is not held but tran sm itted  immediately in th e  ED F scheduler. Overall, RCS-ED F has 

two systolic array  p rio rity  queues which axe alm ost identical in term s of im plem entation 

cost. Com pared to  T C R M , RCS-EDF has a  ra te  controller which is the sam e to  a  traffic 

controller of TC R M  b u t has a  different scheduler. T hus, we need only to  com pare schedulers 

of TCRM  and R CS-ED F in term s of im plem entation cost. First, both schemes require the
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same number of systolic array  blocks since the maximum num ber of cells tha t can coexist is 

the same because of their non-work conserving nature. However, considering the component 

blocks, the EDF scheduler of RCS-ED F is more expensive than  th e  rate-monotonic priority 

scheduler if we assume a  standard  set of bandwidths employed in TCRM . In the above 

example, if the num ber of allowed bandw idth levels is 1 0 0 0  and  th e  minimum allocable 

bandwidth is 1 Kbps while the link speed is 1 Gbps, TCRM  requires a 10-bit com parator 

for each systolic array  block. On th e  o ther hand, RCS-EDF requires a  20-bit com parator 

since its priority indices are not bandw idth  levels but cell deadlines, and since cell deadlines 

are independent of bandw idth levels.

2.5 Conclusion

In this chapter, we have proposed a  cell multiplexer, T C R M , to  realize real-time com­

munication in ATM networks. T C R M  (i) provides bounded end-to-end delays which are 

essential for real-tim e com m unication, and (ii) is simple enough to  operate in large-scale 

high-speed ATM networks. We have achieved this goal by em ploying traffic shaping at 

the UNI and separating the traffic controller from the rate-m onotonic priority scheduler. 

TCRM  requires only a small buffer space inside the network, i.e., buffer space for only two 

cells for each real-tim e channel: one for the traffic controller and the  o ther for the scheduler. 

TCRM  is shown to  not only em ulate circuit-switching in the cell level but also provide VBR 

services w ithout losing statistical multiplexing gain of ATM networks.

We have developed a  simple adm ission-test algorithm and also presented an implemen­

tation of TCRM  using a  systolic a rray  priority queue. This im plem entation scales well and 

requires far less memory than  th e  im plem entation of PG PS. TC R M  has been compared to 

RTC, RCSP, and PGPS in term s of simplicity and efficiency. TC R M  is similar to RCSP 

and RTC in term s of im plem entation complexity, but can achieve high channel admissibility 

sim ilar to  PG PS which is much m ore complex to  implement th a n  TCRM .

By disallowing interaction am ong real-tim e channels, TC R M  provides deterministic real­

time com m u n ica tion  services. Using determ inistic real-time com m unication services does 

not necessarily result in inefficient usage of network resources since the  bandwidth which 

is reserved but not used by real-tim e channels can be used for transm itting  non-real-time 

traffic. However, it lim its the num ber of real-time channels th a t  can be accommodated. 

In order to  accom m odate more real-tim e channels, different real-tim e channels must be 

multiplexed statistically. In th e  next chapter, we investigate the problem of achieving
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statistical real-time communication using TCRM .
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CHAPTER 3

STATISTICAL REAL-TIME COM M UNICATION OVER

ATM NETW ORKS

3.1 Introduction

In Chapter 2 , we proposed a  cell multiplexing scheme for realizing determ inistic real­

tim e communication over ATM networks. As discussed in C hapter 1, deterministic real-tim e 

communication underutilizes network resources severely, since one must reserve network re­

sources based on the worst-case source traffic-generation behavior in order to  provide deter­

ministic QoS guarantees. In this chapter, we consider s ta tistical real-time com m unication 

in which network utilization is greatly enhanced by exploiting statistical multiplexing gain. 

S tatistical real-time communication specifies QoS requirem ents in statistical term s instead 

of deterministic term s, thus tolerating a  certain percentage of cell losses and deadline misses.

In this chapter, we propose a  framework to  provide statistical real-time com m unication 

services for VBR video stream s in ATM networks based on TCRM . TCRM  was originally 

developed for providing determ inistic real-time com m unication services and does not allow 

statistical multiplexing among real-time connections. We modify TCRM  so th a t it may 

allow statistical multiplexing am ong a set of real-time connections. TCRM  guarantees the 

timely delivery of every cell as long as it is not lost due to  buffer overrun. Thus, cell losses 

due to  buffer overrun m ust be probabilistically bounded for realizing statistical real-tim e 

guarantees. By employing the histogram-based model [85] as the input traffic specification 

for VBR video d a ta  along with the modified TCRM , we analytically derive a  s ta tistical 

bound for the average cell-loss ratio  of each statistical real-tim e channel. Simulation results 

are shown to support our analysis.

O ur approach differs in several aspects from the effective bandw idth approach [18,29,39] 

in providing statistical real-tim e communication services. F irst, our approach can provide a

41

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



framework th a t can control the capacity of a trunk  over which s ta tis tica l real-tim e channels 

are m ultiplexed using the TCRM . Therefore, it can be used not only for a  large ATM 

network but also for a  small system tha t multiplexes only dozens o f real-tim e channels. 

Second, com pared to  the effective bandwidth approach, ours provides much tighter cell- 

loss estim ates th a t  can be used for channel-admission control. Lastly, we can reduce the 

complexity of channel admission control by adjusting the num ber o f bins in the  histogram  

while the ChemofF bound approach requires solving non-linear equations in calculating cell- 

loss estim ates.

The rem ainder of this chapter is organized as follows. Section 3.2 defines a  real-time 

connection w ith  statistical performance guarantees (i.e., a  sta tis tica l real-tim e channel) and 

reviews the histogram -based model for VBR video sources as well as TC R M . In Section 3.3, 

we describe the  m echanism  of the  proposed scheme and analytically derive the  cell-loss ratio  

bound for bo th  single-hop and multi-hop cases. Section 3.4 presents a  sim ulation study with 

real VBR video d a ta  and compares our approach with the  effective bandw idth approach. 

The chapter concludes with Section 3.5.

3.2 Background

Providing s ta tis tica l real-time communication service requires source-traffic modeling, 

resource reservation, and an appropriate scheme for cell-multiplexing and  buffer-management 

This section discusses the source-traffic model and the cell-scheduling scheme employed in 

our approach.

A statistical real-time channel is a unidirectional virtual circuit th a t  provides QoS guar­

antees in s ta tis tic a l term s, i.e., the  probability of losing a  cell of th is channel is less than  a 

given num ber Z:

Pr(end-to-end cell loss) <  Z. (3.1)

Although a  s ta tis tic a l real-tim e channel can also be defined in term s of delay as was done 

in [11], we consider only the cell losses due to  buffer overrun, because the modified TCRM  

used in our schem e can guarantee the delivery deadline of every cell as long as it is not lost 

due to  buffer overrun. (This will be discussed further in Section 3.3.3.)

3 .2 .1  T h e  H i s t o g r a m - B a s e d  M o d e l  f o r  V B R  V id e o  T r a f f ic  S o u r c e s

In order to  reduce the large amount of m ultim edia traffic such as video, audio and 

graphical d a ta , a  num ber of d a ta  compression techniques have been proposed and used.
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Compression attem pts to  keep the  quality of played-back d a ta  a t the receiving end con­

stan t a t the expense of changing th e  bit ra te , i.e., VBR characteristics o f compressed data . 

Consider an M PEG-coded movie sequence, Starwars,1 in Figure 3.1. T he sequence shows 

extrem ely high burstiness as I (In tra-coded), P (Predictive) and B (Bidirectional) frames 

alternate. Accurate characterization of these compressed d a ta  stream s is essential for real­

tim e transport of such d a ta  over ATM networks. By appropriately modeling the traffic, it 

is possible to dimension netw ork resources while satisfying the QoS requirements.

Many models were previously proposed for VBR video under various compression schemes 

[3 ,20 ,22 ,31 ,32 ,34 ,35 ,46 -48 ,58 ,60 ,61 ,63 ,70 ,85 ]. Since the VBR behavior of a video stream  

strongly depends on the  com pression technique used, many of these models do not charac­

terize MPEG-coded video which is currently  widely-accepted as a  s tandard  for transm is­

sion and storage of video d a ta  in m any m ultim edia systems. The m ethod to characterize 

M PEG-coded video stream s has been investigated by many researchers [34,35,46-48,63]. 

They addressed the modeling o f M PEG  stream s using a model fitting o r am analytic ap­

proach. However, none of them  presented an analytic solution to the bandw idth-allocation 

problem for multiplexed video stream s. For instance, in [46-48] Krunz et al. characterized 

‘T he original sequence was generated by G arre tt and Vetterli [21].
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a video stream  using its frame-size histogram and generated synthetic stream s possessing 

the same characteristics as th e  original stream . These synthetic stream s are then used for 

a  simulation study of bandw idth-allocation and buffer-dimensioning problems. Compared 

to  the analytic approach considered in this chapter, their approach doesn’t scale well (i.e., 

has a limitation in dealing w ith  a  large number of multiplexed video stream s).

Skelly et al. [85] also proposed the histogram-based model in order to describe a  VBR 

video traffic, and Shroff and  Schwartz [83] presented an analytic solution to the bandwidth- 

allocation problem for m ultiplexed video stream s under the assum ption tha t each stream  

was deterministically sm oothed a t the  source. In the histogram -based model, the traffic- 

generation rate from a  V BR video source is assumed to  be constant during a  fairly long 

period based on the fact th a t  the bit ra te  changes very slowly because compressed video is 

highly correlated. Thus, th e  traffic-generation ra te  from a  VBR video source is assumed to 

be constant during a  certain  period, T ,  of time. The traffic-generation rate is sampled once 

every T  seconds and the sam pled ra te  is considered to  be the generation rate during th a t 

period. Although the  bit ra te  changes rapidly as a  new frame s ta rts  in MPEG video unlike 

the motion JPEG  video considered in [83,85], the change of bit ra te  can still be considered 

slow compared to a cell’s w orst-case link delay in ATM networks if the ratio of buffer size to 

the output rate is sufficiently small. T h a t is, if a video fram e is decomposed into ATM cells 

for transmission and cells a re  not injected into the network in a  burst mode (i.e., cell arrivals 

a t the network entry is sm oothed either deterministically or random ly), the cell-arrival rate 

during a  frame period can be considered constant. For example, if a  video buffer can hold 

1 0 0  cells and the output ra te  of the buffer is 2 0 0 0  cells/fram e, the worst-case cell delay at 

the buffer is one tw entieth fram e which is negligible com pared to  a single frame period. To 

the link scheduler, the cell-arrival ra te  will appear constant during a fairly long period of 

time. As a result, we extend  the  use of the histogram-based video model to  more general 

video stream s including M PEG -coded video. In this chapter, we set the period as one frame 

interval (=  1/24 second) and  m easure the traffic-generation ra te  in cells per frame. In this 

way, we obtain the sequence of cell-generation rates from a VBR video source, and then 

represent the VBR video source with the histogram of its  cell-generation rates.

Let’s assume th a t transm issions of ATM cells are random ly scattered within a  frame 

interval, i.e., random  sm oothing is executed at the source. Then, we can think of the arrival 

process formed by a  real-tim e video as a  m odulated Poisson process whose m odulating 

process has a  constant fram e period. The value th a t th e  m odulation process takes is the 

cell-arrival rate during a  fram e interval, and thus, the frequency of cell-arrival rates can be
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obtained from th e  rate-histogram  of frame sizes. In the  histogram-based model, a  queueing 

system (an ATM multiplexer) whose input is a  m odulated Poisson process reaches steady- 

s ta te  fast enough to  allow for steady-state analysis of the system. In o th e r words, the 

m odulating process (change of arrival rate) is much slower than the m odulated process 

(time to  transm it a  cell). Thus, in steady-sta te , the  arrival process a t the queueing system 

can be considered a Poisson process whose ra te  is determ ined by its rate-histogram .

W hen video stream s are multiplexed by an ATM multiplexer, the input process of the 

aggregate traffic is also modeled as a  m odulated Poisson process. The rate-h istogram  of 

the aggregate traffic determines the frequency o f cell-arrival rates in the m odulated Poisson 

process. In this case, determining the m odulation period becomes com plicated since, in 

general, s ta r t tim es of frames of component stream s are not synchronized. If frames of 

all the com ponent stream s are generated synchronously, the modulation period is simply 

one fram e period. Otherwise, modulation periods are  smaller than one fram e period and 

depend on the realization of multiplexed stream s. However, we can still use synchronous 

multiplexing in modeling the aggregate video stream  for the purpose of providing statistical 

cell-loss guarantees. Because synchronous m ultiplexing provides the worst-case scenario in 

terms of cell loss, the rate-histogram  obtained by convolving rate-histogram s o f com ponent 

stream s can be used to  find a cell-loss ratio  bound for the aggregate video stream . To 

understand why synchronous multiplexing provides the  worst-case scenario in term s of cell 

losses, le t’s consider the buffer overrun condition. Buffer overrun and thus cell losses occur 

when the cell-arrival rate of the aggregate video stream  exceeds the m ultiplexor’s capacity 

for a  certain  tim e period. When all the stream s are synchronized, the tim e during which 

large frames are multiplexed together and thus cell losses take place is longer th an  th a t in 

the unsynchronized case. T hat is, the synchronized multiplexing does not utilize sm oothing 

on the tim e axis. Hence the synchronized m ultiplexing is used to model the aggregate video 

stream  with the histogram-based model, and th e  aggregate video stream  can be modeled as 

a m odulated Poisson process whose m odulation period is one frame interval. M oreover, the 

rate-histogram  of the aggregate M PEG-coded video stream  is obtained by simply convolving 

rate-histogram s of component video stream s. W hen a  large number of video stream s are 

multiplexed, the  assum ption of using random  sm oothing a t the source can be relaxed since 

a large num ber o f similar and independent sources can be considered as a  Poisson process 

[4]. Thus, as long as the cells belonging to  th e  sam e fram e do not arrive in bu rs t (i.e., some 

form of sm oothing is executed at the source), we can model the cell arrivals o f th e  aggregate 

video as a  m odulated Poisson process.
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Figure 3.2: Arrival rate histogram o f S ta rw a rs

Figure 3.2 shows the  histogram  of the  traffic-generation ra te  of th e  sequence in Figure 

3.1, where a  frame duration is the period for measuring the ra te . T he M PEG sequence is 

IB B PB B PB B PB B  IBB.... Since I frames appear once every 12 fram es, the  frequency of 

large frames in the histogram  is very low com pared to th a t o f small frames.

3.3 A Framework for Statistical Real-Time Communication

Using the  guaranteed throughput service provided by TC R M , we now build a  framework 

for s ta tis tica l real-time com m unication on ATM networks.

3.3.1 M acro-Channel

The QoS guarantee is given to  a  set  of sta tistical real-tim e channels, ra ther than  to  a 

single real-tim e channel as in the determ inistic approach. T he set o f s ta tistical real-time 

channels are multiplexed onto a com mon “m acro” real-tim e channel which is guaranteed 

to  receive th e  minimum throughput provided by TCRM . A m acro-channel is defined as a 

single-hop real-tim e channel with param eters (p, N )  over a  link where p is the bandw idth 

(in cells/sec) guaranteed to  this channel by TCRM  and N  is the size o f buffer needed a t the
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traffic controller of this channel. Recall that the buffer space for only one cell is reserved 

for each real-time channel a t  its traffic controller in the  original TCRM . In this paper, we 

change the TC R M ’s buffer size from 1 to  N  in order to  reduce the cell-loss probability when 

multiple cells arrive a t th e  m acro-channel in a very short tim e. The cell-drain ra te  from the 

buffer is ensured to  be p  using the cell logical arrival tim es. Since the admission control in 

Section 2.2 requires only p as a  param eter, the change o f the  buffer size does not require 

any other modifications in th e  structu re  of TCRM .

Within a  m acro-channel, we do not differentiate s ta tis tica l real-tim e channels from one 

another. All the cells arriv ing  a t this macro-channel are transm itted  on a FIFO (First-In- 

First-O ut) basis. This policy simplifies significantly channel managem ent within a macro­

channel compared to  the case of trea ting  individual sta tistica l real-tim e channels separately. 

Note, however, th a t the  cells of a  macro-channel axe serviced separately from those o f the 

o ther macro-channels, determ inistic real-time channels, and  best-effort traffic. Since all 

statistical real-tim e channels sharing a  common m acro-channel are teated equally on a 

FIFO basis, all cells in th e  macro-channel are given the sam e  loss probability irrespective 

o f the cell’s channel m em bership. This implies th a t individual statistical real-time channels 

sharing a  common m acro-channel have the same cell-loss ratio  of the macro-channel.

Given input traffic specifications of all of its com ponent sta tistical real-time channels, 

we can derive the param eters (p , N ) of a  macro-channel based on its QoS requirem ent, or 

its cell-loss ratio  bound Z .

Figure 3.3 shows a scenario in which various statistical real-tim e communication services 

axe provided. M acro-channels w ith different param eters (p , N ) axe established in order to 

provide different QoS guaran tees in a  single ATM network. A lthough Figure 3.3 shows 

one macro-channel per link, one can establish an axbitrary num ber of macro-channels with 

different cell-loss ratios over a  link as long as there axe sufficient resources.

A statistical real-tim e channel C  may run through a  (fixed) multi-hop path  between 

its source and destination. In such a  case, since a  m acro-channel is established over each 

hop, we need to  concatenate  a  series of “appropriate” macro-channels each of which is 

selected from the m acro-channels established over each link along the path , and multiplex 

the  statistical real-tim e channel C  in to  them. By an “appropria te” macro-channel, we mean 

th a t it must guarantee th e  cell-loss ratio  required for this s ta tistical real-time channel C. 

We will discuss how to  choose macro-channels when we consider admission control la ter in 

this section.

Given the above se tting , the problem is how to determ ine the bandwidth p  and the
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Macro-Channel 

Figure 3.3: Macro-channel

buffer space N  needed to  meet the given delay and cell-loss requirements. Since th e  TCRM  

bounds the delay over each link when the buffer size N  and the minimum th roughput p are 

fixed, we will first concentrate on the cell-loss ratio.

3.3 .2  C ell-L oss R atio  w ith in  a M acro-C hannel

We want to  derive the cell-loss ratio of a  macro-channel using the histogram -based model 

for aggregate video sources. For now, we consider only the case in which all s ta tis tica l real­

time channels are established over only a single hop, resulting in all the cell s tream s feeding 

into a  m acro-channel directly from external sources. We will in Section 3.3.3 relax this 

assumption.

In order to  determ ine the cell-loss ratio  of a macro-channel, we need th e  input traffic 

specification o f the  aggregate of statistical real-tim e channels multiplexed over the  macro­

channel. Since we have chosen the histogram -based model for source traffic, we need the 

rate histogram  of the aggregate of s ta tistical real-time channels, which can be obtained by 

simply taking the  convolution of the ra te  histogram s of component sources, as discussed in 

the previous section.

According to  the histogram-based model, a  queueing system reaches s teady -sta te  fast 

enough to allow for steady-state analysis of th e  system. We can then think of th e  cell-arrival 

process as a  Poisson in steady-state. Under this assumption, the queueing system  can be 

analyzed in tw o steps as follows. F irst, we fix cell-arrival rate to  a  constan t, say, A, and
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F ig u re  3 .4 : A n  M / D / l / N  q u e u e in g  s y s te m .

analyze the  cell-loss behavior of the system  w ith a  Poisson arrival input whose ra te  is A. 

Then, using th e  rate-histogram , we calculate the  weighted sum of cell-loss ratios in order 

to obtain th e  cell-loss statistics of the  overall system.

Assume th a t the  throughput guaran teed  to  macro-channel j  is p and th a t the  buffer 

space reserved a t the  traffic controller for macro-channel j  is N . Then, the buffer of macro- 

channel j  can be seen as an M / D / l / N  queueing system since the cell in ter-transfer time 

from the traffic controller’s buffer to  th e  rate-m onotonic priority scheduler is constan t, which 

is L/p .  This is illustrated in Figure 3.4. A lthough there can be multiple queueing systems 

when multiple macro-channels run th rough a  link, we specify only a  single macro-channel 

since different macro-channels are v irtually  isolated from one another by TC R M .

When the  cell-arrival ra te  is A in an  M / D / l / N  system, the  cell-blocking probability 

PbfD( A) can be calculated using the following 0 ( N 2) algorithm  [13]:

, M D

0o = 1,
k

<t>'k+ 1 =  0fc -  <t>jak - j+ l  ~  ak,
J = l  

N  -1 

<£(> =  ’ 
k=0

1

0 <  k  < N  -  1,

(A )  =  1 -

where

ak = kl
e p .

(3.2)

(3.3)

(3.4)

(3.5)

(3.6)

The cell-loss ratio  of the m acro-channel, PmaCro, is given as the weighted sum  of cell-loss 

ratios where weights are given by the ra te  histogram  of the aggregated video sources. Thus,

* m acro —  — m  , ,
2 _ t ' = l  J t Ai

(3.7)
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where M  is the num ber o f intervals (bins) in the histogram  and / ,  is the probability mass 

function (p.m .f.) of arrival ra te  A,- which is given by the  histogram  of the cell-arrival rate o f 

the aggregate traffic.

Although the M / D / l / N  analysis is exact, it may not be practical to  use for establishing 

a  statistical rpa.l-t.im p  channel because of its com putational complexity even when the buffer 

size N  is m oderate. So, we employ the M / M / l / N  analysis instead in our scheme, as the  

cell-blocking probability o f an  M / D / l / N  system is upper-bounded by th a t of an M / M / l / N  

system. In Section 3.4 we will com pare the difference between the cell-blocking probabilities 

o f an M / D / l / N  system  and  an M / M / l / N  system , showing th a t the difference between 

the  two is quite small. In an  M / M / l / N  system , the cell-blocking probability is

given in [42] as:

P f M( A.) =  t  0 -  (*■ >)}- (3.8)

As with Eq. (3.7),

and since

E m  p M M / \ \  f . \ .  
_  i=  1 r b VAt

AA.-
p M M    b v l JJt 1 /•> n\
r m acro  ~  /

PbMD( \ i )  < PbMM(Xi), (3.10)

Pmacro < Pmacro' (3.11)

As discussed earlier, a lthough  Pmacro *s a bound on cell-loss ratio  of the set of statistical 

real-time channels m ultiplexed over the macro-channel, it also works as a cell-loss ratio  

bound for each individual com ponent channel, because all the  cells in the macro-channel 

are treated equally by th e  F IFO  service policy and thus have an identical cell-loss ratio.

3 .3 .3  C ell Losses in  an  E n d -to-E n d  C on n ection

In Section 3.3.2, we considered only the single-hop case in which the Poisson-arrival ap­

proximation holds. However, in general point-to-point networks, cell stream s take multiple 

hops before arriving a t th e ir  destination nodes. In our framework, a  statistical real-tim e 

channel is multiplexed over a  series  of macro-channels on the  links along the channel path . 

We first describe our assum ptions on the traffic switched and routed via multiple hops and 

then derive the cell-loss ra tio  bound for the end-to-end connection.

Effects o f Switching

As cells are switched and  routed  from one m acro-channel to  another, the traffic pa tte rn  

may change depending on the  traffic condition a t each macro-channel. This raises two
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questions on our assum ptions about the traffic from aggregate sources in a  single hop. One 

is the accuracy of the Poisson-arrival assum ption on the traffic from aggregate sources. 

T he other is the  derivation of the new cell-arrival ra te  histograms a t interm ediate nodes, 

because the histogram  defined a t the source may change depending on the conditions of 

the  interm ediate nodes. T h a t is, if o ther s ta tistical real-time channels sharing the same 

macro-channel a t the upstream  nodes have large am ounts of traffic, a  sta tistical real-time 

channel may lose a large portion of its cells a t those nodes and the probability mass function 

(the  histogram ) a t the dow nstream  links may change.

For the tim e being, le t’s assume that the histogram  defined a t the source node remains 

unchanged a t all in term ediate nodes. In general, the  ou tpu t process of an  M / D / l / N  queue 

is not a Poisson process and cell inter-departure tim es are correlated [23]. This poses 

difficulty in analyzing a  m ulti-hop statistical real-tim e channel. This is also the case in 

an M /M /1  system  analysis. In the M /M /1  system , the packet inter-arrival and service 

tim es are correlated. To handle this difficulty, Kleinrock proposed to  use “Independence 

A pproxim ation” in analyzing a  communication network using a  general queueing network 

like the Jackson network [4,40]. It asserts th a t, in an  M /M /1  system, merging several cell 

stream s on a  transm ission link has an effect akin to  restoring the independence of inter- 

arrival times and service times. In particular, he em phasized the independence of service 

tim es of a  packet a t different nodes, which is not true  in real communication networks. 

Since the length of a  cell is fixed in ATM networks, the  correlation of cell-service tim e is not 

im portan t in our problem. W hat m atters in the M / D / l / N  analysis is the independence 

of cell inter-arrival times. As with Kleinrock’s independence approxim ation, we assume 

th a t the cell inter-arrival tim e a t a  macro-channel a t an interm ediate link is exponentially- 

d istributed if multiple cell stream s routed from different macro-channels on different links 

and  externally-fed cell stream s are merged into this macro-channel. Then, the  new aggregate 

traffic arriving a t this new macro-channel can be approxim ated as a  Poisson process, thus 

enabling the  application of the M / D / l / N  analysis result a t any macro-channel as long as 

the  number of multiplexed statistical real-tim e channels are large enough and the routing 

processes are uncorrelated. O ur simulation study in Section 3.4 confirms the  validity of this 

assum ption.

Next, le t’s consider the rate-histogram  of a video stream  switched and  routed inside the 

network. As th e  traffic passes through dow nstream  nodes, the original traffic pattern  at 

the  source node will change and, in general, may become burstier during a  short period. 

However, in the rate-histogram  model, we assume th a t the cell-arrival process is a Poisson
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and th a t the  arrival rate is constant for a  fairly long tim e (the  steady-state condition). 

Under the steady-state condition, we assume th a t the cell-arrival rate from a  statistical 

real-tim e channel is constant over an infinite period of tim e, and is equal to, say, A. This 

cell stream  is multiplexed with stream s of o ther statistical real-tim e channels onto a  macro­

channel, M a- A fter departing macro-channel Ma, the cell stream  is separated from the  

o ther sta tistical real-time channels and then multiplexed onto  a  new macro-channel, Mb- 

While being multiplexed a t Ma, some cells of this stream  may be lost due to  buffer overrun. 

Therefore, the num ber of cells of the stream  a t Mb cannot be larger than th a t a t M a. Over 

an infinite period of time, the arrival ra te  of this stream  a t Mb,  denoted by /(A ), cannot be 

larger th an  th a t a t M a, A. T hat is,

/(A ) <  A. (3.12)

Now, le t’s consider the stream  as a  modulated Poisson process, then  the steady-state condi­

tion will still hold within each frame period. Let the rate-histogram  of the process be given

by {At , /,-},-=i m , where M  is the number of bins and /,- is the p.m.f. of arrival rate A,.

Let Aa and  Aft denote the arrival rates of the stream  at M a and Mb,  respectively. Then,

M
P r{A b > /(A*)} =  £ / ( A ,) - / ,

i-k
M

<  X >  A
i=k

=  P r{A a > At} (3.13)

Since /(A*) <  A;t,

P r { \ b > Ak} < P r{A b > /(A *)}. (3.14)

Thus,

Pr{Aft > Ajt} <  P r{A a > A^}. (3.15)

This relation shows tha t the histogram of a statistical real-tim e channel a t the interm ediate 

nodes is probabilistically bounded from above by the histogram  a t the source node. T hat is,

/ >r(cell-arrival rate a t the source node > x) >

P t{cell-arrival ra te  a t the interm ediate nodes > x). (3.16)

In term s of QoS guarantees, it is still effective to use the source’s traffic characteristics for 

interm ediate nodes since the cell-loss probability can still be bounded by using the sam e 

traffic characteristics. It allows for a simple run-tim e channel-establishment process a t  

the expense o f slightly conservative resource reservation. T he am ount of over-reservation
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of resources a t th e  interm ediate nodes is negligible when the cell-loss probability  is quite 

small, which is th e  case of m ost statistical real-tim e applications in ATM networks, as will 

be discussed in Section 3.4.

Cell-Loss Ratio Bound in an End-to-End Connection

Based on th e  above argum ents, the end-to-end cell-loss probability o f a  s ta tistical real­

time channel is given by

K
^ (e n d - to -e n d  cell loss) <  1 — J J ( 1  — Pmacroj), (3.17)

j =i

where K  is the num ber o f hops the statistical real-tim e channel takes and  Pmacro,j is the 

cell-loss probability o f the macro-channel a t the j th hop. Notice th a t, a lthough PmaCro,j is 

the cell-loss ra tio  o f th e  macro-channel a t the j th hop, it is the cell-loss ra tio  of individual 

statistical real-tim e channels multiplexed onto the macro-channel. For th e  sake of simplicity 

of the run-tim e channel-establishm ent process, we can employ the M / M / l / N  analysis. 

Then, we get from  Eq. (3.11)

K
Pr(end-to-end  cell loss) <  1 — (3 -is)

j= i

where P m J£aj  is th e  cell-loss probability a t the j th hop obtained from  the  M / M / l / N  

analysis.

Although we m ainly focused on deriving a  cell-loss ratio bound, it m ust be stressed 

th a t our approach also guarantees statistically a real-tim e cell’s delivery delay. T h a t is, 

the probability th a t  a  cell is delivered to  its destination before its deadline is larger than 

Z . This is because a  cell which is not lost is guaranteed to  be delivered to  its destination 

within a  bounded tim e because buffer size is fixed and the minimum buffer drain rate  is

guaranteed a t each link by TCRM . The end-to-end delay bound of the  s ta tis tica l real-time

channel is given as:
K

Dcnd—to—end — ^  '.(N  j +  l ) L / p j  (3.19)
j =1

where Nj  and pj  a re  the buffer size in cells and the bandw idth of the  m acro-channel a t the 

j th hop, respectively, and ( N j  4- 1 )L  is the maximum backlog a t the  m acro-channel when 

a  cell has arrived a t the  macro-channel. The reason for adding 1 to  th e  buffer size is to 

account for the  delay a t the  rate-monotonic priority scheduler, as seen in Figure 3.4.
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3 .3 .4  E xten sion  o f  M acro-C hannel to V irtu a l P ath

Thus far, we have described the macro-channel as a  single-hop real-tim e channel. The 

m acrochannel can be easily extended to the concept of V irtual P a th  (V P) by establishing 

a m acrochannel not as a  single-hop real-time channel, but as a  VP which takes multiple 

hops. As long as each VP is guaranteed to have a constant throughput a t in term ediate links 

by TCRM , it can be considered as a  transparent ATM trunk with constant transm ission 

capability. T h a t is, a  VP can be considered as a single-hop real-tim e channel even if it 

passes through m ultiple hops. The only change in the VP extension is the e n d -to e n d  delay 

bound given by Eq. (3.19), which must be modified as:
K

D e n d - to - e n d  =  £ ( A T ;  +  W / P j  ( 3 *2 0 )
i=l

where l j  is the  num ber of hops the j th VP takes. The l j  is added to  represent the  delay 

a t the rate-m onotonic priority  scheduler a t each hop. Except for this additional delay, a 

statistical real-tim e channel using V P ’s is exactly the same as the single-hop version.

3.4 Simulation and Discussion

In order to  dem onstrate  the usefulness of the histogram -based model for statistical 

real-time com m unication, we have conducted a simulation study using M PEG -coded video 

traces. Since the end-to-end delay deadline of every cell which is not lost due to  the buffer 

overrun is met by TC R M , we will consider only the cell-loss ratio  as the  QoS param eter.

3 .4 .1  T he S im u la tion  M od el

Figure 3.5 shows the topology of an ATM network used for the  sim ulation study  which 

consists of 5 nodes and 4 links. All the links are simplex, and thus, cells are tran sm itted  only 

in the direction o f arrows shown in the figure. Also, for the sake of simplicity, we assume 

th a t there exists only one m acro-channel over each link. T h a t is, there is no determ inistic 

real-time traffic, and o the r sta tistica l real-time traffic or non-real-tim e traffic except for 

the statistical real-tim e traffic is multiplexed over each macro-channel on each link. Since 

TCRM  provides a  v irtual circuit w ith a guaranteed throughput over an  ATM link, a  macro- 

channel can be considered as an  ATM link with the guaranteed throughput p and  the  input 

buffer of size N .

In this network, we m ultiplexed 20 statistical real-time channels on each link. The 

param eters o f each s ta tis tica l real-tim e channel are randomly selected from th e  clips of the
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A

Group 1: A-»- C 

Group 2: A-*- C -*■ D -*• E 

Group 3: B -*■ C -*■ D 

Group 4: B -*■ C

Group 5: C -*• D -*• E 

Group 6: D-*- E 

F ig u re  3 .5 : T h e  n e tw o rk  to p o lo g y  fo r  s im u la tio n

movie Starwars in Figure 3.1, and 17 different MPEG-coded video clips.2 T he length of 

each stream  is 1000 frames, and each run lasts about 50 seconds since one fram e interval 

is 1/24 second. F irst, we conducted an experiment using stream s only from the  Starwars 

sequence in order to  investigate cell-loss ratios in a homogeneous-traffic environm ent. Using 

convolution, we derived the p.m.f. of the arrival rate of the aggregate of 20 stream s seen 

in Figure 3.6. We derived a 20-bin histogram  from the sequence, which requires simple 

operations for the convolution. T he average cell-generation rate  of the aggregate traffic is 

about 822 cells/fram e and the maximum cell-generation ra te  is about 9,000 cells/fram e.

Next, in order to  investigate the heterogeneous-traffic case, we have conducted a  similar 

experiment using the 17 different sequences. We selected as many stream s as needed for 

the simulation from these sequences. In particular, we chose 14 stream s once and the o ther 

stream s twice in order to feed 20 channels which are multiplexed over link 1. In this case, 

the average cell-arrival rate of the  aggregate of 20 stream s was 988 cells/fram e and the 

maximum was about 12,000 cells/fram e.

To investigate the various cases, the multiplexed stream s are grouped according to  their 

paths: six groups are shown in Figure 3.5. For example, group 2 consists of channels whose

2These sequences were generated by Rose [74].
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Figure 3.6: Probability mass function o f arrival rate o f an aggregate o f 20 
statistical real-time channels o f S tarw ars

sources (destinations) axe node A (node E), and th a t pass through node C and D. Only the 

channels of group 1 and 2 traverse link 1. As a  result, through link 1, no routed cells are 

transm itted, but only external input traffic from node A are transm itted. On link 3, group 

2 and 3 are routed from link 1 and 2, respectively, and group 5 is directly fed from node C.

During the simulation, the cell transm ission from each source is randomly distributed 

over one frame duration, and all the cells belonging to  a  frame must be transm itted  from 

the source within one frame duration. A t interm ediate nodes, cells are transm itted  on a 

FIFO basis regardless of their channel identities.

3.4.2 Simulation R esults

In order to  investigate the validity o f our assum ption on the Poisson arrival process a t 

interm ediate nodes, we have considered a  case in which some links, in addition to  the routed 

traffic from upstream  links, are fed w ith ex ternal inputs. We have assigned 13 channels to 

group 1, 6 to group 2, 7 to  group 3, 13 to  group 4, 6 to group 5, and 7 to group 6 so th a t 

20 cell stream s traverse each link. Note th a t link 1 and link 2 are not fed with any routed

56

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



traffic.

First, we have considered a homogeneous traffic environm ent in which we multiplex 

only stream s from th e  Starwars sequence. We have varied the bandw idth assigned to a 

macro-channel established over each link from 700 cells/fram e to  2,300 cells/fram e. The 

buffer size N  is 50 (cells), and thus, the  w orst-case cell delay in a  single hop is 1/20 frames, 

i.e., 2.1 msec if the throughput guaranteed to  a  macro-channel is 1000 cells/fram e. This is 

small enough to satisfy the steady-state condition presented in Section 3.2. The cell-loss 

ratios are compared to  the  analysis of the  M / D / l / N  and M / M / l / N  system s in Figure 3.7. 

We only show the average cell-loss ratios because loss guarantees to  a  macro-channel and 

individual s tatistical real-tim e channels are given in a  sta tistical form. W hen the capacities 

of macro-channels are large (i.e., utilizations of macro-channels are low), the cell-loss ratios 

of all links for the tw o system s do not show any notable difference. All the cases show tha t 

the cell-loss ratios are bounded by the  M / D / l / N  and M / M / l / N  results.3On the other 

hand, when the capacities of the macro-channels are small, the cell-loss ratios of link 3 and 

link 4 are smaller th a n  the bounds while those of link 1 and link 2 m atch the bound almost 

exactly. As we m entioned in Section 3.3.3, the  tail distributions of the aggregate traffic 

a t link 3 and link 4 decrease because of the  cell losses a t the upstream  links, despite the 

fact th a t the decrease is negligible when the cell-loss probability is small. This explains the 

smaller cell-loss ratios a t link 3 and link 4 which have the routed cell stream s from upstream  

links 1 and 2 when the  cell-loss probability is large. From this observation, we conclude 

th a t if we use a m acro-channel with a  high cell-loss ratio  bound, our scheme will result 

in over-reservation o f network resources. However, for a m acro-channel w ith a  very small 

cell-loss ratio bound (e.g., 10-4 ), our scheme provides good cell-loss estim ates, and thus, 

enables efficient use of network resources. Lastly, Figure 3.7 shows th a t the analysis result 

of the M / M / l / N  system  is very close to  th a t of the M / D / l / N  system . Therefore, using 

the M / M / l / N  analysis for deriving a  cell-loss ratio  bound doesn’t result in link bandwidth 

over-reservation. We can reduce the degree of over-reservation; in fact, the analysis result 

of an M / M / l / N  system  can be made arb itrarily  close to  th a t of am M / D / l / N  system by 

increasing N  [83].

In Figure 3.7, we also show the Chem off bound estim ate of the cell-loss ratio  which is 

calculated using the derived periodic on-off random  process suggested by Elwalid et al. [18] 

and the approxim ation by a  Gaussian d istribu tion  which is based on C entral Limit Theorem 

(CLT) [29]. Both approaches employed the  buffer-overflow probability as a  QoS param eter

3In all the cases in this simulation, 99 % confidence-level intervals are 10~4, so any value below 10-4 is 
considered to be noisy.
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Figure 3.7: Cell-loss ratio in all external input case — homogeneous traffic

while ours uses the cell-loss ra tio . For the purpose of com parison, we derived the cell-loss 

estim ates from the buffer-overflow probability given by bo th  th e  m ethods.

The param eters of the on-off process derived from the Starwars sequence are as follows. 

The peak ra te  is 230 cells/fram e,4the mean rate is 41 cells/fram e, and  the bucket size of the 

leaky-bucket regulator is 46,286 cells. The on and off periods derived from the parameters 

are 2,444 frame intervals and  11,395 frame intervals, respectively. By substituting these 

param eters into the Chem off bound estim ate according to  the  s tep  suggested in [18], we 

obtained the result plotted in Figure 3.7. In addition to  the  C hernoff bound, we also show 

the more accurate refined C hernoff bound by B ahadur and Rao [2]. Compared to our 

analysis results based on the  M / M / l / N  and the M / D / l / N  system s, both the Chernoff 

bound and the refined Chernoff bound estimates are too pessim istic. Considering the fact 

th a t Elwalid’s approach is based on the extremal traffic description, one can anticipate the 

pessimistic result in Figure 3.7. In contrast, the M / M / l / N  analysis based on the rate 

histogram provides a  very accurate  cell-loss estim ate w ith only a  20-bin histogram which 

is not so complex in executing convolutions. Specifically, when the  cell-loss ratio bound is

'‘Originally, the peak ra te  for achieving lossless multiplexing was 483 cells/fram e, but it resulted in a too 
pessimistic cell-loss ratio estim ate. In this C hapter, we instead choose the 99.9 percentile from the cell-arrival 
rate histogram as a  peak rate.
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set to  10- 4 , our scheme requires reservation of 1,712 cells/frame while B ahadur and Rao's 

approach requires reservation of 2,170 cells/fram e.

In the CLT approxim ation, buffer size is ignored and only bandw idth is considered as a 

reservable resource. Ignoring buffer size m ay result in pessimistic cell-loss estim ates. How­

ever, as argued in [29], the CLT approxim ation is shown to be too optim istic in estim ating 

cell losses for very bursty traffic like M PEG . By contrast, the M / M / l / N  analysis pro­

vides a  reasonable cell-loss ratio bound lying between the Chernoff bound estim ate  and the 

Gaussian approxim ation.

We have conducted the same experim ent using 17 different video clips in order to  in­

vestigate the validity of our model in a  heterogeneous-traffic environm ent. We followed 

the same procedure as before and obtained the result in Figure 3.8. T he only difference 

is choosing the peak rate of the on-off process. Instead of 99.9 percentile, we used the 

average cell-generation rate of I  frames as a  peak ra te  in order to  favor Elwalid et al.'s 

approach, but it is not justifiable in a  s tric t sense since the original peak cell-generation 

rate is required in order to obtain the param eters for a lossless multiplexing system  [18]. In 

Figure 3.8, we show the simulation result on link 1 only since each link has a  different trunk 

capacity depending on the characteristics of the aggregate traffic. However, we obtained 

similar results on the other links. In th e  figure, the M / M / l / N  analysis provides a  good 

estim ate of cell-loss ratios as in the homogeneous-traffic case, com pared to  the  Chernoff 

bound estim ate and the CLT approxim ation. The Chernoff bound estim ate is a  little closer 

to  the simulation result than the homogeneous case due to the choice of a  sm aller peak rate.

Next, we considered the case in which there exists only routed traffic w ithout any ex­

ternal input traffic a t interm ediate nodes. To this end, we disable group 5 in Figure 3.5 

and change the number of channels in each group accordingly. We assign 10 channels to 

each of groups 1, 2, 3, 4 and 6. Note th a t the number of channels m ultiplexed over each 

macro-channel on each link is kept 20. In this case, there is no external inpu t traffic a t 

the macro-channel on link 3. In Figure 3.9, we only show the homogeneous-traffic case 

using the Star wars sequence. The loss a t the  macro-channel on link 3 does no t make any 

difference from th a t on links 1, 2 and 4 when the cell-loss probabilities are  sm all. W hen the 

cell-loss probability is large (i.e., the reserved bandw idth of the m acro-channel approaches 

the average cell-generation ra te  of the  aggregate channel), the loss of the m acro-channel on 

link 3 is smaller th an  others. However, the trend is clear th a t the cell-loss probability is 

bounded by the analysis result and th a t the  difference between the sim ulation and  analysis
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Figure 3.8: Cell-loss ratio in all external input case —  heterogeneous traffic

results is small when the cell-loss ratio  is small. Therefore, the Poisson-arrival assum ption 

can be applied even when there is no external input traffic at the interm ediate nodes.

Next, we investigated the validity of our framework when the number of statistical 

channels multiplexed over a macro-channel is quite large. We have set the num ber of 

channels to  100 and the buffer size N  to 100 cells. In Figure 3.10, we show the simulation 

result along with the M / M / l / N  analysis, the Chernoff bound approxim ation and the CLT 

approxim ation. The Chernoff bound estim ates remain too pessimistic. The M / M / l / N  

analysis provides a good cell-loss ratio  bound. Interestingly, the CLT approxim ation shows 

a  p re tty  accurate cell-loss estim ate in this figure unlike the case when 20 channels are 

multiplexed. This result is due to  the large number of channels multiplexed and th e  small 

buffer size, which is the basic assum ption of the CLT approxim ation. Although the  CLT 

approxim ation provides a  good cell-loss estim ate for the case of a  large number of channels, 

our approach provides good cell-loss bounds regardless w hether the number of channels 

multiplexed is large or small.

The statistical multiplexing gain achieved by increasing the num ber of channels mul­

tiplexed is depicted in Figure 3.11 in which the cell-loss ratios are plotted against link 

utilization when 5, 10 and 20 channels are multiplexed. The link utilization is normalized
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against the average cell-arrival ra te  of the aggregate sources. VVe show only the M / M / l / N  

bound. One can see th a t the loss ratios are bounded for all th ree cases and thus, the  

histogram-based model satisfies our requirements regardless o f the  number of statistical 

real-time channels m ultiplexed. Moreover, the statistical multiplexing gain is shown to  

increase with the num ber o f channels multiplexed. However, in o rder to  establish a macro­

channel w ith the  cell-loss probability of 10-4 , we need to  reserve the  bandwidth which is 

twice the average cell-generation rate. This results from the high burstiness of MPEG d a ta  

and is inevitable in o rder to  satisfy the QoS requirement. A lthough the macro-channel’s 

utilization is about 0.5, it does not necessarily mean the waste o f bandw idth since the un­

used bandwidth by th e  macro-channel can be used for transm ission of best-effort traffic by 

TCRM , as in the  case of real-tim e channels [51].

Finally, we investigated the effects of buffer size on the  cell-loss ratio . We set the buffer 

size to  500 cells. The cell-loss ratios obtained from the sim ulation are much smaller than the 

bound as seen in Figure 3.12. This indicates th a t the assum ption th a t a  macro-channel with 

the aggregate input reaches the  steady-state quickly is violated in a  large-buffer system. T he 

queue trajecto ry  in Figure 3.13 confirms this reasoning. The buffer size N  is 500 cells, the 

cell-arrival ra te  is 2,000 cells/fram e, and the service ra te  is 1,300 cells/fram e. Therefore, the
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Figure 3.12: Effect o f large buffer size

system is overloaded and cells are lost in a  steady-state. S tarting  from the ‘■empty’ s ta te , 

it takes several frame intervals for the queue to  reach its s teady-sta te . Considering the fact 

th a t the cell-generation ra te  remains constant for a t most one frame interval, the queueing 

system cannot reach the steady  s ta te  under most overloaded conditions obtained from the 

histogram-based approach, and thus, the cell-loss ratio is quite low as compared to  the 

estim ate. This, in tu rn , indicates th a t our framework results in over-reservation of network 

resources when the buffer size is very large, but it still satisfies the basic requirements of 

statistical real-time com m unication since the cell-loss probabilities are bounded.

3.5 Conclusion

In this chapter, we have proposed a  framework for sta tistica l real-tim e communication in 

ATM networks. The fram ework is based on TCRM . While only one application is assigned to  

a  single real-time channel in determ inistic real-time com m unication, multiple statistical real­

time channels are aggregated as a  macro-channel over each ATM link and cells from different 

component channels of the  m acro-channel are serviced on a  FIFO  basis. To quantify the 

cell-loss ratio of a  m acro-channel, we have proposed to  use a  histogram-based model for
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Figure 3.13: Queue trajectory in a large buffer system

the input traffic specification of VBR video sources. The histogram -based model specifies 

a  VBR video source with the histogram of time-sampled traffic-generation rate . Also, in 

the histogram -based model, input traffic specification for aggregate sources is derived by 

taking the convolution of the histograms of component sources, m aking it simple to  apply 

this model to  a set of statistical real-time channels. Assuming a  constant cell-arrival rate, 

we have modeled the  arriving traffic a t the macro-channel as a  Poisson process and derived 

the cell-loss ratio  from the M / D / l / N  analysis. Then, the cell-loss ratio  of the macro­

channel is given as the weighted sum of cell-loss ratios, and th e  weight was given by the 

rate-histogram . For the channel-establishment process, we have employed the  M / M / l / N  

analysis result for simplicity. Based on this analysis of a m acro-channel, we have extended a 

statistical real-tim e channel to the multiple-hop case. In order to  consider the  traffic change 

in macro-channels a t intermediate links, we have made an assum ption of independence of 

cell inter-arrival times a t the interm ediate links. Lastly, our scheme was extended in the 

context of VPs.

We have conducted a  simulation study using M PEG-coded video d a ta  in order to  evalu­

ate the effectiveness of our framework for sta tistical real-time com m unication and validated 

the assum ptions used. The simulation results have reasonably well m atched the analysis
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which is based on the  assumptions such as the histogram -based modeling and Poisson a r­

rival a t each link, although, in some cases, over-reservation of netw ork resources has been 

observed.
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CHAPTER 4

SEMI-REAL-TIME COMMUNICATION

4.1 Introduction

In this chapter, we propose a  new service category, the  semi-real-time class for VoD-like 

applications, and present the netw ork control functions necessary. As discussed in Chapter 

1, if the user-requested delay bound is fairly large (e.g., several seconds to  several minutes), 

the required bandw idth is closer to  the average packet-generation ra te  than  the peak packet- 

generation ra te . We defined such characteristics average-rate-oriented, or semi-real-time in 

C hapter 1.

Instead o f using a determ inistic traffic envelope [14,15,24,44], we employ a  statistical 

traffic envelope derived by exploiting the statistical characteristics of source traffic. The 

statistical traffic envelope enables us to  greatly  reduce the am ount of network resources to 

be reserved and thus accept more connection requests at the expense of a small percentage of 

packet losses. Then, we present a  traffic regulation scheme which simplifies the derivation of 

statistical traffic envelopes in a  m ulti-hop environment. In general, the traffic characteristic 

of a  connection changes as the traffic travels through the network, and it is difficult to keep 

track of such changes and accurately describe the traffic characteristics a t each node. Thus, 

we employ a  traffic regulation scheme in order to preserve the source traffic characteristic 

at every interm ediate node along the  pa th  of each connection.

The chap ter is organized as follows. Section 4.2 introduces some basic definitions and 

concepts needed for the development of our approach. Sections 4.3 and 4.4 describe the 

proposed approach for providing VoD services. Section 4.5 evaluates the proposed approach 

and dem onstrates its effectiveness in providing VoD services on an in tegrated services net­

work. The chap ter concludes w ith Section 4.6.
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4.2 Background and Problem Statem ent

In this section, we define our service model for an integrated services packet network, 

review the deterministic traffic envelope from which a s ta tistical traffic envelope is derived, 

and introduces a statistical traffic envelope.

4.2.1 Service M odel for an Integrated Services Packet Network

For efficient handling of diverse traffic in an in tegrated  services network, we categorize 

traffic into three classes according to  their QoS requirem ents: real-time, semi-real-time, and 

best-effort. Real-time, semi-real-time, and best-effort classes of traffic are serviced w ith the 

highest, the second-highest, and the lowest priority, respectively.

The real-time service guarantees a bounded delivery delay for each individual packet a t 

every switch along a fixed p a th  so tha t its end-to-end delay may be bounded. For typical 

real-time applications, this delay bound must usually be within a  very small range.1 In order 

to  guarantee such a small delay bound, different packet scheduling algorithms have been 

proposed and used for runtim e packet transm issions after reserving resources along the  path 

and performing an appropriate admission test based on the characteristics of source traffic 

[17,19,26,36,37,51,64,95,100]. In particular, the  worst-case traffic-generation ra te  (i.e., 

peak packet-generation ra te  or minimum packet inter-arrival time), rather than  the  long­

term  average traffic-generation rate , plays a  key role in the admission control. As a  result, 

using the real-time service often leads to very low network utilization.

By contrast, many trad itional da ta  communication applications such as ftp and  telnet 

do not require per-packet delay guarantee, but an  average throughput is the only param eter 

of interest to them . These applications belong to  the best-effort class.

There are other applications which lie between the  real-tim e class and the best-effort 

class in terms of QoS requirem ent. They do not require very tight delay bounds like the 

real-tim e class does, yet providing packet delay bounds to  them improves user-perceived 

QoS significantly. The requested delay bounds are much looser than those of the real-tim e 

class, e.g., ranging from several seconds to  several m inutes. For example, guaranteeing 

loose packet-delivery delay bounds enables VoD service provider to dimension the required 

network resource and service quality. The semi-real-time class introduced here ta rg e ts  this 

type of applications. In our approach, each sem i-real-tim e class packet is guaranteed  to 

have a  bounded delivery delay a t each switch in a  “sta tistica l” sense, but the delay bounds

1 For example, end-to-end delay bounds are within the range of several tenths to hundredths of a second 
for voice communication.
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are much larger th an  those provided in th e  real-time service. This helps the semi-real-time 

service employ the network resources left unused by higher-priority (real-tim e) class traffic.

While each real-tim e connection receives an individual QoS guarantee, all semi-real­

tim e connections receive the same QoS collec tive ly , and thus, share the common delay 

characteristic and buffer space. The best-effort class is only provided with a  long-term  

average throughput.

4.2.2 D eterm in istic  Traffic Envelope

Originally, the determ inistic traffic envelope was employed to  analyze the delay and 

backlog characteristics of a real-time connection based on its worst-case traffic pa tte rn  and 

available network resources [14,15]. Its function is to describe a  determ inistic upper bound 

on the am ount of a real-tim e connection’s traffic. Specifically, we define a  traffic envelope 

function, A (r) , such th a t

A (r) =  sup A[f, t -1- r], r  >  0, (4.1)
£>0

where A [t,  t +  r] is th e  am ount of traffic generated by the source o f a  real-tim e connection 

in the interval [ t , t  +  r]. Note that A (r)  is a  time-invariant determ inistic bound since it 

constrains the am ount of source traffic over any time interval of length  r .  A (r) is also called 

the em pirical envelope  in [44], or the m in im u m  envelope  process in [7].

Now, we can characterize the aggregate traffic behavior using each real-tim e connection’s 

traffic envelope when multiple real-time connections are established over a link. Suppose 

real-tim e connections can be characterized by the envelopes Am( r ) ,  1 <  m  <  M .  Note that 

these envelopes could be different from the  traffic characteristics a t  the network entrance 

because of traffic fluctuations inside the  network. But, for the tim e being, we focus on 

the single-hop case and  do not consider th e  effect of traffic fluctuations inside the  network. 

(T he multi-hop c a s e  will be considered la ter.) The traffic envelope of aggregated real­

tim e connections is then  simply given as the  sum of all the  connections’ traffic envelopes, 

J2m=i Am(r ) ,  and, since semi-real-time connections use the  resources left unused by real­

tim e connections, they  collectively receive a  service of a t least

M
S s r { t ) =  { I t  -  £  Am(r)} + , (4.2)

m=l

during any tim e interval of length r  where I  is the link capacity  and  [x]+ d= m ax{0,x}.

S s r ( t )  is called the  m in im u m  service curve .  Assuming th a t the  aggregate traffic of semi-

real-tim e connections is characterized by the  traffic envelope As r ( t ), the delay experienced
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Figure 4.1: M axim um  delay and m axim um  backlog

by any semi-real-time packet is upper bounded by

d s R  =  m ax m in{r : r  > 0 and A s r {1)  <  S s R . ( t  +  t ) } ,  (4-3)
t>o

and the  backlog a t the switch will be upper bounded by

B § r  =  m ax{A s/t(r) -  S S r ( t ) } .  (4.4)
T>0

T he maximum backlog B §R is the  buffer requirement for loss-free semi-real-time service.

Eqs. (4.3) and (4.4) are simply the horizontal and the vertical d istance between the traffic

envelope A s/j(r)  and the service curve S s r ( t ),  respectively. Figure 4.1 shows a graphical 

representation of delay com putation.

4.2 .3  Statistical Traffic Envelope

Since semi-real-time connections are adm itted or blocked depending on the am ount o f 

resources left unused by real-tim e connections, it might be advantageous to  have smaller 

traffic envelopes of real-tim e connections. However, since a  traffic envelope is, by definition, 

a  determ inistic function, there is no room for deriving a  tig h te r bounding function as long 

as the traffic envelope is determ inistic. On the other hand, we can obta in  a  smaller traffic
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envelope by taking a  statistical approach instead of a deterministic one. Unlike a deter­

ministic traffic envelope which describes the worst-case traffic behavior, a  statistical traffic 

envelope tries to  provide a  s ta t is t ica l ly  meaningful  bound on the amount of arrived traffic. 

This statistical traffic envelope is used to  calculate the resources reserved but left unused by 

the real-time class traffic, and thus gives the semi-real-time class a larger pool of available 

resources than the deterministic traffic envelope can give to the semi-real-time class. As a 

result, by deriving and using a s ta tistical traffic envelope for the real-time class traffic — 

for which resources have already been reserved based on the corresponding determ inistic 

envelope — one can accommodate more semi-real-time class traffic than one would o ther­

wise. Note th a t this statistical traffic envelope for the real-tim e class traffic is not  used to 

derive the QoS param eters, like delay or packet-loss ratio , for real-time class traffic, but only 

for the semi-real-time class traffic. M ore specifically, when providing the required QoS for 

real-time, semi-real-time, and best-effort classes in an integrated services packet network en­

vironment, we represent the real-tim e class traffic with two traffic descriptors: determ inistic 

and statistical traffic envelopes. F irs t, the deterministic traffic envelope of real-time class 

traffic is used to  calculate its QoS param eters. The network service provider then calculates 

the (statistical) am ount of resources reserved but left unused by the real-time class traffic 

using the statistical traffic envelope o f real-time class traffic. This calculated am ount is used 

to  service the semi-real-time class traffic. Since the statistical traffic envelope of real-tim e 

class traffic is given only in statistical term s, the actual am ount of resources left unused by 

real-time class traffic can be smaller than  the value calculated using the statistical traffic 

envelope. As a result, a certain percentage of semi-real-time packets may be lost. However, 

the QoS degradation of semi-real-time class connections is bounded  by a pre-specified loss 

tolerance. Note th a t the QoS of real-tim e traffic is not affected by employing a statistical 

traffic envelope of real-time class traffic for servicing the  semi-real-time class, as the QoS of 

real-time traffic is determined solely by its corresponding deterministic traffic envelope and 

real-time traffic will be serviced w ith higher priority than  semi-real-time traffic.

While its deterministic counterpart is obtained by simply adding up the traffic envelopes 

of component connections, a statistical traffic envelope m ust be derived based on the s ta tis­

tical nature of the aggregated connections. A statistical traffic envelope is defined for both  

real-time connections and semi-real-time connections as follows.

D efin itio n  4 .1  A  s ta tis t ica l traffic envelope,  A ( t ), fo r  a connection or  a se t  o f  connections  

when the am ount o f  traffic arrived  during the t im e  in terval  [f, t +  r] is given by  A[t, t +  r],
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is defined as:

A (r) d= min {x : P r { A [ t , t +  r] >  x} < Z, t > 0, r  > 0} . (4.5)

The physical m ea n in g  of Definition 4.1 is th a t the am ount of traffic arrived from the set 

during any time interval of length r  is smaller than  or equal to  A (r) w ith  the probability 

of 1 — Z  o r larger.

Using both the statistical traffic envelopes of the real-time class and the  semi-real-time 

class, we can derive the statistical bounds of packet delay and packet loss of the  semi-real- 

time class. F irst, we need to redefine the minimum service curve of the sem i-real-time class 

in statistical term s as follows: If the s ta tistical minimum service curve o f the  semi-real-time 

class is given by S s r ( t ),  then, for any tim e interval of length r ,  the sem i-real-tim e class is 

guaranteed to  receive a  service of a t least S s r ( t ) with the probability of 1 — Z  or larger. 

Using Definition 4.1, we can obtain S s r ( t ).

T h e o re m  4.1 Let us assume that we are given a statistical traffic envelope, A r ( t ), fo r  the 

aggregate o f all real-time connections. Then,

S s r ( t )  = { i r  -  A r ( t ) } + . (4.6)

Proof: Let t +  r] denote the am ount of service provided to the sem i-real-tim e class

during [t, t +  r] for t > 0 and r  > 0. Then,

Ssr[*» t + r] = {£t -  4 r[* , t + r]} + , (4.7)

where Ar[£, t +  r] is the amount of traffic arrived from the real-time class during [f, t +  r]. 

Then, from Definition 4.1,

A r [M  +  t] > A r ( t )  (4.8)

with the probability less than Z.  Let us assume th a t Eq. (4.8) holds. T hen, by arranging 

term s, we obtain

I t  -  A R[t, t  + t ] <  I t  -  A r ( t ).  (4.9)

If we take the [x]+ function on both sides of Eq. (4.9), the l.h.s becomes but

the relationship between both sides changes. T h a t is, if

A r ( t ) > £t , (4.10)

{^r -  Afl( r )} + =  0, (4.11)
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and from Eq. (4.9)

{ I t -  A R[t,t + T ] } +  = 0. (4.12)

Thus,

{ I t  -  A*[f, t +  r]}+ =  { tr  -  .4fl( r ) } + . (4.13)

Otherwise, the inequality rem ains in tact. Therefore, by taking th e  [x]+ function on both 

sides of Eq. (4.9), we get

{ i T  -  A * [ f ,  t +  r]}+ <  { £ t  -  A fl(r)}+ , (4.14)

and thus,

* +  r l <  U T ~  A r ( t) } + . (4.15)

This holds with the probability less th an  Z  as stated earlier. Therefore,

Pr[ S 0SR[ t,t + T ) > { e T - A R( T ) } +  } > 1 - Z .  (4.16)

Adding the equality inside the  probability function does not affect Eq. (4.16). Therefore, 

P t[ t + t ]  > { I t  -  AR(r)}+  ] > l - Z .  (4.17)

Thus,

5 5f l( r )  =  { £ r -A R (r )} + . (4.18)

□
In order to further reduce th e  delay bound and the buffer requirem ent of the semi-real­

time class, we employ the s ta tis tica l traffic envelope for the sem i-real-tim e class as well as the 

real-time class, which is defined in the  same way as the real-tim e class. Let A s R( t )  denote 

the statistical traffic envelope o f the  semi-real-time class for any tim e interval of length r  

with loss tolerance Z2 , and let i / j ( r )  and S s R{ t )  denote the s ta tis tica l traffic envelope and 

the statistical minimum service curve of the real-time class for any tim e interval of length 

r  w ith loss tolerance Z \.  We still assume th a t the link capacity is I.

T h e o re m  4 .2  Using A r ( t ) ,  A s r ( t ) ,  and S s R{ t ) ,  we define the follow ing quantities:

dsR d— nyuc m in{r : r  > 0 and A s R(t) < S s R(t +  r ) } ,  (4-19)

and

B Sr  d= m a x { iSR(r) -  5 sn ( r )} . (4.20)r>0
Then, both (i) the probability that any semi-real-time packet is transm itted  no later than 

d sR and (ii) the probability that the backlog o f the semi-real-time class is smaller than or

equal to B s R are larger than or equal to (1 — Z \) • (1 — Z2 ), respectively.
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Proof: W ithout loss o f generality, let us assum e th a t a  busy period of the sem i-real-tim e 

class starts a t tim e 0 and ends a t time T .  A busy period of the  semi-real-time class is defined 

as the time interval during which packets belonging to  the  semi-real-time class are waiting 

for transmission, i.e., backlogged. Consider a sem i-real-tim e packet p which has arrived 

a t time t, where 0 < t < T .  Then, the am ount o f traffic arrived from the sem i-real-tim e 

class including p during [0, £] is smaller than  or equal to  AsFl(t) with probability 1 — Z2 or 

larger by Definition 4.1. Let us assume th a t the am ount of traffic arrived in th e  semi-real­

tim e class including p  during [0,£] is smaller than  or equal to  Asft(0- T hen , in order to 

ensure the completion o f transm ission of p, the sem i-real-time class m ust receive a  service 

of transm itting a t least A sfl(0 - Since the semi-real-time class is guaranteed to  receive at 

least S s r ( s )  during [0,s] w ith probability 1 — Z \  or larger, Asrt(t) will be provided to  the 

semi-real-time class no la ter than  t w ith probability 1 — Z\ or larger, where dtSR is

given by

=  m in{r : r  > 0 and AsR( t )  < S sR (t +  r)} . (4.21)

Therefore, with probability 1 — Z \  or larger, p ’s delay is smaller than or equal to  <?sr- ^  we 

relax the assum ption th a t  the am ount of traffic arrived to  the semi-real-time class including 

p during [0, f] is sm aller th an  or equal to  As/j(£), p ’s delay is smaller than  or equal to  dgR 

w ith probability (1 — Z \)  • (1 — Z2) or larger. Lastly, since

d SR > (4 -22)

the  probability th a t p ’s delay is smaller than  or equal to  dsR  is larger th a n  or equal to 

( 1 - Z 1) - ( 1 - Z 2).

Next, let us consider the backlog. As in the  previous case, we assum e th a t a  busy 

period of the sem i-real-tim e s ta rts  a t tim e 0 and ends a t T . For any r ,  0 <  r  < T ,  the 

am ount of traffic arrived to  the semi-real-time class during [0, r] is a t most AsR( t )  with 

probability 1 — Z2 or larger. Since at least S s r ( t )  is provided to the sem i-real-tim e class 

during [0, r] with probability 1 — Zj or larger, th e  backlog of the sem i-real-time class is at 

m ost AsR(t )  — S s R ( r )  w ith probability (1 — Z \ )  ■ (1 -  Z2) or larger. Since by definition

B s r  > AsR( t )  -  S s r ( t ) ,  (4.23)

the backlog of the sem i-real-tim e class is upper bounded by B s r  with probability (1 — Z \ )  • 

(1 — Z2) or larger. □

Note th a t B s r  also indicates the buffer requirem ent for the semi-real-time class when 

the maximum overflow probability is given by 1 — (1 — Z \ )  • (1 — Z2). Since all the  packets
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are not lost during buffer overflow, the probability of packet loss is smaller th an  the buffer 

overflow probability. Still, we can use 1 — (1 — Z \ ) • ( I  — Z?) as the bound on packet loss 

ratio .

4.3 Deriving Statistical Traffic Envelope

Unlike its deterministic counterpart th a t requires knowledge of the entire traffic pattern  

of a  connection, the statistical characterization of traffic sources requires the knowledge of 

some statistical traffic parameters, such as average packet-arrival rate, peak packet-arrival 

ra te , peak-to-average ratio, and burst duration . Based on these statistical param eters, we 

can derive a  statistical traffic envelope.

One way to  derive a statistical traffic envelope for an aggregate of multiple traffic sources 

is to  use a  stochastic-bounding approach [49,98]. The idea of the bounding approach is to 

find a  random  process which stochastically bounds the amount of traffic generated by the 

source, and use it — instead of using the original p a tte rn  — for analysis. Selection of such 

a  random  process is critical in estim ating the  am ount of resources necessary to  achieve the 

given QoS, but no general solution to it has been reported thus far. In [18], on /o ff periodic 

sources w ith uniformly-distributed independent phases were used to find the  network be­

havior in the worst case. Each on/off periodic source is supposed to bound one of original 

traffic sources. One can adopt this on /off periodic process as a bounding random  process 

and find a  statistical traffic envelope by using appropriate stochastic bounds, such as the 

Chebychev or Chernoff bound. However, our evaluation has shown this approach to  be too 

pessimistic, due mainly to the conservative natu re  of the bounding approach in estim ating 

the am ount of traffic, as pointed out in [50]. Specifically, when the length of interval was 

even slightly large, the derived statistical traffic envelope was much bigger th an  the original 

determ inistic traffic envelope. This is because an on /off bounding random  process shows ex­

trem ity  in traffic burstiness irrespective of the  length of an interval during which the am ount 

of traffic is observed, unlike the determ inistic traffic envelope th a t shows clear smoothing 

effect with a  longer interval. As a result, the  derived statistical traffic envelope was of little 

use in saving resources. The stochastic-bounding approach using an on/ofF periodic random 

process may serve as a guideline for estim ating required network resources when the source 

traffic is purely stochastic or unknown, bu t does not give an efficient solution when the 

source traffic is somewhat deterministic as in VoD-like applications.

Instead of employing the stochastic-bounding approach, we take a  simple and direct
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approach based on the Centred Limit Theorem (CLT) [8 6 ]. T his approach assumes exis­

tence of a  trace of each source traffic, as in most VoD-like applications. For simplicity, we 

consider a discrete-time (instead of continuous-time) version o f a statistical traffic enve­

lope. By adjusting the sampling ra te , we can make the discrete-tim e version as close to  the 

continuous-time version as desired.

Now, let us divide the tim e axis into intervals of constant length called slots, and deter­

mine the traffic envelope a t integer multiples of a slot. For exam ple, a  frame interval for 

M PEG video sequences can be viewed as a slot of length s. T hen , our intermediate goal 

is to  find the probability distribution of >l(ns), P r(A (n s) < x ) for n =  1 ,2 ,3 ,•••, where 

A (ns) is the amount of traffic generated by the aggregate of K  connections during any n 

consecutive slots. Let x k(i)  denote the am ount of traffic arrived a t connection k during 

the ith slot. We assume th a t x jt(i)’s are wide-sense stationary. Then, we can define the 

following param eters for connection k :

fikl =f  E { x k(i)},  (4.24)

a 2kl dLf  E { x k( i ) - f i k l}2, (4.25)

R k(m )  d= £ [{ x fc(i) -  MJki}{^fc(i +  "*) -  /*Jfci}] (4.26)

for any i. The distribution of x k(i)  is the same as A k(s)  because of the assumed wide-sense

stationarity. Now, assuming th a t K  is sufficiently large, i.e., large enough to apply CLT 

and th a t connections are independent of each other, the am ount of the aggregated traffic is 

distributed as:
K  K  K

£ A fc( 3 ) ~  t f ( 2 > fcl, 2 > 2 j ) .  (4.27)
fc=l k= 1 fc=l

Thus, we obtain the distribution function for the amount of the  aggregated traffic during a

single slot.

Now, let us consider a  period of n consecutive slots. The m ean of connection k's traffic 

is obtained easily as:

Hkn =  E { A k(ns)}

=  £ { f > i f c ( i ) }
1 = 1

n
E  £{**(■')}
(=1

n

E w i
i=i
nuki-  (4.28)
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In order to derive the variance of connection k's  traffic for an interval o f n slots, we need 

its autocovariance function Rk(i)-  Thus,

=  E { f 2 x k ( i )  -  H k n } 2 
1=1 

n

=  E { ^ 2 x k ( i )  -  T l f l k l } 2
1=1

=  £ £ { * * ( * )  _ ^ i } ] 2 
1=1

=  -  f i k i } 2 +  2 {Xfe(i) -  H k i } { x k ( j )  -  / ^ i } ]
i=1

=  - ^ f c l } 2 +  2 [̂{xTArC*) — AiArl}{a:fc(j) — /̂ Arl}] (4.29)
i = l

n—1
=  racr j^+2 2 2 ( n  -  i)Jtk(i)- (4.30)

i=l

Eq. (4.30) is obtained simply by rearranging the term s of Eq. (4.29). Assuming th a t 

stream s from different connections are independent from each other, as in the case when 

n =  1 , we get
/C K K

Y  Ak(ns) ~ N ( Y  /ifcn, Y  ° l n ) ,  (4.31)
fc=i k=i  *=i

when the number, K , of connections is sufficiently large.

Now, from the norm al d istribution  function, we can derive the statistical traffic envelope.

Given the loss tolerance Z , th e  s tatistical envelope for a  time interval of n slots is given by

A(ns)  =  e r f c ~ l ( Z ) (4.32)

where
^  *.fcn)2

e T f c n ( x )  d= . 1 _ ■ f e  2 £*= i*L  dy.  (4.33)
v /2 x E t e i  a L  x

The use of CLT in estim ating bandw idth for VoD systems was m entioned by Reisslein 

and  Ross [71]. While bandw idth is the only param eter considered in their work, bandw idth 

and  buffer requirements are considered together in our approach, so th a t  one can save 

bandw idth a t the expense of an  additional buffer space.

4.4 Traffic Regulation for Intermediate Switches

A VoD service can be provided through a  dedicated network or a general integrated 

services packet network. In th e  form er case, the network is a single-hop network in many
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cases, e.g., satellite network or FD D I network. In this case, no traffic regulation is needed. 

In the  la tte r case, however, connections usually run through multiple switches. Due to 

interferences by other concurrent stream s, the  traffic arrival p a tte rn  a t the source node of 

a  connection changes as its packets travel through the network, thus making it difficult to 

describe the traffic arrival p a tte rn  inside the network and obtain an  appropria te  statistical 

traffic envelope a t switches. To avoid this difficulty, we enforce an appropria te  traffic regu­

lation at every switch. For the sam e reasons, many packet service disciplines have employed 

traffic regulation mechanisms along w ith a  packet scheduling scheme [38,51,95]; see [95] for 

more elaboration on the benefit o f traffic regulation.

In order to  achieve traffic regulation th a t works well with our sta tis tica l traffic envelope, 

the param eters used in deriving th e  sta tistica l traffic envelope m ust rem ain constant. That 

is, the mean, the variance, and the autocovariance of traffic m easured over any slot must be 

kept constant. One way of achieving this goal is to confine traffic fluctuation within each 

slot, i.e., to  prevent traffic fluctuation from spreading outside a  slot.

Figure 4.2 shows the structu re  o f a  local switch equipped with such a  traffic regulation 

function. Our scheme requires every local switch, including the  source node, to  cooperate 

with each other. At the source node, packets are stamped with their slot IDs representing 

the slot number during which they arrived. Packets which have arrived in a  slot are given 

the same ID, and the slot IDs are consecutive numbers so th a t they may be represented 

with the smallest modulo number.

A traffic regulator consists of a  clock and a  receive buffer to  store  arriving packets. The 

receive buffer consists of M  bins. T he clock ticks once every slot, and  points to  one of the 

bins. The bin pointed to  by the clock is called the current bin. W hen packets with the
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first slot ID from a  particular connection arrive a t th e  switch, the regulator inserts them  

into the current bin and record the slot ID as the connection’s current slot. W henever the 

clock ticks, the current bin of the regulator and the  current slot ID increment to  the  next 

bin and the next slot ID, respectively. W hen a  packet w ith a slot ID other than the current 

one arrives at the switch, it is inserted into one of the bins whose index is the difference 

between its slot ID and the  current slot ID plus the index of the current bin. It is assum ed 

th a t connections keep track of the series of their slot IDs.

W hen a  bin becomes “current,” all the packets in the  bin become eligible for transm ission 

and hence are transferred to  the scheduler. The regulator is somewhat similar to  the  one 

used in [51]. The main difference is th a t packets generated  in a  slot share the same eligibility 

time. The number, M ,  of bins m ust be determ ined in such a  way th a t M  tim es th e  slot 

size must be equal to  the  delay bound a t the previous node, so that those packets which 

have arrived early may not be lost as a  result of insufficient buffer space.

A regulator can be im plem ented in either dedicated hardw are or software. In a  software 

implementation, a  simple linked-list can work as a  bin. All the packets with the  sam e 

eligibility are stored in a single linked-list.

Although a  regulator is assumed to  serve a single connection, the switch can be designed 

so th a t a single regulator may be shared among all the  connections passing th rough the 

switch. In such a  case, the num ber of bins m ust be set to  the largest among the  delay 

bounds of all the connections a t each connection’s previous switch.

Since a regulator prevents traffic fluctuation from spreading outside one slot, th e  traffic 

characteristic within a  slot is kept constant a t all switches along the path , and thus, the 

statistical traffic envelope approach described earlier works in exactly the same way a t any 

switch inside the network.

4.5 Empirical Results

In this section, we present trace-driven sim ulation results using a set of M PEG -coded 

motion video traces, and dem onstrate the effectiveness o f the proposed statistical traffic en­

velope. We also com paratively evaluate the s tatistical traffic envelope and the determ inistic 

envelope in term s of network utilization.

Although we defined the statistical traffic envelope in term s of the distribution of the 

am ount of traffic which has actually arrived during a  given tim e duration, the envelope can 

also act as an estim ate o f the worst-case traffic envelope, depending on the choice of th e  loss
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tolerance Z.  To verify this aspect, we derived the worst-case traffic p a tte rn  for any number 

of slots from an aggregated set of video sequences, and com pared it against the  statistical 

traffic envelope derived with the procedure described in Section 4.3.

We employ the  compressed video sequences shown in Figure 2.4 for the empirical evalua­

tion of the derived statistical traffic envelope: Starwars (Sequence 1 ) and Honey, I  Blew Up 

the Kids  (Sequence 2). Sequence 1 has more scene changes than  Sequence 2, and thus, the 

correlation is higher w ith quite large lags, as seen in Figure 4.3 which plots the autocovari­

ance of each sequence. In Sequence 1 , the differences in I, P, B frames are not as significant 

as in Sequence 2 because of its high active scene changes, and this trend  is captured in the 

autocovariances.

From these two traffic sources, we composed N  different video sequences in such a  way 

th a t we first w rapped around them and selected the s ta rtin g  points randomly. We then 

multiplexed them  together and obtained the aggregate traffic of N  connections. For this 

aggregate traffic, we derived the worst-case traffic p a tte rn  for a  certain  length of time, 

which is the w orst-case traffic envelope for the aggregate traffic. We ran this simulation 

1000 times each for N  =  50,100 and 200, respectively. Figures 4.4 and 4.5 plots the results 

when N  =100 for Sequence 1 and Sequence 2, respectively. The solid-line curves indicate 

the worst-case traffic pa tte rn  for each run. For the purpose of com parison, we plotted 

both determ inistic and the statistical traffic envelopes. The determ inistic traffic envelope 

for 1 0 0  sequences was derived by first calculating the determ inistic traffic envelope for a 

single sequence and  then multiplying it with N  =100. The statistical traffic envelope for 

100 sequences was derived using the procedure in Section 4.3. Here, we set the duration of 

a frame (1 /30  sec) as a  slot and set Z  := 10-9 . This extrem ely small loss tolerance was 

chosen to  reflect the  fact th a t the statistical traffic envelope m ust be able to  estim ate a near 

worst-case traffic envelope. In Figures 4.4 and 4.5, the  average am ount of traffic arrived 

during the corresponding duration is also shown for the  purpose of com parison. The worst- 

case traffic p a tte rn s  for real traces are shown to be estim ated  accurately by the statistical 

traffic envelope and much smaller than the determ inistic traffic envelope. Although the 

statistical traffic envelopes seem to be a  linear function o f tim e duration, they are not really 

linear because of the  nonlinear variance functions derived by using autocovariances in Figure 

4.3. Sequence 1 has a  statistical traffic envelope closer to  the worst-case traffic envelope, 

compared to  Sequence 2, due to  its highly active scene changes.

We conducted the  sam e experiments with longer sequences (40,000 frames long or ap­

proximately 20 mins) and verified a trend similar to  those in Figures 4.4 and 4.5. Figure
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4.6 plots the result of using one of the longer sequences.

After verifying the  effectiveness of the sta tistica l traffic envelope as an estim ate for the 

worst-case traffic, we investigated its usefulness by applying it to  a VoD application. Since 

we have asserted th a t the identical traffic characteristics can be obtained at any interm ediate 

node in the m ulti-hop environm ent by using traffic regulation, it suffices to consider single­

hop semi-real-time com munication. We consider a  155 Mbps link as a physical medium, 

over which three priority  classes of traffic are transm itted : real-time, semi-real-time, and 

best-effort. Since the best-effort class doesn’t affect the  o ther two classes of traffic, it will 

not be considered fu rther in our discussion.

Sequence 2  is used as the source traffic for the real-tim e class, and its average arrival ra te  

is 1.50 Mbps. By setting  the local link delay bound to  2.29 slots (76 msec), we were able 

to  establish up to  30 connections using the adm ission test of the WFQ scheme [65]. The 

choice of this particu lar scheme for real-time com m unication is arbitrary and doesn’t alter 

the conclusion draw n in this section. Since the aggregated average traffic arrival ra te  for the 

30 sources is 45.0 M bps, the network utilization is ab o u t 0.29. As argued in the introduction,
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the network utilization is very low when only the real-time service is provided for delay- 

sensitive applications. By providing the semi-real-time class, the rem aining bandw idth can 

be used for o ther delay-sensitive applications. Under the condition th a t 30 connections of 

Sequence 2 are established over the  link, we a ttem pt to provide a  VoD service by using 

the semi-real-time service. This time Sequence 1 is used as source traffic for the VoD 

service, and its average traffic arrival ra te  is about 2.89 Mbps. W hile varying the number 

of semi-real-time connections but keeping the 30 real-time connections made of Sequence 

2 , we derived the worst-case delay and buffer requirements of the VoD connections using 

the deterministic traffic envelope as well as the statistical one following the steps explained 

in Sections 2 and 3. The results are plotted in Figures 4.7 and 4.8. For a  given delay 

bound, we were able to  accom m odate a  much larger num ber of VoD connections by using 

statistical traffic envelopes th an  determ inistic ones. Especially, when the delay bound is 

set to 5  slots (165 msec), 6  connections can be established with th e  determ inistic traffic 

envelope and 24 connections with the statistical traffic envelope, thus a 400 % increase in 

network utilization. In term s of the buffer requirement, the s ta tis tica l traffic envelope is 

far more advantageous than  the  determ inistic traffic envelope as seen in Figure 4.8. W hen 

the number of connections is fixed, the difference in the buffer requirem ents shows an order 

of magnitude improvement even with an extremely small loss tolerance for the statistical 

traffic envelope, e.g., Z\ — Z i  — 10-9 .

Figures 4.9 and 4.10 show the results of comparing the delay bound and buffer require­

ment when the real-time class of Sequence 2 was removed, i.e., no real-tim e class traffic. 

In this case, the entire capacity of the link can be used for VoD applications. Considering 

the average traffic arrival ra te  of Sequence 1 , up to 53 connections (th e  toted traffic arrival 

rate is 153.2 Mbps) can be established over the 155 Mbps link. The delay bound and buffer 

requirement show similar trends as in Figures 4.7 and 4.8.

From Figure 4.9, we can draw an interesting conclusion on the  usefulness of the semi- 

real-time class for VoD services: if we employ the real-time com m unication service for the 

VoD application, where the delay bound is set to, say, 1 slot (33 m sec), then only 18 connec­

tions can be established. On the  o ther hand, if we employ the  sem i-real-tim e communication 

service where the delay bound is 104 slots (3.43 sec), then the  num ber of connections ac­

ceptable is increased to  more th an  51 (i.e., reserved bandw idth per connection is only 3.04 

Mbps which is very close to  th e  average traffic arrival rate). Thus, an  alm ost 300 % increase 

in network utilization is achieved a t the cost of extremely small packet loss probability and 

reasonable buffer requirem ent ( 6 6  M bytes). This result indicates th a t,  for VoD applica-
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tions, the semi-real-time com munication with statistical delay/loss guarantee is far more 

advantageous than  the real-tim e communication service in term s o f network resource u ti­

lization. In particular, in Figure 4.10, the semi-real-time com munication service is shown 

to  be able to  accept more VoD connections by allowing larger input buffer space. This is 

unique compared with Reisslein and Ross’ work [71] where they did not assume the usage 

of input buffer. Since we assum e th a t packets belonging to  a video frame arrive instantly, 

our approach always requires input buffer irrespective of the num ber of multiplexed VoD 

connections. On the o ther hand, Reisslein and Ross assumed th a t packets’ arrival times 

are scattered over a  frame period. If we follow such a sm oothed traffic arrival assumption, 

the buffer requirement of the semi-real-time communication service will be lower. Assuming 

smoothed traffic arrival p a tte rn , we calculated the number of connections tha t can be estab­

lished subject to  packet loss ratio , 10-9 , in a  no buffer system. The number of connections 

of Sequence 1 was 39. As you can see in Figure 4.10, the semi-real-time communication 

service can support a  m axim um  of 51 connections even w ithout traffic smoothing, using a 

reasonable input buffer size (=  5.36 x 108  bits).

In Figures 4.4, 4.5, and 4.6, we have shown th a t statistical envelopes with packet loss 

ratio bound 1 0 ~ 9  are good estim ates of empirical worst-case traffic envelopes o f aggregate 

sources. However, com paring traffic envelopes does not provide us with the exact packet 

loss behavior of VoD connections. To investigate the packet loss prediction capability of 

statistical traffic envelopes, we conducted the following trace-driven simulation. We multi­

plexed 53 connections of Sequence 1 over a 155 Mbps link, i.e., th e  maximum number of 

connections th a t can be supported  by the link, and measured packet loss ratio  by using 

different buffer sizes. The used buffer sizes were 107,5  x 107, 108,5  x  108, and 109 bits. The 

result is shown in Figure 4.11. W hen the buffer size was set to  109 b its, the measured packet 

loss ratio was 0, and thus is not shown in the figure. The 99 % confidence interval was set 

to  10~9. To compare the sim ulation results with the analysis, we obtained the  required 

buffer size subject to  packet loss ratios, 10- 1 ,10- 3 ,10- s , 10-7 , and 10- 9  using Theorem 4.2 

in Section 4.2. As shown in Figure 4.11, the analysis results upper bound the simulation 

results.

We also investigated through simulation the case th a t real-tim e class traffic affects the 

packet loss behavior of semi-real-time class traffic. As in the previous case, we multiplexed 

30 connections o f Sequence 2 as real-tim e class (their delay bound was set to  2.29 slot (76 

msec)) and different num bers of connections of Sequence 1 as semi-real-time class. The 

numbers of semi-real-time connections th a t can be established were 15, 18, 21, 24, 27, 30,
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33, and 36. The packet loss ratio  was set to 10-9 , and delay bounds and buffer sizes were 

set to the values shown in Figures 4.7 and 4.8. For the  99 % confidence interval of 10~9, 

the measured packet loss ratios were 1.0361 x 10- 6  and 6.4947 x  10- 9  when the numbers 

of semi-real-time connections were 15 and 18, respectively. In these cases, the measured 

packet loss ratios were much larger than the target value, 10~9. In the o ther cases, the 

measured packet loss ratios were 0. This result verifies th a t our approach based on CLT is 

valid only when the num ber of multiplexed sources is sufficiently large.

We conducted m ore sim ulations using a larger set of video sequences, and observed 

similar trends w ithout any significant difference.

The empirical s tu d y  shows th a t a  VoD service can be provided by reserving bandw idth 

similar to  the sum of average bandw idths of each movie and  provisioning a large input buffer, 

and most current VoD services follow this philosophy w ithout any m athem atical proof of 

performance guarantee. T he semi-real-time com m unication service enables us to  provide 

the  same service w ith th e  sim ilar amount of network resources bu t provides statistical QoS 

guarantees specifically.
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4.6 Conclusion

In this chapter, we proposed a  new service class called the sem i-real-tim e class in an ISPN 

environm ent. Specifically, it is intended to provide the VoD service more efficiently th an  

the case o f using the real-tim e or best-effort class. We defined a sta tistica l traffic envelope 

to  characterize source traffic necessary for the semi-real-time service, so th a t high network 

utilization may be achieved a t the expense of a small percentage of packet losses. Using 

a  s ta tistical traffic envelope allows us to  estim ate bounds of the buffer overflow probabil­

ity and deadline-miss probability  w ithout conducting queueing analysis. Using the  C entral 

Limit Theorem , we obta ined  a  s ta tistical traffic envelope. Trace-driven simulations have 

shown the  statistical traffic envelope to  perform as intended as a worst-case traffic envelope 

in a  sta tistica l meaning. T hrough a  numerical evaluation, we showed th a t VoD-like applica­

tions can be better serviced using the  semi-real-time service in term s o f consumed network 

resource. Compared to  the case of using the real-time service, using the semi-real-time 

service resulted in nearly a  300 % increase in network utilization for an  example case.
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C H A PTER  5

STATISTICAL REAL-TIME COMMUNICATION OVER

ETHERNET

5.1 Introduction

In C hapters 2 and 3, we considered th e  problem  of providing real-time com munication 

over ATM networks. Although ATM networks are deployed and being deployed as back­

bone networks in many areas and ATM LANs are being deployed, many different networks 

currently exist in the real world. In order to  provide end-to-end QoS guarantees over such 

a heterogeneous network environment, one m ust be able to provide QoS guarantees in each 

individual network. In particular, most end system s are connected to WANs through LANs, 

and the most popular LANs are E thernet. Therefore, providing predictable delay over E th­

ernet is a  first step toward achieving end-to-end delay guarantees in the general internetw ork 

environment. In addition, the low price and the  availability of E thernet device drivers on 

almost all operating systems make it a ttrac tiv e  even for embedded systems like au tom ated  

factories.

In this chapter, we derive a  statistical bound on the channel access time of E thernet by 

making several assumptions on input traffic and  the  functions of its MAC protocol. Specif­

ically, we derive a  relationship between the s tatistical bound and the allowed input level 

analytically. This analysis provides us w ith a  connection admission control for sta tistical 

real-tim e communication over E thernet. O ur analysis considers the 1-persistent CSM A /CD  

MAC protocol with the Binary Exponential Backoff strategy (BEB) which is currently  used 

in E thernet.

The chapter is organized as follows. Section 5.2 defines the concept of a  sta tis tica l real­

tim e channel in the context of E thernet. Section 5.3 derives the tail distribution of packet 

delay over E thernet. We show the effectiveness of the derived CAC through an in-depth
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simulation study in Section 5.4. T he paper concludes with Section 5.5.

5.2 Problem Statement

We first review some prelim inary concepts necessary to s ta te  our main problem  and 

discuss a  software architecture for realizing real-tim e communication over E thernet.

We define a  statistical real-tim e channel for packet-switched networks in a sim ilar way 

as we did for ATM networks in C hapter 3. A statistical real-time channel is defined as 

a unidirectional virtual circuit th a t guarantees the timely delivery of packets in sta tistical 

terms, i.e., the probability th a t a  packet is lost during its transmission or misses its  delivery 

deadline is less than  a  certain loss tolerance, Z:

FY(end-to-end packet loss) < Z, (5.1)

or

P r (packet delay > delay bound) <  Z.  (5.2)

Unlike WAN or other LANs (e.g., FDDI and FieldBus), E thernet cannot control the 

medium access tim e of individual stations or connections. As a  result, (1) only one type 

of QoS is provided to  the entire com ponent stations and all the connections established 

over the network, and (2 ) only one statistical real-tim e channel can be supported  over a 

single E thernet. For this reason, instead of using the  above definition of a  sta tistica l real­

time channel which was defined for general packet-switching networks, we introduce a  new 

definition of a statistical real-tim e channel running over an E thernet. In an E thernet, if 

a  newly-arrived packet results in a  collision during its transmission, the transm ission is 

stopped and the packet is rescheduled for transm ission after some random delay. Hence, 

the delay th a t a  packet experiences depends on the number of trials until its successful 

transmission. We therefore use the  num ber of trials taken for a  packet until its successful 

transmission as a performance m easure in place of packet delay. A packet of a  sta tistical 

real-time channel over the E thernet m ust satisfy the  following condition:

P r(n  < K )  > I — Z,  (5.3)

where n  is the num ber of trials taken to  transm it the packet successfully. T he counting 

starts when the packet arrives a t  the  network from the application layer. By relating the 

number of trials to  the delay th a t a  packet experiences before its successful transm ission, 

we can easily transform  Eq. (5.3) to  a  delay value. Let D mK be the worst-case delay of a
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packet when its transm ission has succeeded a t its Kth  trial. Then, the following condition

P r(D  < D ‘k ) >  1 -  Z  (5.4)

is guaranteed  to hold according to  Eq. (5.3).

By employing an appropria te  traffic admission control, one m ust ensure Eq. (5.4) or 

Eq. (5.3) to  hold in order to  realize statistical real-tim e com m unication over E thernet. The 

admission control must be performed in both the connection-level and the packet-level. In 

the connection-level, the network service provider determ ines w hether to  accept a  new con­

nection request from a com ponent station into the sta tis tica l real-tim e channel based on the 

new aggregate input ra te  of the  statistical real-tim e channel. A fter a  connection is accepted 

through the connection-level admission control, it transm its its packets over the network. 

At this stage, each station  m ust m onitor w hether each connection’s packet-generation rate 

conforms to  the negotiated value determ ined by th e  connection-level admission control. If 

a  connection’s packet-generation ra te  exceeds this value, the sta tion  m ust delay or discard 

those violating packets. This is a  packet-level traffic admission control and called rate 

control or traffic policing in the literature. Since a  s ta tistical performance guarantee is 

provided to  the entire set of connections of the netw ork, traffic policing is indispensable for 

fairly distributing network resources to individual connections.

Figure 5.1 shows the  softw are architecture em ployed in our approach for realizing sta tis­

tical real-tim e communication over E thernet. In o rder to  minimize the required changes in 

the current E thernet s tandard , we insert the m iddlew are layer between the application and 

transport layers. Traffic policing/rate control is perform ed a t this layer so tha t the aggre­

gate packet-arrival ra te  a t the  E thernet may be kept under a  pre-defined target ra te . Our 

analysis will provide the ta rge t input rate  for a  given loss tolerance and delay bound. As 

a  tran sp o rt layer protocol, we employ UDP instead of T C P. This eliminates the possibility 

of additional traffic generation o ther than from th e  application layer, which simplifies the 

delay analysis in E thernet. A utom atic Repeat Request (ARQ) of T C P  generates additional 

traffic o ther than from the  application layer, which makes it com plicated to analyze packet 

delay in E thernet.

5.3 Analysis o f 1-Persistent CSM A-CD Protocol

We examine the relation between the th roughpu t and the channel offered traffic rate , 

and derive the probability of successfully tran sm ittin g  a  packet during each trial in the 

context of BEB.
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Ethernet
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Application Layer

UDP/IP

F ig u re  5.1: S o f tw a re  a r c h i te c tu r e

5.3.1 M o d elin g  1 -p ersisten t C S M A /C D  netw orks  

O ur analysis is based on the following assum ptions.

A l .  The traffic source of E thernet consists of an infinite number o f users who collectively 

form an independent Poisson source with an aggregate mean packet-generation rate 

of A packets/sec. This assumption is introduced to  make our analysis tractab le , and 

has been widely used for the performance analysis of contention-based MAC protocols 

[41]. It proved to  be valid when the num ber o f stations is sufficiently large, e.g., over 

20. Moreover, the  arrival process formed by the times at which packets are  scheduled 

for transm ission or retransm ission, called the  channel offered traffic, is assum ed to be 

generated from another infinite population by a  Poisson process w ith a  time-varying 

param eter y ,  which we call the channel offered traffic rate. Obviously, y  > A. This 

infinite population model assumes th a t each station  has a t m ost one packet requiring 

transm ission a t  any time. Therefore, we ignore the queueing delay a t each sta tion  in 

our analysis. We employed a time-varying param eter for the channel offered traffic 

ra te  in order to  handle the bursty traffic characteristics of E thernet.

A 2. The channel reaches the steady s ta te  when the throughput stays a t a  constan t (steady- 

sta te) value. Let each packet be of constant length requiring T  seconds to  transm it, 

and let 5  =  XT.  Then, S  is the average num ber of packets generated per packet 

transm ission tim e. Under the steady-state condition in which the  traffic arrival rate 

is equal to  the traffic ou tpu t rate, S  can also be referred to as th roughpu t.

A 3. The new packet-arrival ra te  is sufficiently low compared to  the netw ork’s transm ission
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capacity (10 Mbps for E thernet and 100 Mbps for fast E thernet). This assum ption is 

unavoidable to  realize real-tim e communication over Ethernet. We will la ter determ ine 

how low the arrival ra te  should be. If the arrival rate is not sufficiently low, a portion 

of packets will experience several collisions and hence large delays. This low arrival 

ra te  assum ption will make th e  probability of a packet encountering multiple collisions 

negligible small.

A 4. W hen a  collision occurs, the re  are only two packets involved in tha t collision. In case 

of a  low arrival rate , this is reasonable to  assume. Also, we have to  know the number 

of packets involved in a collision in order to derive the conditional collision probability 

when packets are re transm itted .

A 5. The propagation delay between any two stations is equal to a constant, a. This is 

realistic for a  100 Base-T network which employs a  star-topology wiring. For other 

topologies like a  bus, one m ust set a to  the largest propagation delay between any 

pair of stations. Since the  collision probability increases as the propagation delay 

increases, choosing the largest propagation delay as a network param eter enables us 

to  derive the worst-case (or an  upper bound of) performance param eters.

Before describing our model, le t’s examine the operation of BEB briefly. W hen a  packet 

collides with another packet, BEB sets the backoff tim e for the packet indicating when to try  

its retransm ission. The backoff tim e is randomly chosen from [0,1,• • - ,2 n-1]x  s lo tJ im e ,  

where n is the number of collisions the collided packet has experienced and s lo tJ im e  is 512 

bit times (in E thernet, 51.2 fisecs, and in Fast E thernet, 5.12 /tsecs). Since the range of 

backoff time increases w ith the  num ber o f times a  packet collided w ith o ther packets, the 

packet-arrival ra te  due to  retransm issions is high when there are a small number of times 

packets experience collision.

Based on the above assum ptions and observations, we model a  1 -persistent CSM A/CD  

network as a  semi-Markov process (SM P):1the  SMP has two types of operating modes, 

depending on the packet-arrival ra te : QUIET and BURST. These two operating modes are 

introduced to  reflect the bursty n a tu re  of traffic arrival on Ethernet. In QUIET mode, the 

arrival rate of retransm itted  packets is low, as compared to the arrival rate of new packets. 

This happens when retransm itted  packets have already experienced a  number of collisions, 

so th a t their backoff times are quite large. According to  Assumption A l, in this mode, the

lThis modeling draws on Vo-Dai’s work [90] which we modified to accommodate the bursty nature of 
Ethernet traffic.
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arrival process of both new packets and retransm itted packets composes a  Poisson process 

with rate g.  Upon occurrence o f a  collision, the system goes into BURST m ode. In this 

mode, the channel offered traffic ra te , /?, is dominated by the arrival ra te  of retransm itted  

packets, and the collision probability is much higher than  in QUIET mode. In an  Ethernet 

where the arrival rate of new packets is quite low, if no collision occurs for a  sufficiently 

long time, the channel offered traffic rate  is very small and close to the arrival ra te  of 

new packets. However, once a  collision occurs, the channel offered traffic ra te  increases 

abruptly due to the small backoff tim e. In this s ta te , the probability of ano ther collision 

when they are scheduled for retransm issions is very high. BURST mode is introduced to 

represent this situation. We cam analyze the behavior of E thernet in BURST mode by 

considering the worst-case scenario in term s of collisions. The worst-case scenario occurs 

when packets involved in a  collision are  newly-arrived. From Assumption A4, only two 

packets are involved in a  collision a t a  tim e. In addition, we assume tha t the arrival process 

of both new and retransm itted packets become a Poisson process with ra te  /?. Since the 

arrival rate of new packets is negligible compared to  th a t of retransm itted  packets, j3 is 

approxim ated by the arrival ra te  of retransm itted  packets. Using these assum ptions, we 

can determine /3 as follows. F irs t, packets’ backoff times are either 0 or 5.12 fj.secs (51.2 

fisecs) in Fast Ethernet (E th ern e t)2since collided packets are all newly-arrived. Then, the 

probability th a t no packets will be scheduled during the first of two s l o t J i m e  periods which 

are respectively [0,5.12) jzsecs and  [5.12,2 x  5.12) fisecs, is 1/4. Thus, the average arrival 

ra te  in BURST mode, /?, is ob tained  from the relation:

P r ( 0 packets arrive during one s l o t J i m e )  =  1/4.

Since we assumed tha t the arrival process is Poisson,

P r(0  packets arrive during one s l o t J i m e )  =  e- '3 s ^0^ i m e ?

and thus,
^ —0-alotMme  _  2.

4 '
Rearranging the terms,

/? =  log 4 / s l o t J i m e  w 1.3863/s l o t J i m e .

Based on these two modes, we obtain  the following SMP model for E thernet with 9 

states each of which belongs to  either QUIET or BURST mode. (Figure 5.2 depicts each 

state .)

2 From this point, we use fast E thernet in all examples.
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0 : The QUIET-mode transm ission sta te . A single s ta tion ’s transm ission has lasted for

the period of propagation delay, a , w ithout interference from any o ther sta tion  and 

still continues, and th e  packet s ta rted  transmission from th e  station  in QU IET mode. 

Since all users are now aw are of this transmission, they will not interfere with it.

1: The idle sta te . No sta tio n  is transm itting  packets on the channel. This s ta te  belongs

to QUIET mode.

2: The QUIET-mode single contention state . One station  s ta r ted  transm itting  a packet

in QUIET mode and  continues transm ission on the channel, but it has not been 

heard by all of the  o the r sta tions. We assume th a t this s ta te  continues until the 

first transmission is heard by all the  stations whether or no t o ther sta tions transm it 

packets. Thus, the so journ  tim e o f s ta te  2 is the propagation delay, a.

3: The BURST-mode collision s ta te . Two or more stations have been transm itting  simul­

taneously and the first transm ission was heard by all the stations. A fter sensing the 

collision, the stations s top  transm itting  their packets and transm it a  jam m ing signal.

4: The QUIET-mode m ulti-contention state . Two or more stations s ta r t transm itting

packets a t exactly the  sam e tim e in QUIET mode but their transm issions have not yet 

been heard by each o ther, or by others. This happens only when two or more stations 

schedule their packets for transm ission in the same Q U IET-m ode transm ission s ta te  

(s ta te  0 ), and thus, s ta r t  transm itting  packets as soon as the  channel is free.

5: The BURST-mode singular collision state. This s ta te  is subordinate to  sta tes 4 and

7, and is entered from sta tes  4 and 7 only when no o ther packets, except those which 

originally initiated s ta te s  4 and 7, are being transm itted .

6 : The BURST-mode single contention state. One station s ta rted  transm itting  a packet

in BURST mode and continues transm itting  on the channel, but it has not been heard 

by all of the  other s ta tions. We assume th a t, as in s ta te  2, th is s ta te  continues until the 

first transm ission is heard by all the stations whether or not o ther sta tions transm it. 

Therefore, the sojourn tim e of s ta te  6  is the propagation delay, a, as in s ta te  2.

7: The BURST-mode m ulti-contention state . Two or more stations s ta r t transm itting

packets a t exactly the  sam e tim e in BURST mode but their transm issions have not yet 

been heard by each o the r or by others. This happens only when two or more stations 

schedule their packets for transm ission in the same BURST-m ode transm ission sta te
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(state 8 ), the sam e BURST-mode collision s ta te  (s ta te  3), or the same BURST-m ode 

singular collision s ta te  (s ta te  5) (and thus, s ta r t transm itting  packets as soon as the 

channel becomes free).

8 : The BURST-mode transm ission sta te . A single s ta tio n ’s transmission tim e has lasted

for the propagation delay, a, without interference from any other station and  the 

packet has arrived during BURST mode. Since all users are now aware of this tran s­

mission, they will not interfere with it.

At any time, the channel can be in one of these 9 sta tes . In this model, the channel s ta r ts  

in s ta te  1 in QUIET mode. Upon occurrence o f  a  collision, the channel enters, and stays 

in, BURST mode until th e  channel becomes idle.

For the embedded M arkov chain of the SM P, the  following steady-state equation m ust 

hold:

x =  trM , (5.5)

where x =  (xo xj 

m atrix  given by

xs), x , ’s are steady-state probabilities, and M  is the sta te-transition

M  =

( 0 Ai A i 0 >—1
 1 U- 1 10 0 0 0 0

0 0 1 0 0 0 0 0 0

e~ga 0 0 1 -  e~ ga 0 0 0 0 0

0 a 3 0 0 0 0 Aa 1 - A 3 - a 4 0

0 0 0 1 -  e~ ga 0 e -ga 0 0 0

0 As 0 0 0 0 ^6 I - A s ­ A6 0

0 0 0 I -  e~0a 0 0 0 ti e-0a

0 0 0 1 -  e~0a 0 e—0a 0 0 0

 ̂ o A 7 0 0 0 0 ■^8 1 - A 7 - As 0

where

Ax = r ^ d F i x ) ,
Jo

J roo
' gxe  gxd F (x ) ,  
o

A3  =  e ~ ^ a+a+x)dG(x),
Jo

A 4 =  0(a  +  s +  x ) e ~ 0{a+a+x)dG(x),
Jo

As =  e ~ 0{a+a\
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Figure 5.2: Channel states
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Ae =  3{ s  - f  a)e~0 3̂+aK

A7 =  r  e~0IdF{x).
Jo

and

A& =  [  3xe~0xdF{x).
Jo

s  is the j amming time3; F(x)  is the  probability distribution function of packet-transm ission 

times; and G(x)  is the probability distribution function of the latest transm ission initiated 

within a contention period. In s ta te  3 of Figure 5.2, t$ -f Y  indicates th e  la test transm ission 

initiated within the contention period. See [90] for a  detailed account of derivation of 

G{x).  Note th a t G{x)  depends on the packet-arrival rate in both contention s ta tes  2 and 6 . 

Considering th a t the arrival rates for states 2 and 6  axe g and 3.  respectively, let G(x;g)  

and G(x; 3)  denote the probability  distribution functions of the la test transm ission initiated 

in state 2 and s ta te  6 , respectively. Then, it is easy to show

G(x;g)  > G{x\3) ,  V x.

T hat is, Y(@)  is probabilistically larger than Y(g)  [98], where Y(g)  and Y ( 3)  are the la test 

transmissions initiated in s ta te s  2  and 6  in reference to their s ta rtin g  tim es, respectively. 

Then, G(x)  is given as the weighted sum of G(x;g)  and G(x;/3). However, since one needs 

to  consider the worst case in term s of packet loss, we choose G( x; 3 )  to  be G(x) .  Thus, we 

obtain
0  x <  0

G(x) =  (e0x -  l )e~a0(l  -  e~a0) 0 < x < a.

1 x > a

The transition probability is derived using the Poisson arrival assum ption. For example, 

Mq2 given by A 2 is obtained by considering the fact th a t there m ust be only one packet 

arrival during one packet-transm ission time, in order for the system  to  go from s ta te  0  to  

s tate  1 . O ther elements of M  are obtained in a similar way.

The steady-state probabilities, x,, i =  0 ,1 , • • - , 8  are a solution to  bo th  Eq. (5.5) and the 

following equation:
8

= L
j=i

Here we omit the algebraic solution for this system of equations.

3We merged the interframe gap into the jamming time and the packet-transmission time, respectively.
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Let Ti denote the  tim e spent in each s ta te  of the SMP. T hen , the  expected tim e spent 

in each sta te  of the SM P, E[Ti], is given by

E[To}= r  z d F ( x ) ,  
Jo

E ^ )  =  i ,  (5.6)
9

E[T2] =  a, 

E[T3] = a + s +  f  xdG(x) ,
Jo

E[T4] =  a, 

E[Ts] = a +  s, 

E[T6} =  E[T2], 

E[Tt] = E[T4],

and

E[TS] =  E[T0].

Eq. (5.6) is derived from the assumption th a t  the arrival process is Poisson w ith ra te  g.

Based on the steady-sta te  probabilities and the  expected sojourn tim e in each state , 

we can derive the th roughput 5  which is defined as the fraction o f tim e spent on actual 

transmissions:
£  _  ftpE\Tq] +  7T8E \Ts\

£ ?= o
From the steady-sta te  assum ption, S  can be considered as the  input ra te  due to  newly- 

arriving traffic a t all stations.

Now, in order to  derive the probability of a  packet being tran sm itted  successfully a t its 

first trial, we insert a  probe packet into this system . F irst, we calculate the  probability of 

the probe packet finding the system in s ta te  i upon its arrival a t the  system  as:

Pi =  , i = 0 , • • • , 8 .

This is based on the assum ption tha t the new arrivals follow a Poisson process, and thus, 

th a t the probe packet’s arrival tim e is uniform ly-distributed in time.

Next, for each s ta te , we can calculate the probability o f the  probe packet being trans­

m itted successfully in th a t s ta te  as:

u0 =  P  e~3Xd F ( x )  ■ e~ga, (5.7)
Jo
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u3  =  r  e - 0(a+3+l)dG{x)  • e - 0a,
Jo

u4 =  0 ,

Ug =  e~ ^ + “) . e ~0a,

u6 = 0, 

u7 =  0 ,

and

u8 =  [ ° °  e - 0xd F ( x ) - e ~ 0a.
Jo

uq is ob tained  as follows. When the probe packet has arrived a t the system  which is in 

s ta te  0, i.e., th e  QUIET-mode transm ission s ta te , it can be successfully transm itted  only 

if there are no packet arrivals during the  on-going packet-transmission tim e and no packet 

arrival during the  probe packet’s contention period, [0, a]. The probabilities of these events 

are given by e~9XdF(x)  and e_s“ , respectively. Thus, we obtain uoi similarly, o ther u,-’s 

are obtained.

Finally, th e  probability of the probe packet being transm itted  successfully a t its first 

trial is given as a  weighted sum:

p .  =
j= o

5.3.2 C a lcu la tin g  Success P ro b a b ility  u p on  R etran sm ission

Although we employed the Poisson arrival assum ption on the packet-arrival process of 

the channel, in which a packet’s waiting tim e until its transmission is independent of the 

number o f tria ls , the collision probability o f a  packet depends heavily on the  num ber of 

collisions th a t  th e  packet has experienced, as well as the channel offered traffic rates, g 

and (3, in E th ern e t, because of its BEB strategy. It makes the  probability of a packet’s 

successful transm ission dependent on th e  num ber of (re)transm ission trials. So, a  packet’s 

success probability  a t its second trial is different from tha t a t its first tria l, and  each trial 

for retransm ission has a different success probability.

We approach this problem by considering the  conditional probability th a t the probe 

packet is tran sm itted  successfully a t its second tria l, given th a t its first tria l has failed. In 

this case, th e  BEB strategy makes the s ta tio n  choose one of two backoff tim es, 0 x s lo tJ im e
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and 1 x slot-t ime.  In o rder to  calculate the probability of collision at the second trial, 

we need inform ation abou t the  number of packets which have been involved in the  first 

collision. As we did when determ ining 0,  we assume th a t the num ber of packets involved in 

the first collision is 2, including the probe packet itself. As we argued earlier, the network 

load condition in which real-tim e communication can be provided will be lightly-loaded. 

Thus, we expect the  above assum ption to be valid. Under this assum ption, the two packets 

involved in the  first collision m ust choose different backoff times in order for the second trial 

to be successful. Let the  probe packet choose the first backoff tim e 0 and the other packet 

choose the second backoff tim e, slotJ ime.  The probability of this event is 1/4, and the 

probability of the  probe packet being successfully transm itted  in this event, P2 1 , is given by

P21 =  P t {no arrivals during the collision period) x

Pr(no  arrivals during the contention period o f the probe packet). (5.8)

Since we are dealing w ith collided packets separately from the other packet arrivals, the 

channel offered traffic ra te  in BURST mode is not 0  bu t g in this calculation, because the 

number of packets which were involved in the collision is assum ed to  be 2. Then, the  first 

term  in Eq. (5.8) is given by

P r (no arrivals during the collision period) =  e- ^ s+2a),

The length of the collision period is the sojourn tim e of s ta te  3, and we take its maximum 

value, s +  2a, in order to  obta in  the worst-case success probability. The second term  is given

by

P r(n o  arrivals during the contention period o f the  probe packet) =  e~aa.

Thus,

P2l =  e_s(3+3a).

Next, we consider P2 2 , the  success probability when the probe packet chooses the second 

backoff time. Since the  o th e r packet has chosen the first backoff tim e, the probe packet m ust 

wait for the o ther packet to  finish its transmission if it does not collide with a  third packet. 

Otherwise, the situation  gets more complicated. T h a t is, when the o ther packet has collided 

with a third packet, we have too many possibilities o f successfully transm itting  the probe 

packet. In order to  avoid such complexity, we simply set the  success probability of the probe 

packet to zero in th a t case, which is the worst-case lower bound of the success probability. 

This affects our analysis very little since the probability th a t the other packet collides w ith
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a  third packet is very small. T hen,

P22 = P r{no arrivals during the collision period) x

P r(n o  arrivals during the  contention period of the  o th e r packet) x 

P r ( no arrivals during the  transm ission period of the  o th e r packet) x 

P r(n o  arrivals during the contention period of th e  probe packet).

Substituting all the term s,

P22 =  e~3{3+2a) ■ e~sa • P  e~9XdF (x )  ■ e~ga.
Jo

Then, the conditional probability th a t the probe packet is tran sm itted  successfully at its 

second trial given th a t its first tria l has failed, P2|i > is given by

^2|1 =  +  J^ 22

=  I { e -3(H -3a) +  e -3(5+4a) . f ° °  e -S^rf/T(x ) } .
4 Jo

Similarly, one can approxim ate the conditional probability of th e  probe packet being 

transm itted successfully a t the th ird  or la ter trials given th a t it has failed a t its previous 

trials. However, since we have already employed many assum ptions in obtaining the condi­

tional probability for the  second tria l, such approxim ations will add larger and larger errors 

as the number of trials increases. T hus, we use the conditional probability  for the second 

trial as the estim ate for the conditional probability for la ter trials instead  of approxim at­

ing them. Because of its smallest backoff tim e, the second trial provides th e  worst-case 

situation in term s of packet-arrival p a tte rn  for later trials. Thus, P 2 I1 can be used as the 

worst-case estim ate for la ter tria ls’ conditional success probabilities. Thus, for n > 2, we 

set Pn|„_! :=  P 2(1.

Finally, we can obtain the probability  of a  packet being tran sm itted  successfully within 

K  trials using the conditional success probabilities. It is given in the  following recursive 

form:

Pk  =  P r (n  <  K )  = Pk - i +  ( 1  -  Pk - i )Pk \k - \ i

where P0 =  0 and P^q =  Pa.

In our approach, a  packet which did not get transm itted  w ithin K  trials is considered 

missing its delivery deadline, and  thus, lost. In this case, the delivery deadline of a  packet is 

given as the delay th a t a  packet which is transm itted  successfully in its  Kth  tria l experiences 

in the worst scenario possible. Such a packet experiences the m axim um  delay possible when
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it experienced the longest w aiting tim e and the  longest backoff tim e until the  (A' — 1 )th trial 

in all its previous trials and finally succeeded in the Kth trial. Again, we pick such a packet 

as a  probe packet. Let’s derive this worst-case delay th a t the probe packet experiences 

when it succeeded in its K th tria l. T he worst case, the probe packet being delayed before 

being scheduled for its first transm ission tria l, happens when the  probe packet arrives 

for transm ission a t the system  which is a t the beginning of s ta te  0. In this case, the 

probe packet m ust wait for th e  in-progress packet to  finish its transm ission before being 

transm itted . Since the length o f  the  transm ission tim e of the in-progress packet is given 

as To, its m axim um  is given as m ax(To). Upon completion of the  transm ission of the in- 

progress packet, the probe packet s ta r ts  transm ission. If the probe packet collides with 

o ther packets during this transm ission period, the transm ission of th e  probe packet will be 

stopped, and  this interrupted transm ission tim e is counted tow ard the  delay of the probe 

packet. We call it the col l is ion per iod.  T he length of the collision period is given by the 

sum of th e  sojourn times o f s ta te s  2 and  3, i.e., T? and T3 . Since we are considering the 

worst case, we take the m axim um  value o f T3 , s  +  2a, so the m axim um  collision period is 

3a +  s. A fter experiencing its w orst-case collision period, the  probe packet will be scheduled 

for retransm ission (for the second tria l). Again, in the worst case, the  probe packet will 

take the  largest backoff tim e, 1 x  s l o t J i m e , instead o f 0 x s l o t J i m e .  If the system has 

entered s ta te  0  by another packet ju s t before the probe packet is scheduled for transmission 

in its second trial, the probe packet m ust wait for the in-progress transm ission to finish 

again. T he probe packet can th en  finish its transmission unless ano ther collision happens. 

Thus, 2 • max(To) + T 2 +  m ax(T 3 ) 4 - s l o t J i m e  is the worst-case delay o f the  probe packet 

before being transm itted  in its second tria l. The worst-case delay of the  probe packet when 

it succeeds in its K th trial is ob ta ined  using a  similar argum ent. T hus, the  worst-case delay 

when a  packet is successfully tran sm itted  within A' trials is given by

K—l
D ' ( K )  = K  • max(To) +  (K  — 1) • {T2 +  m ax(T 3 )} +  ^  (2J — 1) • s l o t J i m e  +  max(To) (5.9)

j=i

The last te rm , max(To), is to  consider the  probe packet’s worst-case transm ission time. 

A rranging term s, we obtain

D ' ( K )  =  (K  -f- 1 ) • max(To) +  (A ' — 1) • (3a +  s) + (2h  — K  — 1) • s l o t J i m e .  (5.10)
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5.4 Simulation Results

To validate our analytic model, we sim ulated a  100BASE-T network with the following 

param eters. The transm ission capacity is 100 M bits/sec and the propagation delay between 

any two stations is 1.7 fisec assum ing tha t the  collision domain diameter (m axim um  distance 

between stations) is 400 m. T he slot time ( “u n it” tim e for backoff) is 512 bit tim es o r 5.12 

fisecs. The interfram e gap ( “gap” time) is 0.96 /isecs and the jam m ing time is 0.48 /zsecs. 

The number of stations is set to  20. Both fixed- and varying-size packets were sim ulated. 

For the case of fixed-size packets, the  packet size was set to  64, 500, 1000 and 1500 bytes. For 

the case of varying-size packets, a  m ixture o f packets of 64 and 1500 bytes were sim ulated. 

In the varying-size case, the analytic results were more optimistic in estim ating th e  packet- 

loss rate than  the simulation results, due m ainly to  the violation of the infinite population 

assumption. T h a t is, even under lightly-loaded conditions, packet queues were built up by 

shorter packets during the transm ission of longer packets. (Note tha t the number o f packets 

is much larger if the packet size gets smaller while keeping the same load level.) This violates 

our assumption th a t each sta tio n  can hold a t m ost one packet. So our E thernet m odel using 

the SMP process is ineffective in deriving a  CAC for realizing real-time com m unication in 

the varying-size case. In this dissertation, we only present the comparison results for the 

fixed-size case.

We simulated the model for several seconds to  dozens of seconds for various traffic 

loads. The number of packets arrived from the  stations is approxim ately 50,000 for each 

load considered. We count th e  num ber of trials until a newly-arrived packet succeeds in its 

transmission and calculate th e  conditional success probability for each tria l and derive the 

packet-loss ratio  within n trials where n = 1, • • •, 5.

Figure 5.3 shows the analytic result of th e  throughput for varying the channel offered 

traffic rate, g. Note  th a t g  is the rate of both  new packet arrivals and retransm ission 

trials in QUIET mode. Since we have two channel offered traffic rates, g and /3 in our 

model, Figure 5.3 must read differently from the  results in [41,90]. Figure 5.3 indicates 

the relation between g and the input load from outside the system. We determ ine g from 

Figure 5.3, given the input load, using the s teady-sta te  condition assum ption as discussed 

in Section 5.3. Unlike g, ft is a  fixed param eter th a t is independent of the th roughput.

Using the channel offered traffic rate g obtained from Figure 5.3, we calculated the 

conditional success probability for the first and second trials following the steps explained 

in Section 5.3, and plotted them  in Figures 5.4, 5.5, 5.6 and 5.7 along with the sim ulation 

results. For all packet sizes, th e  analytic results precisely match the simulation results for
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the first trial under lightly-loaded conditions which are of prime interest to  the  design of 

real-time com munication.

For the second trial, the analytic results provide a  reasonable lower bound for the  simu­

lation results except for very lightly-loaded conditions, where the analytic results are more 

optimistic than  the simulation results. However, before checking the correctness of the 

analysis, we need to  investigate the credibility of the simulation. Among 50,000 packets 

generated for each sim ulation run, over 90% of them  succeeded a t their first tria l, and thus, 

only several thousand packets were available for the second trials. This resulted in much 

larger confidence intervals for the second tria ls  than  in the first trials. Specifically, for the 

first trials, the 99% confidence intervals were less than  1%. For the second trials, they were 

3.7% (for 64 bytes case), 7.7% (500 bytes), 9.3% (1000 bytes) and 9.9% (1500 bytes). For 

later trials, the confidence intervals were m uch larger, because the number o f packets ob­

served for the second trials decreased as th e  packet size increases. From this observation, we 

conclude th a t th e  analytic results can act as an  estim ate or a  lower bound of th e  conditional 

success probabilities with acceptable errors for the input load range of in terest.

For la ter trials, as we argued in Section 5.3.2, the estim ate for the second trials is found 

to  work as a  good lower bound despite th e  large confidence intervals of th e  simulation
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Figure 5.4: Conditional success probability — 1500 bytes

results.

Figures 5.8, 5.9, 5.10 and  5.11 show packet-loss ratios when a packet which did not 

succeed in its transm ission within n trials is considered lost. We calculated the worst-case 

delay bound for each tria l using Eq. (5.10). This is shown in Table 5.1. From Figure 5.8, 

one can see th a t the inpu t load m ust be kept under 30% in order to  achieve the packet- 

loss ratio under 1% if th e  packet-delivery deadline is set to  878 psecs. For more stringent 

packet-loss ratios, we m ust either increase the delay bound or decrease the input-load level.

As the packet size decreases, the performance gets worse. T hat is, network utilization 

m ust be lowered significantly in order to  keep the  sam e packet-loss tolerance for a  given n. 

This is because packet-arrival rates are higher in smaller packet sizes under the sam e input 

load. Of course, the delay bound gets smaller in case of smaller packet sizes for the sam e 

trial number as shown in Table 5.1. From this result, we can conclude th a t, for realizing 

real-time com m unication over E thernet with reasonable packet-loss ratios, choosing a  larger 

packet size is more advantageous as long as this does not result in an unreasonably large 

delay bound.
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packet size (bytes) n =  1 n — 2 n = 3 n =  4 n =  5

64 10.24 25.18 48.74 89.55 164.8

500 80.00 131.4 192.8 274.1 395.5

1 0 0 0 160.00 251.5 353.1 475.0 637.4

1500 240.0 371.5 513.2 675.3 878.0

Table 5.1: D elay bounds in usees
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5.5 Conclusion

In this chapter, we presented a  m ethodology for connection admission control (CAC) 

for E thernet and Fast E thernet. U nder th e  assum ption tha t the aggregate packet arrivals 

consisting of new arrivals and retransm issions form a Poisson process, we modeled the 1- 

persistent CSM A/CD with BEB as an SM P process and derived conditional success proba­

bility of each packet in its transm ission, depending on the number o f trials for transm ission. 

We employed the SMP process to accom m odate the bursty nature of E thernet traffic due 

to  BEB. Using the derived figure, we obtained the tail distribution of packet delay over 

E thernet. In-depth simulation results have shown our analytic model to  provide reasonably 

accurate  estim ates for the packets’ deadline miss ratio  when all the packets are of the same 

size.
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CHAPTER 6

DISTRIBUTED QOS ROUTING USING BO U N D ED

FLOODING

6.1 Introduction

In the previous chapters, we presented network control functions needed to  provide QoS 

guarantees in an ISPN -  connection admission control and packet scheduling scheme. In 

this chapter, we address another im portant issue in providing QoS guarantees in ISPNs -  

QoS-routing. W ithout an efficient QoS-routing algorithm , a network m ay fail to  find a route 

and reject the request for a  new connection with QoS requirements, even if there exists a 

qualified route with enough resources to provide the requested QoS.

As discussed in C hap ter I, there are basically two approaches to  QoS routing: source- 

directed and flooding-based. Although source-directed routing, specifically link-state rout­

ing, incurs smaller signaling overhead, it has the  problem of signaling and  routing failure 

due to the inaccurate inform ation kept a t each node [28,78] and generates huge overhead 

when link-state inform ation is distributed. On the o ther hand, flooding-based QoS routing 

can avoid such failures due to  out-dated inform ation, but it incurs huge signaling overhead 

since signaling is executed through message flooding.

In this chapter, we propose a  variation of flooding-based QoS routing which incurs 

much lower message overhead yet yields a good connection-establishm ent rate , compared 

to  the existing flooding-based algorithms. In order to  reduce the flooding overhead, request 

messages are allowed to  take only those routes of hop count smaller th a n  a  pre-specified 

limit. The hop count limit is chosen such th a t as many alternate routes as possible are 

searched while keeping overhead below a  given level. Nodes are therefore required to  keep 

the network-topology inform ation a t each node which is not link-state bu t node connectiv­

ity. Since node connectivity changes (due to  loss and addition of nodes/links) much less

1 1 2
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frequently than  th a t of dynamic link-state, distribution of topology changes incurs little 

overhead compared to  link-state distribution. Using this ^ m o s t  s ta tic ’ topology informa­

tion, network nodes decide whether to  relay connection-request messages to  their neighbors. 

T hat is, if the route via one of its neighbors has a  larger hop-count than  the pre-specified 

limit, the node does not relay the request message to the neighbor. By narrowing the flood­

ing area using this type of “pruning,” the proposed algorithm is shown to be able to reduce 

the message overhead dramatically. Moreover, unlike the source-directed approach, it does 

not require on-demand shortest-path  calculation, thus lowering the operational cost. Note, 

however, th a t this reduced message overhead and operational cost may be achieved a t the 

expense of loss in connection-success rate; fortunately, this loss is shown to  be acceptably 

low. In general, there is a tradeoff between reduction of overhead and operational cost, 

and loss in connection-establishment rate , in both flooding-based and link-state schemes. 

T h a t is, by either increasing the frequency of link-state distribution or increasing request 

messages, one can achieve a  higher connection-success rate . A lthough it is impossible to 

derive an analytical relation between overhead reduction and performance loss, our scheme 

can control overhead by adjusting the  hop count limit of candidate routes subject to the 

required connection-success rate.

The rest of the chapter is organized as follows. After providing some background in 

Section 6 .2 , we describe the proposed QoS routing in Section 6.3.4. Using extensive simu­

lations, the  proposed and other existing algorithm s are com paratively evaluated in Section 

6.4.3. The chapter concludes with Section 6.5.

6.2 Work Related to QoS Routing

Most service disciplines for timeliness-QoS guarantees assume connection-oriented ser­

vices due to  their conceptual ease in resource reservation and m anagem ent. The goal of 

QoS routing is then to find a route or a  virtual circuit through which real-time data  of the 

corresponding connection will be transported . This is the fundam ental difference between 

datagram  routing and QoS routing. In datagram  networks, including the current Internet, 

each datagram  is routed in a connectionless fashion.

Since real-time communication services are provided by employing a  special form of ser­

vice discipline at each switch or rou ter, the m etric which QoS routing m ust consider for its 

route-selection strongly depends on th e  service discipline employed. The m etric could be 

delay, loss rate , bandw idth, jitte r , o r a combination of thereof. In [91], an optim al routing
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scheme for multiple QoS param eters was considered. A lthough QoS requirements and net­

work resources may be characterized by multiple param eters, under most of the W eighted- 

Fair-Queueing service disciplines [64], one can satisfy user-requested QoS requirem ents by 

providing guaranteed  throughput or bandwidth to  each connection. In some service disci­

plines such as delay-EDD  (Earliest-D ue-D ate) and RCSP (Rate-Controlled S tatic-P rio rity ), 

guaranteeable delay and reserved bandwidth are indirectly related. In this case, reserving 

bandwidth is not enough for guaranteeing a  delay bound. Since our approach can be easily 

modified to  handle these sophisticated service disciplines, we will consider bandw idth as 

each connection’s m etric for its QoS or resource requirem ent. Depending on the underlying 

admission-control policy, a  connection’s QoS requirem ent can be given as a  peak, or average, 

or effective bandw idth . T he network service provider m ust reserve resources com m ensurate 

with the bandw idth requirem ent along the path  chosen by QoS routing in order to  provide 

the QoS promised to  the  end user. For link-state routing, a  node’s link-state da tabase  

stores inform ation abou t the utilization of each link which is defined as the sum of reserved 

bandwidths for the  connections running over the link.

There are several strategies on how to  choose an optim al route for real-time com m uni­

cation. For exam ple, minimum -hop routing, shortest-w idest pa th  [91], w idest-shortest pa th  

[30], shortest-d istance pa th  [57], and minimum-load routing [78] are among them . Since 

non-minimal routing  algorithm s, e.g., shortest-w idest pa th , often select circuitous routes 

th a t “occupy” m ore network resources, they possibly cause rejection of future connection 

requests. The proposed routing scheme favors the selection of a  minimum-load rou te  to 

balance network utilization, but it can be easily modified to  accom m odate o ther routing 

strategies.

6.3 QoS R outing with Bounded Flooding

Our scheme is designed for an arbitrary point-to-point network; it can be a  d istribu ted  

system or a  w ide-area network. All links in the netw ork are assum ed to be bidirectional. 1

6.3.1 O verv iew  o f  th e  P roposed  A pproach

We employ a  bounded, not brute-force, flooding; in order to  reduce the overhead of 

flooding request messages, we limit the number of hops each request message can take 

before reaching its destination. T hat is, when an in term ediate  node receives a  request

1 This assum ption can be relaxed trivially.
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message, it will decide w hether to  forward the message to  one o f its neighbors by checking 

if the minimum-hop path  v ia th a t neighbor can lead the request message to  the destination 

within the source-defined hop count limit. This approach can be in terpreted as flooding 

with a  limited search area. Hop count is selected as a basis because restricting the hop 

count of a  path  limits the degree to  which the scheme can find a  circuitous route around 

congested links, thus not blocking future connection requests, as argued in [56]. In order 

to  determine w hether a request message can reach the destination within the hop count 

limit via a  particular outgoing link, each interm ediate node uses its alm ost s ta tic  network- 

topology inform ation. Instead  o f calculating the minimum-hop pa th  via an  outgoing link 

to  the destination every tim e a  request message arrives, we use a  (distance) table storing 

the hop count of the  m inim um -hop path  through each outgoing link to  every o ther node.

6.3 .2  C om p osin g  D is ta n ce  Tables

Before s ta rting  the  Q oS-routing service and /o r when the network topology changes 

due to  failures and additions of nodes and links, every node m ust compose or update its 

distance tables, using new topology information. Note th a t th is topology inform ation is 

almost static , because it does not contain any link-state inform ation but describes only 

the physical connectivity betw een nodes. By calculating inter-node distances off-line, our 

scheme dram atically reduces run-tim e operational cost.

Distance from node i to  node j  via node *’s outgoing link I  is defined as the hop count of 

the minimum-hop route am ong all the routes from node i to j  via link I. In order to  prevent 

the minimum-hop route from  traversing I  in the reverse direction, we exclude this “reverse- 

directional link” 2 from m inim um -hop route calculation. Its purpose is to  exclude the case 

when request messages bounce back to nodes from which they cam e. This prevents request 

messages from oscillating between nodes. The minimum-hop rou te  can be easily calculated 

using D ijkstra’s shortest-path  algorithm  or Bellman-Ford shortest-path  algorithm . All links 

are given the same weight except the reverse-directional link of I  whose weight is set to  oo.

Although we employed hop count in composing distance tables, o ther m etrics can be used 

as distance, depending on th e  environm ent. For example, if the network is not homogeneous, 

i.e., each link has different capacity, the “cost” of a path can be employed as distance.

2ActuaIly, there is only one bidirectional link, but it is viewed as consisting of two unidirectional links.
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6 .3 .3  T h e P rop osed  Q oS -R ou tin g  A lgorithm

Upon generation of a connection request, the source node must check the “search-scope” 

of the connection. The search-scope is the maximum num ber of hops the request message 

can take to reach its destination. In order to  increase the  chance of granting the requested 

connection, multiple alternate , not necessarily disjoint, paths must be given an opportunity  

to  run the connection over them . The search-scope must therefore be determined by m aking 

a  tradeoff between the message overhead and the request-acceptance probability. In this dis­

sertation , we allow a t least two a lternate  paths to be tried for each connection request. T hus, 

the search-scope is given by th e  second smallest distance between each source-destination 

pair. If more than  two minimum-hop paths exist for a  request, we consider the hop count 

of the minimum-hop paths as th e  second smallest distance. For example, in Figure 6.1, the 

distance d ( A ,B ;a )  between source A  and destination B  via a is 2, and the distance via 6 , 

d(A ,B ;b ) ,  is also 2. So, the second smallest distance is 2 and thus, the search-scope o f a  

connection between A  and B  is set to 2. If .4 is the source and C  the destination, then 

d ( A , C ; a )  = 2 ,d (A ,C ;b )  =  4, and d ( A , C \d )  =  4. The second smallest distance is 4, and  

thus, the  search-scope is 4. In general, the search-scope can be given as the hop count of 

the n th minimum-hop route for a  given pair of source and destination.

Since we are considering only the  connectivity between nodes, the  search scope for every 

pair of source and destination can be calculated a priori by source nodes before servicing 

any connection request. The pre-calculated search scopes are stored in a table a t each 

node. Whenever the topology changes, albeit very infrequently, these search scopes m ust 

be recalculated. On the o ther hand, the search scope can be determined on-line for a  given 

connection request. In this case, the source node may use th e  current load condition which 

is estim ated by using variables like local link bandw idth usage and the measured request- 

acceptance probability. Here we use the first approach to  minimize the operational cost a t 

the expense of a slight perform ance loss.

Upon receiving a connection request from an application program, the source node 

generates a  request message, m . A connection request message contains the following fields.

• Connection identifier R e q . ID  which uniquely identifies the corresponding real-tim e 

connection. For the uniqueness of each connection ID , an identifier is composed of 

two parts: the node ID (or address) and connection num ber (unique within a source). 

This composition of connection IDs ensures their uniqueness throughout the network.

•  Source identifier Req.src  of the requested connection.
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Figure 6.1: An example o f  determining the search scope

• Destination identifier Req.dest of the  connection.

• Timeout. This field is used to  specify the request’s time to live (T T L ). A fter its TTL, 

a request message is no longer valid and thus discarded. How to determ ine this value 

will be discussed when the connection-confirmation process is described later in this 

section.

• Search-scope Sc  of the requested connection.

• Hop count H  of the path  taken by the  request message to the current node.

• The connection’s bandw idth requirem ent bu;(•). If no outgoing link has available 

bandwidth larger than  this, the request will be discarded.

• List of interm ediate node IDs th a t th e  message has traversed thus far. Every time the 

request message is relayed to  the next node, the new node ID is appended to  this field. 

This inform ation is needed for the destination node to confirm the  establishm ent of 

the requested connection.

• Accumulated utilization u of the pa th . This is the sum of all the interm ediate links’ 

loads, where load is defined as the bandw idth reserved for real-tim e connections. This
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field is needed tor in term ediate nodes and the destination to  be able to  choose the 

least-loaded path. As discussed earlier, our scheme favors selection of the minimum- 

load route based on this field. For o ther selection strategies, th is field must be filled 

in w ith an  appropriate param eter. For instance, the field may sto re  the minimum of 

loads o f the  interm ediate links the  request message has traversed if the  strategy is the 

shortest-w idest path.

Since the inform ation of existing connections is necessary for a  new connection’s adm is­

sion test as well as for the run-tim e scheduling of messages belonging to  those connections 

already established, each node has to  m aintain two sets of tables for existing connections 

and pending connections. The first set is the  tables of established connections (T E C s), one 

for each of its outgoing links. Each en try  o f a  T E C  represents a  real-tim e connection which 

goes through the  corresponding link and  consists of the following two d a ta  fields.

• Connection identifier: this is the  sam e as the one in the connection request message.

• The connection’s bandw idth requirem ent.

Using a  connection’s bandw idth requirem ent, the  service policy determ ines the priority of 

d a ta  messages belonging to this connection.

T he second set of tables each node has to  m aintain are tables for tem porarily-pending 

connection requests, also one for each o f its outgoing links. These tables will be referred 

to as “tables o f pending requests” (T P R s). Each entry of a  T P R  represents a  connection 

request (or a  pending connection) and contains the  following fields.

• Connection identifier: sam e as the  one in the connection request message. W hen 

a  connection request is conditionally-accepted (that is, the out-going link is able to 

accom m odate the requested connection), it is copied from the connection ID field of 

the request message.

• T im eout: must be larger th an  th a t of a  request message, in order to  prevent deletion 

of a  connection request from T P R  before the  confirmation message arrives. More on 

this will be discussed in th e  confirm ation process. Upon expiration of the tim er, the 

connection request is deleted from T P R .

• The connection’s bandw idth requirem ent.

•  Accum ulated utilization u m o f the p a th  traversed by the m ost-recently accepted request 

message for establishing the  sam e connection.
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When a connection request is conditionally-accepted to  run the  connection over a  link, fieids 

of the corresponding en try  of the link’s T P R  axe copied from the corresponding fields of 

the message. In add ition  to  entries for connection requests, T P R  must have a field to keep 

track of th e  rem aining bandwidth of the link. The remaining bandw idth is calculated by 

subtracting the  sum  of bandwidth requirem ents of both the established real-tim e connec­

tions and conditionally-accepted real-tim e connections from th e  link capacity, cap(-). This 

is used for a  new connection’s admission test.

A part from T E C s and TPRs, a node has to  maintain the tab le  of conditionally-accepted 

connections (TA C) if it has received a request message whose Req.dest  is the node itself. 

The function of a  TAC is to allow the destination to choose the best am ong the routes 

which request messages traversed. Each entry  of this table consists of the  following fields.

• Connection identifier.

• Accum ulated utilization u* of the m ost-recently saved path .

• List o f IDs of interm ediate nodes the  message has traversed.

• Tim eout: sam e as th a t of the request message. This field tells when to  initiate the 

connection-confirm ation process.

Upon receiving a  connection request from an application program , the source node sends 

a request message, m , through each of its outgoing links only if it satisfies the following two 

conditions:

d is ta n c e  t e s t  ( s o u rc e ) :

distance(Req.src,  Req.dest ,?)  < search-scope(m),  and (6-1)

b a n d w id th  t e s t :

util(£) +  bw(m) < cap(i),  (6 .2 )

where util(£)  is the  utilization of link £ by real-tim e com m unication traffic (i.e., the band­

width reserved for real-tim e connections), and bw(m)  is th e  bandw idth requirement of

connection m.

The flowchart in Figure 6.2 shows the  actions to be taken by an interm ediate node or 

by the destination  upon receipt of a connection request message. F irst, the node checks 

whether Req.dest  o f the message m atches its own ID, N o d e . ID .  If they m atch, then it 

checks w hether its  TAC already has the  connection ID identical to  th a t of the request 

message. If yes, th e  node has already received a t least one copy of the connection request.
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Packet Arrival

R eq.ID  €  T A C

u <  u*

R eq .ID  €  T P R

H  +  D (deat) < Sc u  <  it*

Is link available? H  +  D (deat) < Sc

Req.deat =  N ode. IQ ,

U pdate  T P R  ic. 

T ransm it updated  Req

Save Req in T A C

Save Req  in T P R  t i  

T ransm it u p d a ted  Req

F ig u re  6 .2 : N o d e  a c t io n s  u p o n  a rr iv a l o f  a  r e q u e s t  m e ssag e .

In this case, the node checks if the  newly-arrived request message contains a better rou te 

than  the one in TAC ( b e t t e r  r o u te  te s t ) .  By “a better route,” we mean th a t the request 

message contains a  sm aller accum ulated utilization than tha t of the old one in TAC. As 

mentioned earlier, th is is to  favor a  less-loaded path. If the request message carries a  b e tte r 

route, the node updates the  corresponding entry of its TAC. Otherwise, the request message 

is discarded. If the request is new, the node stores the request in its TAC.

If the  destination contained in the request message does not m atch, the node checks, for 

each outgoing link, if th e  ID is in the  link’s T PR , tha t is, if other request messages carrying 

the same connection request have already passed through the link. If yes, as done with TAC, 

the node checks if the new request message contains a smaller accum ulated utilization th an  

th a t of T PR . If yes, the  node executes the following distance test.
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distance test (interm ediate nodes);

H ( m )  +  distance(node,  Req.dest,  I) < search-scope(m),  (6.3)

where H ( m )  is the hop count o f the path  message m  has traversed so far before reaching 

this node. If it passes this te s t, then th e  node updates and  forwards the request message to 

a neighbor node via the outgoing link, and updates T P R  by replacing u“ of the connection 

by the accum ulated utilization o f the newly-received request message. The request message 

is updated by adding the utilization o f the outgoing link to  the accum ulated utilization of 

the message, incrementing H  by 1, and appending the node ID to the list of interm ediate 

nodes o f the path  the message has traversed thus far. If this test fails, the request message 

is discarded.

In order to  reduce the  overhead of request messages, we do not relay them  to  the 

connection’s ‘upstream ’ nodes. A connection’s upstream  nodes are the ones from which a t 

least one copy of the sam e request has come. T he necessary inform ation for this action 

can be maintained and easily checked by recording the request message’ ID in the T P R  of 

the reverse-directional link of th e  link through which the  request message has come. By 

assigning 0  to  a*, we can use a  better-rou te  test for this.

If the  ID of the request message m atches none of the IDs of connection requests stored in 

its TAC and T PR s, the request is new, and the distance te s t in Eq. (6.3) and the bandw idth 

test in Eq. (6.2) are conducted. If it passes both tests, the node updates and relays the 

request message to  a  neighbor through the outgoing link. In addition, it saves the connection 

request in the T P R  of the outgoing link.

We have already discussed the  destination’s action upon arrival of a request message. 

The destination does not respond immediately to  the arrival o f a request message. It does 

not initiate the connection-confirm ation process until it reaches the tim eout of the  request 

which is kept in the TAC o f the  destination. Before describing the confirmation process, we 

need to  discuss tim eout fields o f request messages and th e  tables. F irst, in order to make 

our scheme work as intended, we m ust ensure th a t as m any request messages as possible 

arrive a t the destination before the tim er expires and th a t the tim er is set to  as small a  value 

as possible to  reduce the chance o f rejecting new requests due to  unnecessary tem porary 

reservation as seen in the flooding-based approach. For this purpose, connection request 

messages are transm itted  th rough  a  dedicated signaling channel which can be realized by 

opening a perm anent v irtual connection. By using a dedicated signaling channel, one can 

reduce a  request message’s link delay. From the  arrival pa tte rn  o f real-time connection 

requests, we can estim ate th e  bound of request message delays over a  link. We assume th a t
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the  processing delay a t each node is included in the link delay. Then, the source can set 

the tim eout field of a  request message using the  search scope of the connection. Since the 

search scope indicates the  m axim um  hop count of candidate routes, the tim eout m ust be set 

larger than , or equal to , the  link delay bound multiplied by the search scope. Choosing a 

large tim eout value may not cause inefficient use of network resources since relaying request 

messages to  neighbors depends on search scopes and distances as well as the tim eout value 

of a  request message. The chosen value also works as the connection-confirmation initiation 

tim e since we set the  tim eout of request messages equal to  tha t of the connection in TAC. 

Thus, the tim eout o f request messages and TAC is set to the link delay bound multiplied 

by the  search scope plus the processing tim e a t the destination in order to  minimize the 

tim e to  set up a  connection.

In addition to  connection request messages, connection-confirmation messages are also 

transm itted  through the  signaling channel. Thus, we can use the same link delay bound 

for confirm ation messages. T he link delay bound enables us to calculate the m axim um  

traversal delay of a  confirm ation message, which is used to  determine the tim eout field of 

T P R s. Since conditional reservation of resources a t the interm ediate nodes must be kept 

until the  confirm ation message reaches the  source, the tim eout in T PR s must be larger 

th an  the maximum traversal tim e of a  confirm ation message plus the tim eout of a  request 

message. In order to  minimize unnecessary tem porary  reservation3 of network resources, 

we select the m axim um  traversal time of a  confirm ation message plus the time-to-live o f a 

request message as the tim eout in TPR s.

Now, le t’s consider the connection-confirm ation process. Since, as discussed earlier, the 

m ost recently-saved request message in its TAC contains the minimum-load route am ong 

those which safely reached the  destination, th e  destination simply chooses the one in its 

TAC as the best route found. Although our approach is not guaranteed to find the global 

minimum-load route because of its bounded search, it is likely to  choose the best one due 

to  its selection process based on the be tte r-rou te  test. Upon expiration of the  tim er of the 

connection in TAC, the destination sends a  confirm ation message in the reverse direction of 

the path  recorded in th e  connection’s en try  o f its TAC and deletes the entry from its TAC. 

Upon the  arrival of the confirm ation message, the interm ediate nodes along the route update  

their TE C s by recording the  requested connection’s profile, and also delete the connection’s 

en try  from T PR s.

W hen a  real-tim e com m unication is te rm inated  by an application program , a  disconnect

3Tem porary reservation th a t lives longer than  necessary.

1 2 2
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process is in itiated  by either the  source or the destination. In this process, a  disconnect 

message is passed along the path  of the  real-tim e connection. Upon arrival of the disconnect 

message, the interm ediate nodes delete th e  corresponding en try  of their TECs and update 

the remaining link bandw idth in their T PR s.

6 .3 .4  M em ory  R equirem ent

Although our scheme is very efficient in reducing operational cost and message overhead, 

the efficiency is achieved a t the expense of increased m em ory requirem ent. Compared to 

the existing flooding approach, our scheme requires additional memory for distance tables 

and search-scope tables. O ther tables such as T PR s, T E C s and TACs are also required by 

the existing flooding approach. W hen th e  number of nodes is A  and the maximum number 

of outgoing links of a node is L,  the num ber of entries needed for distance tables in the 

entire network is 0 ( N 2L),  and, for search-scope tables, 0 ( N 2).

Link-state routing doesn’t need T P R s and TACs, bu t requires a  table similar to TECs 

for m aintenance of link-state for each link and the run-tim e scheduling of real-time messages. 

Moreover, each node must have a  table to  store link-states o f the entire network which must 

be updated m ore frequently than  T P R s and TACs. M emory requirem ent for this table is 

the same as the  one needed for distance tables in our scheme, i.e., 0 ( N 2L).  If the maximum 

number of connection requests which are  pending sim ultaneously in the network is A . the 

memory requirem ents for TPR s and TACs in the proposed scheme are 0 ( N 2L)  and (A 2), 

respectively, as the number of T PR s and  TACs are 0 ( N L )  and O( N ) ,  respectively. Since, in 

term s of memory requirement, T PR s are a dominant factor am ong T PR s, TACs and search- 

scope tables, additional memory of ou r scheme com pared to  th a t of link-state routing is 

0 ( N 2L).  If th e  maximum number of connection requests which are pending simultaneously 

in the network is much smaller than  iV, a  dominant factor comes from search-scope tables 

whose memory requirement is 0 ( A 2).

6.4 Simulation and Discussion

We have conducted an in-depth sim ulation study to  com paratively evaluate the pro­

posed and o ther QoS routing schemes in term s of their perform ance and overhead. In this 

study, we measured the probability o f establishing connections successfully under various 

load conditions and network configurations. We also evaluated the overhead incurred for 

establishing a  connection with all of th e  routing schemes considered.

123

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



<$ronte))

< NEARriet>

CorneiP^)

UBC ?

CTjviWnet PSC >

Cl  M eritJ> v .
C^ J v N c T ^  /

CTa r f v O

CBARRNep
C T a n O

C u iu Obone.ns Qm b.suraCTriorad
MIDnet CERN

mos

AlternetS D S C J) MCNC

Figure 6.3: M BONE topology in North Am erica.

6 .4 .1  S im ulation  M od el

In order to  investigate the performance of the proposed scheme under different network 

configurations with a  wide range of node connectivity, we selected th e  following networks: 

5-ary 2-cube, 5-ary 3-cube, 10-ary 2-cube, 5-ary 3-cube, and the M BONE topology in the 

N orth America region in Figure 6.3. In the M BONE topology, all T3 links and nodes which 

are connected via T3 links are included in the simulation. Each node acts as a  router 

or switch, and links are assumed to be bidirectional, with ‘unit’ capacity  in each direction. 

A k -ary n-cube is an n-dimensional cube with k  nodes in each dim ension. Each node is 

connected to  two other nodes in both the directions of each dimension in a  ‘w rapped-around’ 

fashion. The left side of Figure 6.4 shows a  4-ary 2-cube with th e  wrap links indicated 

by dotted lines and the right side shows a 3-ary 3-cube with the  w rap  links om itted  for 

simplicity. Each edge represents two unidirectional links. The M BONE topology in Figure

6.3 was selected to  investigate the performance o f each routing scheme under a  network 

configuration with (currently) realistic connectivity. Its connectivity is very poor compared 

to  the other topologies considered. (N ote th a t future backbone netw orks are expected to 

have higher connectivity, so k -ary n-cube topologies are reasonable to  consider.) Table 6.1 

shows the characteristics of the networks chosen for evaluation.

The load is defined as the bandw idth reserved for real-time connections. For each 

network configuration, we tried to  establish real-tim e connections under a  certain load using
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(b) 3-ary 3-cube(a) 4-ary 2-cube

Figure 6.4: Exam ple k-ary  n-cube topologies.

Topology Nodes Links

10-ary 2-cube 100 400

5-ary 3-cube 125 750

5-ary 2-cube 25 100

MBONE 18 42

Table 6.1: Characteristics o f topologies
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th e  proposed scheme (labeled as BFlooding in th e  figures), sta tic  routing (labeled as Static), 

QoS routing by flooding (labeled as Flooding) [33,80], link-state routing w ith periodic 

link-state distribution whose periods are 1 0  and  1 0 0  times the average connection inter- 

arrival time (labeled as LS(10) and LS(100), respectively), and lastly, link-state routing with 

triggered link-state distribution with trigger levels of 0.1 and 0.5 (labeled as Trigger(O.l) 

and  Trigger(O.o), respectively). In Trigger(O .l) (Trigger(0.5)), link-state inform ation is 

d istribu ted  when the  available link bandw idth changes by more than  10% (50%) from the 

recently-distributed value. S tatic routing determ ines a  QoS route solely based on the static 

topology of the network. A lthough it incurs a  very small overhead and operational cost, its 

performance will la ter be shown unacceptable in most cases.

T he simulation study uses homogeneous traffic patterns, with uniform random  selection 

o f  source and destination nodes. For simplicity, it also assumes exponentially-distributed 

connection-request inter-arrival times. Instead of using more realistic traffic models, we 

opted  for simple traffic patterns, because ou r goal is to com paratively evaluate the pro­

posed scheme and others, as opposed to  providing accurate absolute perform ance figures. 

Connection bandw idths are uniform ly-distributed within a  pre-specified interval. For in­

stance, if the bandw idth range is set to  2 0 %, connection bandw idth, b, is random ly chosen 

from an interval (0.0,0.2], resulting in b ~  C /(0.0,0.2]. In order to  keep the  load constant, an 

appropriate number of randomly-selected old connections are disconnected when a  new con­

nection is established. At the beginning, no connections are deleted until the load reaches a 

steady-sta te level. The simulations were run until connection blocking ra te s’ 99% confidence 

intervals were within 1 %.

6 .4 .2  S im ulation  R esu lts

Depending on the network configuration and  bandwidth usage by the requested con­

nections, the seven schemes considered exhibit a  wide range of connection-success/blocking 

probability.

Figure 6.5 shows the connection-blocking probability  of each scheme when the bandw idth 

range is 4% of the link capacity. Such a  sm all bandw idth range allows us to  look at 

a  realistic scenario in realizing real-tim e com m unication service in general ISPNs. The 

bandw idth requirement of a  real-time connection is usually quite small com pared to the 

link capacity. In the case of Ar-ary n-cubes, the blocking probability increases in the 

order of Trigger(O.l), Flooding, Trigger(0.5), LS(10), BFlooding, LS(100), and Static. The 

blocking probabilities of Flooding and Trigger(O .l) are almost the  same except when load
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T o p o lo g y B F L O O D IN G F L O O D IN G LS ( 1 0 ) LS (1 0 0 )

1 0 -ary 2 -cube 25-33 376- 479 4000 400

5-ary 3-cube 19 -  23 866-1062 9375 936

5-ary 2-cube 6 - 8 74 -  101 250 25

MBONE 5 - 1 2 10 -  24 76 8

T a b le  6 .2 : O v e rh e a d s  fo r  d if fe re n t r o u t in g  s c h e m e s .

=  0.9. Flooding theoretically provides the best performance in term s of connection-success 

rate since it searches all the  possible routes, but, because of the  tem porarily-reserved link 

bandw idth due to  flooding, its blocking is higher than  th a t of Trigger(O.l) under such a  

heavily-loaded condition. The performance of the proposed scheme lies between LS(10) and 

LS(100), bu t its  blocking probability is very small, showing alm ost no difference from those 

of o ther schemes except when load =  0.9. Even when load =  0.9, its  blocking probability is 

under 5%.

For the  M BONE topology th a t has poorer connectivity, all bu t S tatic  show similar per­

formance, because all the schemes have a very few alternate  paths in this sparsely-connected 

network, and thus, almost all candidate routes are always considered in determ ining a qual­

ified route. While our scheme shows a slightly higher blocking probability, its performance 

is much closer to  those of Flooding or link-state routing than  S tatic.

T he slightly-deteriorated performance of our scheme can be offset by its small overhead 

and low operational cost because it doesn’t  require path  calculation. For the  bandw idth 

range of 4%, the  overheads are given in Table 6 .2  and Figure 6 .6 . We consider only the 

num ber o f messages as overhead, regardless w hether messages are generated for establishing 

a connection as in BFlooding and Flooding, or distributing link-state inform ation as in LSs 

and Triggers. This comparison may not be fair since link-state messages and connection- 

request messages contain uncorrelated inform ation. However, they  both are transm itted  

over links and consume bandw idth and processing resources. So, we consider the num ber of 

messages generated during an average connection inter-arrival tim e as the overhead, regard­

less w hether messages are for either distributing link-state or requesting a connection setup. 

(In this com parison, we assume th a t the network topology is s ta tic . Thus, the distribution 

of topology change inform ation is not considered for overhead calculation. Dynamic changes 

of network topology will be discussed in the next subsection). L et’s consider Flooding which 

shows the  best performance in most load ranges. In Figure 6 .6 , th e  num ber of messages
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generated per connection request is around 100, 1000, 500, and  20 in 5-ary 2-cube, 5-ary 

3-cube, 10-ary 2 -cube, and MBONE, respectively. As load increases, the number of request 

messages decreases due to the early pruning a t heavily-loaded links. By contrast, BFlooding 

incurs a  very small number of request messages, as shown in Table 6.2 and Figure 6 .6 . This 

is the result of lim iting the search area. Now, le t’s consider Trigger(O.l) and Trigger(0.5) 

in Figure 6 .6 . T he small trigger level of Trigger(O.l) generates a  large num ber of link-state 

broadcasts. In densely-connected networks like the  10-ary 2-cube, the number of link-state 

messages ranges between 250 and 900. This large overhead makes Trigger(O.l) im practi­

cal for QoS routing in spite of its good performance. The overhead increases with load 

in Trigger(O.l), indicating frequent triggers under heavily-loaded conditions as expected. 

However, this does not apply to the MBONE topology in which the load condition changes 

less frequently even under heavily-loaded conditions, as the connection-success probability 

is much smaller due to scarce alternate paths, and thus, less frequent changes in link-state.

Com pared to  Trigger(O.l), Trigger(0.5) shows much more reasonable overhead. Espe­

cially, in th e  low-to-medium range of load, its overhead is com parable to  th a t of our scheme. 

Considering its perform ance and overhead, Trigger(0.5) appears quite a  promising choice for 

QoS routing. However, as with Trigger(O.l), the overhead of Trigger(0.5) increases with load 

dramatically. In contrast, BFlooding’s overhead remains small under all load conditions. 

For example, in th e  MBONE topology, BFlooding generates only 5-12 request messages for 

setting up a  real-tim e connection.

In LS(10) and  LS(100), the number of link-state messages is constant irrespective of 

load ranges or conditions; this is why their overheads in Table 6.2 are shown separately 

from those of Triggers. During every updating period, each link generates its new link-state 

messages.4T he new sta te  of a  link m ust be d istributed to all th e  nodes in the network. The 

distribution can be done using either flooding or broadcasting through a  minimum spanning 

tree. The la tte r  approach generates a smaller num ber of messages. Assuming broadcasting 

through a  m inimum spanning tree, 40,000 messages are transm itted  in a  10-ary 2-cube in 

an update period. The number of messages was derived from th e  number of nodes and links 

in Table 6.2. T h a t is, on average, LS(10) generates 4,000 messages per request, and LS(100) 

does 400. As seen in Table 6.2, the overheads of LS(10) and even LS(100) are extremely 

large except the  case when LS(10) is applied in the MBONE topology. Although LS(100) 

and LS(10) are com parable to BFlooding in term s of performance, their overhead is much 

larger than  BFlooding, and, in some cases, larger than th a t of Flooding.

4 Updates must not be synchronized to prevent the network from being overloaded with a burst of link- 
sta te  messages.
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Figures 6.7 and 6 . 8  show the  connection-blocking probabilities when the  bandwidth 

ranges are 10% and 15%, respectively. Overall, the blocking probability increases as the 

bandwidth range increases, verifying the fact th a t a  connection w ith a  larger bandwidth 

requirement is less likely to  be established. Moreover, as the  bandw idth range gets larger, 

the gap between blocking probabilities of our scheme and Trigger(0.5) increases, which is the 

main comparison ta rge t in term s of performance and overhead. However, the gap between 

the overheads of our scheme and Trigger(0.5) also increases. The overhead of Triggers 

increases with bandw idth range because link-state changes more rapidly, triggering more 

frequent link-state d istribu tion  when bandwidth range gets large. In con trast, the overhead 

of our scheme does not change with bandwidth range.

In order to  investigate the  tradeoff between message overhead and performance loss, 

we varied the search scope o f a  connection. By increasing the search scope, we expected 

performance im provem ent in term s of connection-establishm ent success probability. In this 

experiment, additional hops were added to the original search-scope which was set so as to  

search a t least two a lte rn a te  paths. We only considered th e  case when the  bandw idth range 

is 10%. In Figures 6.11 and  6.12, the connection-blocking probability and message overhead 

for the 10-ary 2-cube and the  MBONE topology are p lo tted  for our approach with different 

search-scopes, Flooding and  Trigger(0.5). In BFlooding(n), we added n hops to  the original 

search-scope used by BFlooding. For the 10-ary 2-cube, increasing the  seaxch-scope by one 

or two hops does not add any  route to  be searched, thus causing no change in performance 

or message overhead. T hus, the search-scope was increased by 3, 6 , 9, and  12 hops5.W hen 

the increment is 3, the  connection-blocking probability is lower th an  th a t of Trigger(0.5) 

or even Flooding. However, the num ber of messages generated  per request is much larger 

than th a t in BFlooding. Com pared to Trigger(0.5), B Flooding(3) incurs larger overhead 

under a  mid-range load, b u t smaller under a heavily-loaded condition. This is because, 

under a  heavily-loaded condition, a  smaller number of request messages are relayed due to  

the bandw idth test failure in BFlooding(3) while more frequent link-state distributions are 

required in Trigger(0.5). L ittle gain is made by adding m ore hops to  the  search-scope as 

seen in Figure 6.11. In fact, the  best performance was achieved when the  increment was 6 . 

As the increm ent gets larger, the performance deteriorates, since temporarily-reserved link 

bandwidth prevents new connections from passing the bandw idth test as with Flooding. 

Despite the  little  gain in perform ance, the increase in message overhead is very large in 

BFlooding(6 ), implying th a t  increasing the search scope beyond some limit does not help

5 Some cases are om itted in the figures for clarity.
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at all. The overhead does not change after the increm ent gets larger than  6 . By setting the 

search scope to  oo, one can obtain the result of Flooding. BFlooding(3), BFlooding(6 ), and 

BFlooding(9) are superior to  Flooding in term s of performance and message overhead. The 

result for the 1 0 -ary  2 -cube suggests use of an adaptive approach for determ ining the  search 

scope, depending on network load. T hat is, in case of heavy load, a  larger search scope needs 

to  be used, which will greatly improve the connection-establishment success probability of 

our approach. Since our approach is not based on any global network-load inform ation, it 

must use an indirect approach like prediction based on the connection-establishment success 

rate or local inform ation on the source node’s outgoing links. The result for the MBONE 

topology verifies the same trend observed in the 1 0 -ary  2 -cube.

6.4 .3  D iscu ssio n

In the  sim ulation study, we assumed a  s ta tic  network topology, and thus, did not include 

the d istribution of topology information in calculating the message overhead. This assump­

tion can be justified when the network is quite stable, i.e., the probability of link/node 

failure is very low and addition/rem oval of link/node is rare. In reality, however, networks 

are quite dynam ic since new nodes and links are added to , or removed from, the  existing 

network as seen in the  rapidly growing Internet. In addition, as the network gets larger, the 

number of failed an d /o r  restored nodes and links grows. Thus, we need to consider the effect 

of topology changes on message overhead. Since addition or removal of links/nodes must 

be known to th e  entire network in any QoS routing scheme, we only consider the  failure 

or restoration o f links/nodes. In addition, we consider only link connectivity, because the 

failure or restoration  of a  node can be considered as those of the entire set of links attached  

to the node.

Topology changes can be handled by the datagram  routing scheme (e.g., O SPF) w ithout 

any additional overhead. Since we are considering the QoS routing problem in an  ISPN 

environm ent, we can assume th a t a datagram  routing scheme for best-effort traffic is working 

concurrently w ith the  proposed QoS routing scheme, and th a t the datagram  routing scheme 

handles the d istribution  of topology change inform ation.

However, it m ay be meaningful to consider message overhead due to  topology changes 

separately from th e  datagram  routing scheme. In order to  examine the overhead increase due 

to  the change o f link connectivity, we assume th a t a  link toggles between “connected” and 

“disconnected” s ta te  and the lifetime of each s ta te  is exponentially d istributed with mean t. 

Although this model does not capture the exact link connectivity change characteristics in
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a general network environm ent, it enables us to quantify the  frequency of link connectivity  

changes. Using this model, we analyze th e  message overhead of the QoS routing schemes 

considered in the simulation.

F irst, le t’s consider BFlooding. Every link’s connectivity changes once, on average, for a 

period of t. Thus, if we assume th a t the new link connectivity information is broadcast via a  

minimum spanning tree as done for link-state distribution, approxim ately 40,000 messages 

per t will be generated in a  10-ary ‘2-cube. If we do not differentiate these link connectivity- 

change messages from connection-request messages, the sum  of link connectivity-change 

messages and connection-request messages becomes the  message overhead. Per-request 

message overhead depends greatly  on t. For example, if t is 1,000 (10,000) tim es larger 

than  the average connection-request inter-arrival time, per-request link connectivity change 

messages will be 40 (4). In th a t case, the to tal message overhead is given as 65-73 (29-37) 

from Table 6.2. T he overhead of BFlooding is still much sm aller than th a t of Flooding, 

LS(10), and LS(100) shown in Table 6.2. In contrast, when t is small, e.g., 10 (100) tim es 

larger than the average connection-request inter-arrival time, per-request link connectivity- 

change messages will be 4,000 (400). In this case, BFlooding loses its own m erit, low 

message overhead, relative to Flooding, LS( 10), and LS( 100). Thus, BFlooding is not a  good 

candidate for QoS routing for such an unstable network. In fact, neither LS(10) nor LS(100) 

is good. This is because the link-state update period is sim ilar to  the link connectivity- 

change interval, and thus, it degrades the accuracy of link-state information. For such an 

unstable network, pure flooding-based QoS routing is the best in term s of perform ance and  

overhead. It does not require global topology inform ation in its routing/signaling, and  thus 

is not affected by inaccurate link-state inform ation or the frequency of topology changes. 

Furtherm ore, it does not require any shortest path  calculation, thus lowering the operational 

cost.

In the link-state routing with triggered link-state d istribution, the number of topology- 

change messages generated m ust be the same as th a t of BFlooding, because the  change 

of link connectivity triggers link-state distribution. According to  the definition o f link- 

s ta te  routing with triggered link-state distribution, link-state information is d is tribu ted  

when the available link bandw idth changes by more than  the trigger level, and th e  change 

of link connectivity satisfies this condition. Thus, the relation between Trigger(O .l) or 

Trigger(0.5) and BFlooding does not change regardless w hether the network topology is 

sta tic  or dynamic.

In summary, the  proposed QoS routing has very low overhead and operational cost, yet
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providing good performance if the network is reasonably stable.

6.5 Conclusion

In this chapter, we have proposed and evaluated a  cost-effective QoS-routing scheme th a t 

incurs small overhead and operational cost, but provides reasonably good performance. Un­

like link-state routing, the proposed scheme does not require distribution and maintenance 

of link-state inform ation, nor expensive on-line path  com putation. Instead, every node is 

required to keep a distance table which can be obtained off-line using almost static  network- 

topology information. A qualified route for each requested real-tim e connection is searched 

by flooding request messages with a  limited hop count.

Using a  simulation study, we have com paratively evaluated the  performances and over­

heads ours and o thers’. In terms of overhead, our scheme outperform s the others in 

most cases, although some of the other schemes provide performance slightly better than , 

or comparable to, our scheme. Although ou r scheme has a  lower connection-establishment 

probability than  brute-force flooding or link-state routing, it still provides reasonable per­

formance a t much lower overhead and cost.
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CHAPTER 7 

SUMMARY A N D  FUTURE W ORK

7.1 Summary of Contributions

We sum m arize the contributions of this dissertation, and explore possible extensions of 

the work presented here.

T ra ff ic -c o n tro lle d  ra te -m o n o to n ic  p r io r i ty  sch e d u lin g : To provide per-connection de­

lay guarantees over ATM networks, we execute traffic shaping a t the UNI and employ 

a  link scheduler called TCRM at the interm ediate switches. TCRM  requires only 

a  small buffer space due to its non-work-conserving service policy. It is shown to 

em ulate circuit-switching in the cell level, so one can provide CBR services in ATM 

networks while keeping the statistical multiplexing gain. We have developed a sim­

ple adm ission-test algorithm and also presented an im plem entation of TCRM  using 

a  systolic array priority queue. This im plem entation scales well (im portan t for large- 

scale high-speed networks) and requires far less memory than  the im plem entation of 

PG PS. TCRM  is similar to RCSP and RTC in term s of im plem entation complexity, 

but can achieve high channel admissibility similar to  th a t of PG PS which is much 

more complex to  implement than TC R M .

S ta t is t ic a l  r e a l - t im e  c o m m u n ic a tio n  o v e r  A T M  n e tw o rk s : Based on the histogram- 

based source traffic model, we investigated the cell loss behavior of aggregate video 

stream s which are multiplexed onto a  common channel serviced by a  modified TCRM. 

Assuming a  constant cell-arrival ra te , we have modeled the arriving traffic of the 

aggregate video stream s as a Poisson process and derived the cell-loss ra tio  from the 

M / D / l / N  analysis. Then, the cell-loss ratio of the aggregate video stream s is given as 

the weighted sum of the derived cell-loss ratios, and the weight was given by the rate-
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histogram . T hrough a  simulation study using M PEG-coded video data , we showed 

the effectiveness o f  our framework for statistical real-tim e communication.

S e m i- re a l- t im e  c o m m u n ic a tio n :  The semi-real-time class was introduced to service VoD- 

like applications m ore efficiently than the real-tim e or best-effort class. We defined 

and derived a  s ta tis tica l traffic envelope to  characterize the semi-real-time class tra f­

fic using the C entral Limit Theorem. Trace-driven simulations have shown th a t the  

derived statistical traffic envelope performs as intended as a worst-case traffic enve­

lope in a  s ta tis tica l sense. Through a  numerical evaluation, we showed th a t VoD-like 

applications can be b e tte r serviced using the sem i-real-time communication service in 

term s of consum ed network resources.

S ta t is t ic a l  r e a l - t im e  c o m m u n ic a tio n  o v e r  E th e r n e t :  We modeled the 1 -persistent

CSM A /CD  w ith BEB as an SMP process and derived conditional success probability 

of each packet in its  transm ission, depending on the  num ber of trials for transm ission. 

From this conditional success probability, we obtained the tail distribution of packet 

transm ission delay. Based on this analysis, we derived a  connection admission control 

for realizing sta tis tica l real-tim e communication on the E thernet.

D is t r ib u te d  Q oS  r o u t in g  u s in g  b o u n d e d  f lo o d in g : QoS routing based on bounded 

flooding is a  cost-effective QoS-routing scheme th a t incurs small overhead and  op­

erational cost, bu t provides reasonably good perform ance. Unlike link-state routing, 

the proposed scheme does not require distribution and maintenance of link-state in­

form ation, nor expensive on-line path com putation. Instead, every node is required 

to  keep a  distance table which can be obtained off-line using almost static  network- 

topology inform ation. In the routing/signaling phase, signaling messages are flooded 

through routes to  the  destination node with hop counts smaller than a  pre-specified 

limit in order to  search and establish a QoS route. Through a  simulation study, we 

showed th a t although our scheme has a lower connection-establishment probability 

than  brute-force flooding or link-state routing, it still achieves reasonable perform ance 

a t much lower overhead and cost.

7.2 Future Directions

In this dissertation, we have addressed the problem of providing real-time com m unica­

tion over ISPNs. However, there  still remain many unsolved problems and issues associated
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with QoS guarantees in ISPNs. T he  problems listed below are some of them.

Im p le m e n ta tio n  o f  h ig h -sp e e d  s c h e d u le r :  Implementation of an efficient and  scalable 

high-speed cell scheduler is crucial for providing per-connection QoS in large-scale 

high-speed networks. A lthough we presented an im plementation of TC R M , it is very 

im portant to  implement a cell scheduler in hardw are and test it in a  high-speed net­

work environm ent.

S ta t is tic a l m o d e lin g  o f  W W W  tra ff ic : World Wide Web (W W W ) is one o f the most 

popular applications in the curren t In ternet. Presently, W W W  traffic is trea ted  as 

best-effort traffic. However, one may enhance its QoS by using the semi-real-time class 

considered in this dissertation. To derive the statistical traffic envelope o f W W W  

traffic, we need to  model th e  session arrival behavior as well as the traffic arrival 

behavior within a  session. T he  statistical traffic envelope of W W W  traffic is expected 

to show a  distinct feature because of its  extremely bursty characteristics and long 

range dependency.

H ie ra rc h ic a l a p p ro a c h  o n  Q oS  r o u t in g :  To achieve scalability, it is very im portan t 

that a QoS routing algorithm  have a hierarchical structure for signaling and  for ex­

changing topology change inform ation. It would be interesting to extend our QoS 

routing algorithm  to a  hierarchical form. The hierarchical algorithm  must be designed 

to minimize the  effect of inaccurate topology information observed in hierarchical ap­

proaches.

Im p le m e n ta tio n  o f  Q oS ro u t in g  a lg o r i th m : In this dissertation, we have presented 

the QoS routing algorithm  in the form o f a flowchart and provided many sim ulation 

results. However, in order to  prove the usefulness of our approach in QoS routing, it is 

very im portan t to  investigate the  perform ance of our algorithm through experim ents 

in a  real network.

R e so u rc e  r e s e rv a t io n  sc h e m e : We did not address the resource reservation protocol in 

this d issertation. However, th is  issue is crucial to QoS networking. In particu lar, it 

would be interesting to  investigate the relationship among our cell scheduling scheme, 

QoS routing, and RSVP [1 0 1 ] which is one o f prototypical resource reservation proto­

cols.
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