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ABSTRACT

Large-scale deployment of video-on-demand (VoD) systems depends on the quality-
of-service (QoS) in customers’ interactions. These interactions typically involve the VoD
end-systems, that is, the local VoD server and customers’ premise equipment (CPE), which
communicate via an access network. At this level. factors such as storége reconfigurations
and time variations in the request arrival pattern usually cause customers’ QoS degradation.
This dissertation determines how to achieve service scalability, which is defined as the
ability to accommodate possibly significant workload fluctuations and overloading situations
without affecting customers’ QoS in interactions.

First. VoD server storage should be organized to (1) make a large collection of movie
titles and concurrent channels available at the lowest possible cost, and (2) offer the lowest
admission latency, or minimum waiting time for service. We show that the coarse-grained
striping scheme in disk arrays is a potential candidate for its cost-effective storage usage and
low admission latency. In addition, we identify the feasibility of clustered disk-array-based
storage organizations to reduce service disruptions during content updates. For a given stor-
age organization, scalability can be further improved by batching customers” requests and
using multicast communication. For instance, in *Near-VoD™ (NVoD). videos are sourced
at equally-spaced intervals, thus allowing limited VCR functionality and guaranteeing a
specified maximum admission latency. In order to fully exploit these features. an analytical
study of NVoD is presented, which compares customers” and service provider’s conflicting
objectives.

If, unlike in NVoD, batching is done without any control in the channel allocation pro-
cess, extended periods of demand surge may lead to congestion cycles, causing a scalability
problem. We thus introduce a methodology to measure scalability and identify scalable
alternatives to NVoD. These multicast VoD systems are applicable in a wide range of clus-
tered storage organizations, and may offer a better tradeoff between customers’ QoS and
server’s throughput. However, in these multicast VoD systems, continuity in VCR actions

can only be provided intermittently. To alleviate this limitation, we propose and evaluate

xii
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mechanisms which greatly improve customers’ VCR functionality with minimal degradation

of service scalability.
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CHAPTER 1

INTRODUCTION

1.1 Background

Advances in video compression, video servers. and networking have stimulated the frenzy
of alliances between cable. movie studios, and telephone companies. service providers and
equipment manufacturers. Seen today as one of the most lucrative new markets emerging
from such corporate activities, large-scale digital video service has the potential to replace
neighborhood videotape rental stores. and provide convenient and unrestricted access to a
large collection of movie titles. Considering the costs in networking, storage. and customers’
premise equipments (CPEs). a mass market is needed for the technology to be viable [90].
To support such deployment (e.g., 10.000 — 100,000 customers \'ie\x:ing 2,000 - 20.000
movies), it is usually recognized [15. 26. 4. 63. 65. 74| that a hierarchical video-on-demand
(VoD) server architecture is preferable for scalability and economical viability.

In a generic metropolitan architecture depicted in Figure 1.1. service providers manage
their own set of video materials. disseminated from one or more archives to a set of front-end
local video servers via high-speed regional and backbone networks which are likely to be
an ATM variety. Movie archives serve as a repository for a large collection of movie titles.
compressed and stored in video databases on secondary and possibly tertiary storages.
These archives are used by service providers to periodically update local video servers,
during off-peak hours [65]. Caching programs in local VoD servers avoids the high cost of
network infrastructure and core network bandwidth demands that would otherwise incur
when a large number of customers are served from a single point [15]. Service providers are
also responsible for (i) balancing loads among local VoD servers and (ii) video migration
between different levels of the hierarchy so as to maximize the probability of honoring a

customer’s request locally. One can take advantage of locality and time variations in request
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Figure 1.1: A metropolitan video-on-demand system architecture.

arrival rates in conjunction with high-speed networking to improve customers’ service by
storing frequently-accessed videos on a faster. more expensive storage while keeping less
frequently-requested movies on slower, less expensive archives [15. 14, 63. 74]. In the rare
case of requests for movie titles not available locally. nearby local VoD servers can be
queried. Alternatively. data can be transferred at high speeds from the closest archive and
cached locally for playout.

This dissertation deals with the interactive aspect of VoD. For the most popular movies.
customers’ level of interactivity is affected by the architectural decisions for the choice of
a storage medium and resource allocation in local VoD servers. Consequently, the scope of
our research will be at this level. Literally speaking, the term video-on-demand suggests
that ideally, customers’ interactions with the service provider should be satisfied at will. In
the traditional pay-per-view (PPV) service provided by broadcast cable companies, there is
no interaction since subscribers “tune in™ to pre-scheduled programs, on which they have
no control. The most basic improvement over this type of service is to provide users with
the VCR playback capability of rental programs. Such service is called “deterministic” VoD
(D-VoD) if no customer interaction is allowed after the start of a program, because movies

are of constant length, and hence, customers receive deterministic service. A service is
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known as “true” VoD (T-VoD) if it provides VCR functionality [65]. In between these two
extremes, variations on the basic pay-per-view scheme have been proposed in the literature
[52, 65], depending on the degree to which VoD services make use of user interactivity.

At the local level, a basic VoD interaction scenario consists of a movie database perusal
or query. a request for a feature presentation, and movie viewing. This process typically
involves the VoD end-systems, that is, the local VoD server. and CPEs, which communicate
via an access network. The latter requires a technology that will allow several Mbps to be
transmitted to individual homes. since typically. VHS-quality MPEG-1 [61, 82, 83, 84] and
HDTV-quality MPEG-2 channels require from 1.5 to 16 Mbps. Possible alternatives include
asymmetric digital subscriber line (ADSL). fiber-to-the-home (FTTH). fiber-to-the-curb
(FTTC), and hybrid-fiber-coax (HFC). Let’s briefly review each of these technologies. ADSL
has the advantage that modems can attach to a standard telephone line. and thus be used
by businesses that do not have cable TV service to offer interactive services. The required
modem technology at each end of the connection is. however, currently very expensive. In
addition. even though the maximum input data rate has been increased from 1.5 Mbps in
1993 to 50 Mbps in 1995 [40], a maximum output data rate 640 Kbps makes the system
unsuitable for jobs where large amounts of data must flow in both ways. FTTH and FTTC
require running high-speed fiber-optic all the way into individual homes or to curbside vaults
that serve a dozen or so households. In the latter case. the optical signal that passed through
the fiber-optics is converted at vaults into an electrical signal and sent down coaxial cables
into customers’ homes. These two options are prohibitively expensive. especially considering
the billions of dollars already spent in the traditional commercial television cable networks
based on coaxial cables. and the fact that the network hardware costs would not be shared.

The third alternative. HFC. is widely recognized as the emerging standard for both cable
and telephone companies as it allows one to use fiber-optic cables to carry their signals to
large groups of homes (e.g., 500), called fiber service areas (FSAs). vet still use the existing
coaxial cable to carry those signals into each home individually. Thanks to emerging coaxial
cable systems, cable modem technology, and quadrature amplitude modulation (QAM) of
digital information onto analog carriers, HFC will eventually allow the existing cable plant to
be upgraded to digital transmission and serve 200- to 1,000-household neighborhoods with
up to 500 MPEG-2 digital channels. in addition to the existing capacity of 65 analog channels
[40], while leaving some bandwidth available to return. control. and personal communication
channels. In the meantime. most cable TV systems, initially designed to pump analog data

in one direction only. must be rebuilt to carry digital data in two directions. It is estimated
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that 25% of American homes will have upgraded cable systems by the end of 1998. It
may be argued that bidirectional communication will cause congestion periods similar to
those commonly-observed over the Internet when several interactive users transmit large
data files simultaneously. Nevertheless, in interactive VoD, bidirectional communication is
needed only for sporadic exchanges of short control messages between subscribers and service
providers. In summary, while ADSL can be seen as an intermediate support solution, HFC
is rapidly becoming suitable for VoD applications until we have full-optic fiber upgrades.
Even with vast improvements in technology, the architecture of the traditional television
broadcast network should thus remain essentially the same, the broadcast signal being
progressively supplanted by a digital signal. Similarly, the tuner currently used in CPEs to
select a desired channel from the received signal will be upgraded to a miniature personal
computer called a set-top box (STB). The STB is the bridge between the subscriber’s display
devices, peripherals, and input devices (such as hand-held infrared remote controller). and
a communication channel, connecting the STB to the information infrastructure of service
providers. [t will typically include memory. an MPEG decoder chip. a cable modem. a
processor for connection management. a frame buffer, and other “glue” logic [67]. The STB
will be in charge of sending, receiving, and processing control messages and customer input.

and receiving, decoding, and forwarding the decoded frame to the video display.

1.2 Research Objective

The operation of a VoD server comprises two distinct phases. First. upon receiving a
request, the server must be able to reserve resources and decide if the request can be honored.
This is the program scheduling phase. in which the VoD server uses an admission control
algorithm to decide when to start program transmission. based on constraints such as the
available capacity of the movie library on disks or disk arraysin a compi’essed format. Once
a service has been scheduled. run-time operation of the VoD server will ensure continuous
and seamless playout by retrieving in real-time and delivering a stream of compressed full-
motion video data via the access network. In T-VoD. VCR actions after the start of a
program also require specific mechanisms, which may involve both the local VoD server and
CPE during the servicing phase.

Customers’ QoS during scheduling and servicing phase is of paramount importance.
given that economical viability and future large-scale deployment of VoD ultimately depend

on customers’ appreciation of the service delivered. Typical application QoS parameters for
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images and video include image size. frame rate, startup delay, synchronization between
multiple streams, reliability and subjective factors such as the importémce of the informa-
tion to the user. Network QoS parameters include bandwidth, delay, jitter and loss rate.
End-system parameters include CPU load, utilization, buffering mechanisms and storage
related parameters. The focus of this dissertation is on the constraints imposed on resource
allocation by QoS requirements at the user level. We approach this problem by focusing
on the interactions between customers and the VoD server, which take place during the
scheduling phase and in the case of T-VoD, upon request for VCR actions during the ser-
vicing phase. During the scheduling phase, customers’ QoS can be expressed in terms of
waiting time before receiving service, or admission latency, and the defection rate due to
long waits. Also, when extra resources are added, video material changed, or in the event of
disk failures, taking resources off-line for reconfiguration should incur minimum disruption
of service to existing connections. Thus. customer’s QoS is also affected by service availabil-
ity, or minimum support provided by the VoD server in case of reconfiguration. In T-VoD.
support for VCR actions provided to customers depends on the fraction of VCR actions
which are (1) blocked: (2) promptly served in a continuous fashion. that is. a customer is
able to fully control the duration of interaction; and (3) promptly served in a discontin-
uous fashion; discontinuous interactive functions can only be specified for durations that
are integer multiples of a predetermined time increment. This classification indicates both
customers’ QoS received, as measured by their ability to obtain continuous service. and cus-
tomers’ QoS degradation. which can be either graceful (fraction of discontinuous actions)
or not (fraction of blocked actions).

Several factors may affect customers’ QoS in interactions. First of all, similarly to the
current cable TV, VoD systems will experience variations in the request arrival pattern for
videos on various timescales. For instance. one can observe daily variations in the request
rate between “prime time” (e.g., circa 8 p.m.) and "off-hours™ (e.g.. early morning). On
a larger time scale (e.g., one week). changes in movie popularities due to new releases or
customers’ loss of interest in current titles over time, may also cause changes in the request
rate. Furthermore, customers’ willingness to wait for service and the set of most frequently-
requested movies may change over the course of a day. (For example,” movies that appeal
to children may register their peak access during the afternoon while other movies may be
popular with adults in the evening.) Lastly, insertion of advertisements or movie previews
may subsidize VoD service providers on a daily basis in the same way as traditional video

and pay-per-view services. Such changes require storage reconfigurations, during which QoS
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degradation should be avoided. Our goal is to determine Lkow to achieve service scalability.
which is defined as the ability to accommodate these possibly significant workload fluctuations
and overloading situations without affecting customers’ QoS in interactions.

When designing a VoD server for scalability in interactions. one must deal with sev-
eral constraints on resource allocation and usage. First, a VoD server has to offer a pre-
determined selection of movie titles, and support non-uniform access to these movie titles.
Access locality in video services, caused by customers’ specific demand patterns, is best
described by a commonly-used criterion for partitioning movie titles, known as probability
of movie access, or “popularity” [65]. Second, in addition to movie selection, the maxi-
mum number of concurrent channels and storage organization determine the cost of a VoD
server. For a given cost range, the VoD server throughput. defined as the average number
of customers served per movie transmission. should be maximized as it indicates the service
provider’s revenue. It is essential to satisfy these constraints while providing maximum QoS.
The objective of this research is thus to specify long-term resource allocation and usage in
VoD end-systems so that a large collection of movie titles and channels can be accessed by

a maximum number of users with scalability in interactions. at the lowest cost.

1.3 Approach

In our study of service scalability in VoD end-systems. we considered the following
three orthogonal issues: (1) how to dimension and organize storage for scalability, (2)
how to improve scalability in D-VoD during the scheduling phase. and (3) how to improve
scalability in T-VoD during both scheduling and servicing phases.

For a given movie selection and channel capacity, the storage organization of a VoD
server will determine server cost — which depends on the required number of disks and
amount of RAM needed for synchronous retrieval — and customers’ QoS. Small-scale VoD
servers which store one movie title per disk (OMPD) typically trade availability — disks
can fail or be brought off-line for update without affecting the entire service — for increased
latency and costly, inefficient. and unbalanced use of storage capacity. Unlike OMPD. VoD
servers which store movie titles using various striping schemes [77] of videos across disks
ensure a very low latency and high storage utilization. In this case, however. reconfigurations
risk the availability of the entire VoD server. Ideally, a scalable storage architecture should
combine the advantages of both schemes in order to be (1) versatile, that is, continuously

available regardless of changes in the offered material. (2) expandable to ensure that new
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devices can be added easily, and (3) evenly accessed. Versatility and expandability are
important properties since they define the ability to reconfigure the VoD server without
disrupting service during the reconfigurations. In addition, access to storage devices should
be as uniform as possible. in order to avoid “hot spots” and inefficient resource utilization.
Thus, it is reasonable to expect that at the local level, the storage should consist of several
clusters accessed with the same frequency, each cluster serving as a repository for a subset
of all movie titles, for which it will provide a fraction of the total channel capacity. In both
D-VoD and T-VoD, we therefore address how to choose clusters’ capacity and how to assign
videos to separate devices so as to maximize customers’ QoS at minimal cost.

Once a storage organization has been specified, one possible way to improve scalability
in D-VoD and reduce per-customer system cost is to delay the D-VoD.server’s response to
requests within customers’ tolerance and “batch” those requests made by many different
viewers for the same movie within a batching period [10]. This method may potentially
increase throughput, or the average number of service requests granted per program. by
using multicast communication. From the service provider’s perspective. this is a very
attractive feature since the number of concurrent clients is not upper-bounded by resource
availability. Furthermore, customers’ average latency may also be reduced as requests for
the same movie that arrived within the same batching period do not have to compete for
resources. [t should be noted that in T-VoD, such improvement in scalability is harder
to achieve since the full support for continuous interactive functions requires dedicating
resources to serve individual requests., which may degrade the system to a non-sharing
mode.

The choice of a batching policy plays an important role in determining both customers’
latency and system throughput, and therefore commercial success and immediate deploy-
ment of multicast VoD systems. We investigate a batching strategy which sources the same
material at equally-spaced intervals. called phase offsets. This kind of VoD service. in which
subscribers who order a particular movie to start within a specific time window are grouped
together, is termed “Near-VoD” (NVoD) [12. 65]. It is becoming increasingly popular with
the telecom, cable, broadcast, and content companies as it offers the potential to provide
scalable, cost-effective digital media services. In addition to the improved scalability during
the scheduling phase, the main advantage of NVoD systems over other batching policies
is that, by keeping the batching interval nearly constant per movie title, it is possible to
extend D-VoD service to provide customers with limited and scalable VCR capability. From

a service provider’s point of view. this feature is quite attractive for preliminary experimen-

-
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tation with interactive service, before making a large investment into T-VoD-like service.
Indeed, limited continuity in VCR actions can be provided by caching a small amount of
video data (e.g., 5 minutes’ worth of video) in a buffer located in the CPE. This buffer
can then be accessed without removing the customer from the multicast group. Moreover,
staggered phase offsets support for discontinuous VCR actions is provided by allowing cus-
tomers to specify the length of video they want to skip, possibly in integer multiples of
the phase offset duration. In this case, the NVoD server will reassign the customer to the
multicast group whose playout point is the closest to that requested by the customer. From
a customer’s perspective, another attractive feature of NVoD service is the ability to be
informed exactly when the transmission will start. Thus, even when resources are scarce,
predictable response times can be guaranteed for all incoming requests.

For a given channel capacity, movie selection. and storage organization. the number of
channels allocated to each movie title depends on its popularity. For instance, in the case
of a rarely-requested movie, the NVoD server will probably allocate very few channels to
it so that more channels may be allocated to popular titles. and therefore. more customers
may be served. Customers’ willingness to wait for service will also impose constraints on
the maximum acceptable phase offset, and hence on channel allocation. Based on these two
conflicting constraints, we present heuristics to optimize NVoD server objectives. such as
maximum throughput. and minimum phase offset. indicating customers’ QoS.

In multicast D-VoD systems such as NVoD. scalability is primarily affected by the time-
dependent request arrival pattern. and the storage organization of the VoD server, which
may consist of one or several disk arrays. [deally. a scalable batching policy should always
prevent the degradation of customers’ QoS and server throughput. and remain insensitive
to fluctuations in the request rate. Performance should thus be as self-similar as possible.
that is, remain approximately constant and acceptable on various timescales, regardless of
the duration and amplitude of high load periods. If batching is done without regulation
in the channel allocation process, extended periods of demand surge may cause congestion
cycles, resulting in a scalability problem. As we shall see. this phenomenon is due to the
inherent lack of variability in movie lengths. which makes uncontrolled channel allocation
prone to channel clumping when periods of high loads alternate with periods of low traffic
intensity. This problem is exacerbated by the heavily-localized access to these movies. and
the disparity between the number of individual movie titles usually held in most storage
organizations and the much higher concurrent channel capacity allocated to these movies.

We, therefore, address next the problem of identifying and evaluating scalable batching
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policies under nonstationary load conditions. In parallel with this study, we propose scalable
alternatives to NVoD, which, unlike the latter, are applicable to a wide range of clustered
storage organizations, and may thus offer a better tradeoff between customers’ QoS, and
server’s throughput.

The last issue addressed in this dissertation is how to provide a T-VoD-like fully-
interactive on-demand service in multicast VoD systems without sacrificing service scal-
ability. In the absence of adequate mechanisms for using VoD system resources other than
simply sourcing video materials in playback mode, continuity in VCR actions can only be
provided intermittently at best (e.g., in NVoD). To alleviate this limitation, we propose
mechanisms for unrestricted VCR functionality with minimal degradation of system scala-
bility, and therefore economical viability. and evaluate them with scalable batching policies.
The basic idea behind these mechanisms consists in using a pool of “interaction” channels
(or I-channels) in conjunction with partial caching of programs in the CPE buffer. to exe-
cute operations which would otherwise be blocked. The low-latency buffer is then actively
employed to reclaim dedicated resources by merging the customer back in synchronization
with a “batching” channel (B-channel). This is simply performed by prefetching frames or
groups of frames while an [-channel is serving the customer in playback mode. This way,
both the VoD server and the CPE buffer can work synergistically to decrease the probability
of blocking VCR actions while preserving the service scalability achieved by the VoD server.

In such interactive multicast VoD systems. both customers’ QoS and VoD server scal-
ability are affected by a combination of four independent factors: (1) the CPE-buffer size
and management; (2) the ratio of the number of I-channels to that of B-channels; (3) cus-
tomers’ request and interaction behavior: and () the VoD server’s batching policy. A larger
CPE-buffer size is preferable to reduce the load on the pool of [-channels by making a larger
portion of the video program available for immediate access and by making it more likely for
an I-channel customer to find and join a target multicast group after a VCR action. How-
ever, mechanisms to protect intellectual property rights — so that service providers are able
to maintain control of their data and thus are able to stay in business — and affordability
constraints will impose an upper limit on the buffer size. which will most likely be restricted
to a few minutes’ worth of video. It is therefore necessary to find the appropriate batching
policy and partition between B- and I- channels in order to provide a viable tradeoff among
server throughput, the admission latency experienced by new requests, and the blocking
probability of VCR actions. Note that the tradeoff between admission and interactions is

less clearcut as it may first appear, since more channels allocated to a frequently-requested
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movie will have the two opposite effects of (1) admitting more customers into the system.
thus increasing the load on [-channels; (2) making merge attempts from [- to B- channels for
that particular movie title more likely to succeed. thus reclaiming resources more efficiently.
To investigate the complex interactions among the above-mentioned factors, we evaluate
support for VCR actions and the VoD server’s batching efficiency by considering various
realistic scenarios of customer interactive behavior. including parameters such as the level
of interactivity or the duration of VCR actions.

In summary. our three-fold approach to service scalability in VoD end-systems looks at
storage organizations for low latency and high service availability, request batching for high
throughput, and synergistic collaboration between VoD server and CPE buffer for full and

scalable VCR functionality.

1.4 Organization of the Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 addresses the prob-
lem of organizing resources, so as to make a large collection of movie titles and concurrent
channels available at the lowest possible cost. while offering the highest admission QoS. The
coarse-grained striping (CGS) scheme in disk arrays is shown to be a potential candidate
for its cost-effective storage usage and low admission latency. We study the feasibility of
storage organizations in which disks are partitioned into several clusters to reduce service
disruptions during reconfigurations. In parallel with this. we present an algorithm for opti-
mal video allocation across clusters. and show that high service availability can be achieved
in a cost-effective way with minor side-effects on customers” admission latency. We extend
these results to show that full-fledged VCR functionality can be provided at a reasonable
cost.

In Chapter 3, we present an analytical (in contrast to commonly-used simulations) ap-
proach to program scheduling in near video-on-demand (NVoD) systems. The proposed
approach to analytical modeling integrates both customers’ and service provider’s views
to account for the tradeoff between system throughput and customers’ partial patience.
We first determine the optimal scheduling of movies of different popularities for maximum
throughput and the lowest average phase offset. Next., we deal with a variation of NVoD
called quasi video-on-demand (QVoD). in which programs are scheduled based on a thresh-
old on the number of pending requests. The throughput is found to be usually greater in

QVoD than in NVoD, except for the extreme case of nonstationary request arrival rates.
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This observation is then used to improve throughput without compromising customers’ QoS
in terms of average phase offset and the corresponding dispersion.

Chapter 4 presents an comparative study of various batching policies in D-VoD servers
under realistic conditions including customers’ behavior, storage organization. and time
variations of request arrival rates. We focus on disk-array-based D-VoD servers., whaose
movie selection and channel capacity are determined by cost and the underlying striping
scheme. We analyze the well-known lack of scalability of on-demand batching, and introduce
a methodology to measure scalability. We then compare various scalable batching policies
and show that even the simplest batching policy may vastly improve on-demand channel
allocation. Finally, we study the feasibility of scalable batching in clustered disk-arrays, and
show that high service availability and scalable batching can be achieved in a cost-effective
way.

In Chapter 5, we propose and evaluate a framework for fully-interactive, yet scalable.
on-demand service in multicast VoD systems. As the first step. we present support for
discontinuous and intermittently-continuous VCR actions. the playback (default) mode of
a multicast VoD system. Next, we show that unrestricted support for interactive operations
can be provided by allocating a portion of the VoD-server’s channel capacity for interac-
tive operations which would otherwise be blocked. These interaction channels are used
in conjunction with partial caching of programs in CPEs to make sharing and scalability
transparent to the viewers. The proposed framework for full VCR functionality is applied to
the various scalable batching policies that have been presented in Chapter 3 and evaluated
in Chapter 4. For the sake of realism. we introduce an idealized. yet realistic., model of
customers’ admission and interaction behavior which captures several key features of cus-
tomers’ demands for interaction support. We use this model to show that batching policies
under the proposed framework can make an attractive tradeoff between system scalability
and viewers’ VCR functionality. We also show. for various C'PE-buffer sizes and channel ca-
pacities, that our framework for interactions provides an effective support for graceful QoS
degradation in case of resource shortage. Finally. we identify through simulation that ac-
tive CPE-buffer management improves customers’ QoS when interaction behavior is biased
towards a particular type of VCR action.

This dissertation concludes with Chapter 6, which summarizes our contributions and

suggests future work.
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CHAPTER 2

RESOURCE ALLOCATION
IN VIDEO-ON-DEMAND SERVERS

2.1 Introduction

Our objective in this chapter is to specify storage organization and long-term resource
allocation in distributed VoD servers so that a large collection of movie titles and chan-
nels can be accessed with the highest QoS and at the lowest cost. In case of distributed
VoD service, customers typically interact locally with front-end VoD servers via an access
network. In the rare case of requests for movie titles not available locally, nearby local
VoD servers can be queried. Alternativelyv. data can be transferred at high speeds from the
closest archive and cached locally for playout. For the most popular movies, customers’
QoS during the scheduling phase is therefore affected by the architectural decisions for the
choice of a storage medium and resource allocation in local VoD servers.

We saw in Chapter 1 that local VoD servers (D-VoD or T-VoD) are responsible for
billing and connection management during the scheduling phase, and real-time retrieval
and delivery of digital bit streams containing compressed full-motion video data during the
servicing phase. In this chapter. we focus on the program scheduling phase, in which the
VoD server decides when to start program transmission based on the available capacity
of the storage system. During the scheduling phase. customers’ QoS can be expressed in
terms of waiting time before receiving service. or admission latency. and minimum support
provided by the VoD server in case of reconfiguration, or service availability. In the first case.
long waits may cause a high defection rate and loss of viewers. Also, when extra resources
are added, video material changed. or in the event of disk failures, taking resources off-
line for reconfiguration should incur minimum disruption of service to existing connections.

From the VoD server’s point of view. the ideal storage architecture can thus be seen as a
P g

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



combination of (1) scalability. defined as the ability to accommodate significant workload
fluctuations and overloads without affecting admission latency; and (2) versatility. defined
as the ability to reconfigure the VoD server with minimal disturbance to service availability
during these changes. A high level of versatility is also desirable for expandability, to ensure
that new devices can be added easily.

At the local level, the video server requires a storage medium which offers fast access,
has a large capacity, is relatively inexpensive, and is capable of the random access needed
for VoD operation. Tertiary storage technologies such as magnetic tapes, optical jukeboxes,
or the new Digital Versatile Disc (DVD) jukeboxes are highly cost-effective because they
provide large storage capacities at low cost. However, their random access time is slow.
and their throughput is low. Consequently. they are better suited to movie archives [26],
providing a large selection of movie titles that is not frequently accessed. and for which
synchronous retrieval of video data is not as critical as at the local level. On the other
hand, due to the voluminous nature of video data (e.g.. a 100-minute MPEG-1 movie
requires 1.125 GB), and the high cost of RAM (3540/MB in 1996), storing videos entirely in
RAM is prohibitively expensive. It is therefore commonly accepted [26. T1. 77] that a video
server is more cost-effective if it relies on magnetic disks instead of RAM for the storage and
synchronous retrieval of the most popular videos. A small. appropriately chosen amount
of RAM is then used to buffer retrieved video data during each disk access. in order to
compensate for the relatively high latency for data access (e.g.. 10-20 ms) and for the disk
access rates (e.g., 30-60 Mbps), typically greater than compressed video data rates. Note
that using magnetic disks as the sole storage medium may become too expensive if the
number of movies accessible at the local level is too large. In this case. local storage can
be organized as a hierarchy that combines the cost-effectiveness of tertiary storage to store
the “least-frequently accessed™ popular movies, and the high performance of fixed magnetic

disks.

2.1.1 Approach

When designing a VoD server. one must deal with several constraints on resource al-
location to provide scalability, versatility, and ensure load to be evenly balanced. First, a
VoD server has to offer a pre-determined selection of movie titles, and support non-uniform
access to these movie titles of heterogeneous popularity. In addition to movie selection.
the maximum number of concurrent synchronous channels and storage organization — e.g..

schemes for laying out the videos on multiple disks for efficient disk bandwidth utilization —
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also determine the number of magnetic disks and amount of RAM needed for synchronous
retrieval, which in turn determine the cost of a VoD server. For illustration of these complex
interactions, we will first overview two basic. well-understood types of storage technology.
specifically chosen for their distinct ways to allocate resources among different movie titles.
and to illustrate their respective limitations. The first type “completely” partitions the
storage among different movie titles. An example of such organizations, called completely-
partitioned (CP) organizations, may be found in small-scale VoD servers which store one
movie title per disk (OMPD). The second type completely shares the storage among differ-
ent movie titles. An example of such partitions. called completely-shared (CS) organizations.
is VoD servers which store movie titles using fine-grained striping (FGS) or coarse-grained
striping (CGS) [77] of videos across disks in order to effectively utilize disk bandwidth.

Both forms of storage constitute, to some extent. the two extreme cases. CP organiza-
tions typically trade availability — disks can fail or be brought off-line for update without
affecting the entire service -—— for increased latency and costly. inefficient use of storage
capacity. CS organizations. on the other hand. ensure a very low latency and high storage
utilization, but reconfigurations risk the availability of the entire VoD server. Thus. it is
reasonable to expect that at the local level. the storage consists of several clusters and
combines both storage models into a hybrid organization. Each cluster will then serve as
a repository for a subset of all movie titles. for which it will provide a fraction of the total
channel capacity. In this chapter. we shall therefore address how to partition a CS organi-
zation into clusters. how to choose clusters” capacity, and how to assign videos to separate
devices so that customers’ QoS may be maximized at minimal cost.

The remainder of this chapter is organized as follows. We first focus on D-VoD servers
because. while being the easiest system to understand and the first implemented in research
labs, deterministic service is the minimum service one can erpect from a video server. As
background, we present the two basic storage organizations and compare OMPD, FGS, and
CGS in terms of admission latency and cost to provide a given channel capacity and movie
selection. We next investigate the increase in cost and customers’ laten'cy that enables disk
arrays to be clustered to provide customers with higher service availability. Given that
VoD service providers target at the home consumer market. we study resource allocation in
various realistic scenarios including time variations in the request arrival pattern. We show
that OMPD, although often quoted as a naive approach to storage configuration, may be
economically acceptable for highly reliable service of a small number of movies to a large user

population. Lastly, since customers’ interactive behavior after admission affects the video
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retrieval rate and the holding time of VoD server’s resources, we adapt our methodology to

T-VoD service. This chapter concludes with Section 2.7.

2.2 Two Basic Storage Organizations

2.2.1 Optimal Concurrent Access Profile in CP Organizations

CP organizations completely partition the storage among different movie titles by storing
one movie per disk (OMPD). While not extremely attractive in terms of cost compared to
other sophisticated storage technologies, OMPD has definite advantages such as reliability,
since when a disk fails, only one copy of the movie becomes unavailable. Currently, a disk has
capacity to hold 1 or 2 movies in compressed format (1 —9 GB). while it has the throughput
to allow 5 to 20 viewers to simultaneously access its contents (30 — 60 Mbs). Thus, if a
video is not replicated on several disks and entirely stored on a single disk, the number of
concurrent video streams that can be supported is bounded above by the disk bandwidth.
The popularities will therefore dictate the number of disks that should be allocated to each
individual movie title, hence the partition of the concurrent channel capacity among movie
titles. (A more popular movie will be replicated and stored on multiple disks.)

Let d denote the number of disks to be partitioned among N movie titles, R the band-
width required per stream. B the bandwidth of a single disk in number of video streams.
S the storage required per movie, and Cy > S the capacity of a single disk. For a storage
organization supporting .V different movies. popularity can be defined as a vector of access
probability [p1,p2,- -, pN], Z‘,\,{ﬂ Pm = L. where p,; is the probability that a client will re-
quest movie m. Thus, if the aggregated request arrival process is Poisson with parameter A
(or A(t) in case of time dependence) — as has traditionally been used in telephony — then.
according to the well-known result of splitting a Poisson process [21], the request arrivals
at movie title m are a Poisson process with parameter A,, = pnA. The traffic intensity is
given by p = ﬁ

Let’s consider the optimal partitioning of the disk capacity of a VoD server among movie
titles requiring an identical playout rate. A reasonable partitioning policy is the proportional
allocation, which attempts to allocate d,, = p,,d disks to movie title m. However, as p,,d is
usually not an integer, the video server may be forced to allocate d,, = [pmd] for m > 1 and
dy =d—-YN_ d,. The major problem with this “blocking effect” is that the mazimum
sustatnable traffic intensity — which is the maximum value of p = ﬁ sustainable while
keeping the system stable — will be less than 1. as the proportional allocation policy may
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lead to a traffic intensity p,, > 1 for movie title m. In order to reduce the blocking effect.
it is possible to specify an optimal concurrent access profile (OCAP), which is the partition
[dy,---,dn] of d disks among N movies so that minimizes the customers’ average waiting
time. OCAP specification determines, for a given traffic intensity, all the stable partitions.
and selects the one corresponding to the highest maximum sustainable traffic intensity.

Our approach in calculating the waiting time is to model the partitioning of VoD stor-
age for a set of movie titles, as a group of V parallel queueing systems of type M/D/c!.
denoted by M/D/d,,.B,m = 1,---, N. If the VoD server does not support any interactiv-
ity, the service will be provided deterministically at rate g = 1/L. where L is the average
length of movies. For simplicity, we assume that all movie titles are of an identical length,
since most movie titles are known to have playback lengths of about 90 — 100 minutes.
While a Gaussian or uniform distribution between. say, one and two hours might provide
a better match, it will not affect the general conclusions drawn from our analysis. De-
noting by EW (A, /D/d,,.B) the average waiting time for each virtual queueing system
M\,./D/dn.B of type M/D/c with Poisson arrivals at rate \,,. deterministic service. and
dm.B servers, our optimization problem can be stated as:

Problem VoD OCAP: Given d concurrent disks. d = [d,.---.dy] partition of the disks

among NV > d different movie titles or groups of movie titles. A the aggregated request arrival
rate, p the average service rate, [p;.-- -, py] the movie popularity vector and A, = p A the

arrival rate at each M/D/d,,.B queue corresponding to movie title m. determine

N '

min Y pm EW(3My,,/D/dn.B) such that )  d,, = d.
s m=1

m=1
This optimization problem can. in general. be solved using an efficient enumeration tech-
nique as we showed in Appendix A. Also. EW (M, /D/dm.B) can be accurately inferred
from the corresponding M), /M/d,,.B queueing system with exponentially-distributed ser-

vice times by using a technique similar to the one outlined in [36].

2.2.2 CS Storage Organizations

CS storage organizations completely share the storage among different movie titles by
striping videos across disk farms or disk arrays in order to effectively utilize disk bandwidth.
Unlike OMPD, in which the maximum number of concurrent channels for a particular

movie title is determined by the number of disks allocated to that particular movie title,

'This notation reflects standard queueing theory nomenclature [17. 54], whereby the first letter M stands
for a Poisson arrival process, the second letter D indicates that the probability distribution of the service
times is deterministic, and the last number corresponds to the number of servers.
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in CS organizations each disk can devote its transfer capability to playing whichever movie
has been requested. Thus, unwatched movies require disk capacity but do not waste disk
bandwidth, and the concurrent channel capacity is fully available to any movie title. In
this chapter, we consider striping over disk arrays which. with specialized software and/or
hardware controllers, distribute consecutive logical data units on consecutive disks in a
round-robin fashion. Two popular schemes are presented in [77]. In fine-grained striping
(FGS) (similar to RAID-3), the stripe unit is relatively small (e.g., a byte) and every retrieval
involves all d disks that behave like a single logical disk with bandwidth dB. In coarse-
grained striping (CGS), each retrieval block consists of a large stripe unit which is read
from only a single disk, but different disks can simultaneously handle independent requests.
CGS with parity information maintained on one or several dedicated disks corresponds to
RAID-5 (19, 76].

We shall henceforth restrict our study to constant bit rate (CBR) media data whose
bandwidth requirement remains fixed throughout the entire display of a video. In both
striping schemes, due to the periodic nature of video clips. data for videos in service is
retrieved in fixed-length “rounds.”™ using the C-SCAN seek optimizing disk scheduling al-
gorithm [77]. C-SCAN eliminates random seeks to arbitrary locations by sorting videos
and traversing disk surface from the innermost pending request to the outermost pending
request. In disk-array-based VoD servers. new customers are served by transferring their
requests from a request list to a service list. Unlike FGS. in which only one service list is
needed, in CGS a service list is maintained for each disk. If the number of stripe units per
video is a multiple of the number of disks? the storage server operation at the end of each
round is to set the service list for every disk to that of its preceding disk. Otherwise, the cur-
rent available bandwidth scheme presented in [77] is used for starvation-free disk bandwidth
allocation. New customers are served by transferring their requests from a request list to the
service list of the first disk. For each video. consecutive stripe units of size corresponding to
the duration of a round are stored on the d disks in round-robin fashion. Retrieval of each
video stream then proceeds in lock-step. that is, each client accesses exactly one disk during
each round, and consecutive disks are accessed by the same set of clients during successive
rounds. The more general issue of accessing variable bit rate (VBR) encoded media stream

using CGS is beyond the scope of this dissertation. Generally speaking, efficient storage

2This can be enforced by appending movie previews or advertisements. Such content insertion practice
may subsidize VoD service providers in the same way as traditional video and pay-per-view services. As we
shall see, however, the stripe unit and number of disks needed for a 1,000- or 2,000-channel CGS disk array
are so small that typically less than a minute worth of content insertion can be expected.

17

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



utilization while guaranteeing hiccup-free continuous display depends on the elected block
placement policy and on load balancing techniques [57]. Opting for variable-size blocks
corresponding to video segments of constant duration is shown in [24] to be cost-effective.
It is also well-suited for a read-only environment such as VoD. since lock-step retrieval is
made possible. Whatever the case may be, the schemes presented in this paper can deal
with VBR data by using standard techniques such as pushing data at constant rate R and
allocating sufficient buffer space at the client to smooth variations with respect to R.
Differences in degree of concurrency and parallelism affect storage capacity, and there-
fore, performance modeling and cost evaluation. A high degree of parallelism in FGS
eliminates the need for replication, as conjectured in [65], but at the cost of d times higher
latency overhead per data access. In CGS. the number of concurrent accesses to a particular
movie title is limited by the load on the disk holding the first video segment. but high-degree
concurrency is better adapted to retrieval of material such as videos. with relatively low
bandwidth in comparison with the bandwidth of a single disk (each disk having enough
bandwidth to serve several videos). Consequently. it is proved in [77] that the retrieval
cycle is much lower in CGS than in FGS (e.g.. | second instead of 12 in a disk array sup-
porting 1,000 channels), thus incurring lower disk and RAM requirements for continuous
data retrieval and transmission. In addition to distributing the workload uniformly across
disks, disk striping also enables multiple concurrent streams of a video to be supported
without replicating the video. With a large number of disks (e.g.. 1.000). however, CGS
has been documented in [26] to cause substantial admission wait if the system is highly-
loaded, unless movies are replicated in proportion to popularities. Nevertheless. this is an

extreme case not representative of local VoD service.

2.3 Choosing a Storage Organization

2.3.1 Cost and Storage Capacity

In our evaluation study, and for the remainder of this dissertation. disk parameters such
as settle time, worst-case seek time. worst-case latency, rotational latency. cost and capacity
are drawn from a commercially-available disk [103]. We also assume that all movie titles
are compressed with MPEG-1 and have the same length (=100 minutes), as most movie
titles are known to have playback lengths of about 90 — 100 minutes. While a Gaussian or a
uniform distribution between, say. one and two hours might provide a better match. it does

not change the general conclusions of our analysis. With an inner track transfer rate of 45
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Figure 2.1: Number of movie titles supported (and close-up).

Mbps and a capacity of 2 GB, each disk is able to support several MPEG-1 channels at 1.5
Mbps, whereas it can hold only one 100-minute movie (1.125 GB). This disparity is even
greater with higher quality MPEG-2 movies: a 90-minute movie would need about 5 GB
of storage and an I/O bandwidth of 8 Mbps. In both FGS and CGS. analytical techniques
elaborated on in [77] are used to determine the optimal retrieval cycle of a given number of
concurrent channels at minimal cost. based on (1) the latency for accessing data on disk.
which is the sum of seek. rotational. and settle latencies3: (2) round-robin placement of
consecutive stripe units; (3) C-SCAN disk scheduling: and (4) number of disks and amount
of RAM needed for timely frame retrieval at playback rate R (and therefore. hiccup-free
continuous display). Cost evaluation is based on (1) the amount of RAM needed to provide
two-stage buffering at each channel in a dual buffer system: and (2) the number of disks
needed to provide the required transfer rate. For illustration purposes. we assumed storage
costs in 1996, that is, $40/MB for RAM, and $1500 per individual disk of capacity 2 GB
(77].

Figure 2.1 plots the relationship between maximum movie selection and the channel
capacity supported by each scheme. The number of disks was assumed to be the same in
OMPD and CGS. As can be deduced from the piecewise-constant curves of the second graph
of Figure 2.1, the same number of disks can be used to support a certain range of channel
capacity, depending on the amount of RAM available. In case of FGS, the penalty caused
by accessing all disks in parallel for each block retrieval requires more disks, and hence more
RAM, to support the same channel capacity as in CGS and OMPD. Consequently, even

though a larger movie selection can be stored. the storage cost in FGS increases almost

3Parameters usually provided by the manufacturer (cf. {103]).
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Figure 2.2: Storage cost (and close-up).

exponentially with the channel capacity. as shown in Figure 2.2. For the same channel
capacity as in FGS, CGS and OMPD incur a much lower storage cost, which varies quasi-
linearly with the channel capacity. Note that the storage cost is also slightly lower in
OMPD than in CGS due to its lower RAM requirement. [t is clear. however. that storing
1.78 times more movies in CGS is worth a marginal increase in cost with OMPD. Lastly,
it is also interesting to note that only 44 disks are needed to support a 1,000-channel CGS
disk array. For a stripe unit corresponding to one minute worth of videq. this means that at
most 22 seconds of content insertion are needed in order to ensure that the number of stripe
units per video is a multiple of the number of disks. and therefore trivial. starvation-free
request scheduling.

[deally. the storage organization of a VoD server is chosen so a large collection of movie
titles and concurrent channels can be made available with the highest QoS at the lowest
possible cost. In reality. Figure 2.1 indicates that a feasibility region must be determined
to satisfy both constraints as closely as possible. This issue is made clearer in two example
constraints 1 and 2% in the first graph of Figure 2.3. In case of constraint 1. CGS yields
extra storage space available for new video material or mirroring of existing movies. On the
other hand, storing the required number of movies with FGS or OMPD is possible only if
more channels than initially required are provided. As can be seen in the second graph of
Figure 2.3, cost ultimately determines the choice of a system. In fact. regardless of whether
the system is disk-arm bound (areas A and C) or disk-space bound (areas B and D), CGS
can be shown to be the most advantageous scheme since (1) the difference in cost between

FGS and CGS increases almost twice faster than the difference in number of movie titles

*For simplicity, the curves corresponding to each scheme are approximated, but this does not affect our
conclusion.
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Figure 2.3: Choice of a storage organization.

supported; (2) at approximately identical costs and channel capacity. CGS can support
more movie titles than OMPD. Similar observations can be made by considering storage of
90 — 100-minute MPEG-2 movies on Seagate’s newer 9-GB [ltra™! drives (rather than 2
GB), whose transfer rate is three times that of older 2-GB drives.

Note that constraints located in areas B and D (respectively. constraints of type B and
D) are not economically rewarding since they correspond to vastly under-utilized storage-
limited systems which provide a large selection of movie titles to a small user population.
This type of constraint is characteristic of movie archives. for which tertiary storage technol-
ogy may be better suited. Inversely, it is economically more viable for companies to design
front-end servers of type A or C and serve the most frequently-requested movie titles to a
subset of the total viewer population. In the extreme case 2 of area C, a large number of
channels is to be allocated to a small number of movies. Although CGS can support more
movies than required, OMPD is still acceptable in terms of cost. The choice of a scheme

will then depend on customers’ QoS. discussed next.
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2.3.2 Customers’ QoS
2.3.2.1 Admission Latency

The first component of customers’ QoS we investigated is the waiting time (in receiving
the requested service) averaged over all movie titles. In a similar study in [55, 68], the
overall blocking probability was chosen instead of the average waiting time. However, this
choice is not sufficient to evaluate customers’ QoS in VoD, because the Blocking probability
averaged over several queueing systems doesn’t indicate whether customers requesting some
arbitrary movie will be blocked with a probability close to 1. hence suffering an unacceptable
long wait. We considered a capacity of 500 channels and 10 different movie titles. For
these values, CGS and OMPD require 21 disks. To evaluate the gain by employing the
OCAP in OMPD. we considered two cases of disk partitioning: (1) the OCAP EW-OPT.
determined by the optimal heuristic in Appendix A, (2) the CAP EW-PROP, obtained
by allocating the number of channels per movie in proportion to popularities. We adopt
Zipf’s law [10, 26, 102] as the stationary model of movie popularity. which has proven
to work even when the viewing probability of videos is not stationary [18]. Zipf’s law.
generally recognized as representative of video popularities. was originally used for deriving
the relationship between the number of references made to a word in a given text. and its
rank order based on the same measurement. Zipf-like distributions are frequently used in
social sciences to express the probability of selecting a particular object from a fixed number
of objects where there is a skew towards some of the objects. In a Zipf-like distribution. we

have:

= zil 7 .
where the frequencies f,, = ;,l—_;;.m = 1l.---..V. and € specifies the skew: if § = 0 the
distribution is pure Zipf; if # = 1 the distribution is uniform. The authors of [10] reported
that § = 0.271 closely matches the popularities generally observed in video store rentals.

Simulation results, plotted in Figure 2.4. show that the admission latency is usually low
for the traffic intensities that can be supported. The differences between the various schemes
appear to be mostly in the maximum sustainable traffic intensity, beyond which the load
exceeds the storage bandwidth and users have to wait for a long time before receiving service.
This is because those channels that have been assigned to customers remain allocated for
the entire length of a movie. As expected, FGS and CGS perform comparably since CS

organizations provide customers with very low latency. For very high traffic intensities,

however, higher concurrency in CGS is preferable. Separate simulatjons confirmed that
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Figure 2.4: Average latency before service.

replication in CGS can only marginally affect customers™ latency for a relatively small
number of disks (typically, less than 100). In OMPD. the admission latency depends directly
on the number of channels allocated to each movie title. that is. on the partitioning decisions
and storage allocations made by the D-VoD server based on movie popularities. In this
case, partitioning disks among movie titles according to EW-OPT performs better than
EW-PROP.

The admission latency in CS organizations FGS and CGS depends only on the channel
capacity regardless of the number of stored movie titles. In OMPD. the admission latency
decreases with the selection of movie titles. In the extreme case of only one movie title.
the latency in OMPD and CGS is almost the same and OMPD is better for availability.
Storing d movie titles with OMPD. on the other hand. results in a very unstable system
which cannot honor requests for most popular movies. unless more disks are added. In other
cases such as 10 movie titles. the choice of a scheme depends on which is valued most. low

customers’ latency in CGS. or availability in OMPD.

2.3.2.2 Availability

Service availability in a VoD server can be measured by the minimum support provided in
case of reconfiguration. In a sense, availability also indicates the VoD server’s versatility, i.e..
the ability to be reconfigured with minimal effect on service availability. A reconfiguration
typically occurs (1) after a disk failure. or (2) when video material is updated. or (3) when
the system capacity is upgraded. In the event of disk failures, a disk array can be made as

reliable as OMPD by adding redundant data on one or several extra parity disks. In this
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way, if one disk fails, sophisticated algorithms [76] can be used to reconstruct data from the
remaining disks, as a background process, while maintaining the same service level, at the
cost of extra buffer. At present, the mean time to failure (MTTF) of a single disk is in the
order of 600,000 hours (approximately 70 years) [76, 101]. Considering the fact that only
78 disks are needed to support 1,000 MPEG-1 channels using CGS. local front-end servers
will typically contain less than 100 disks. and it is therefore realistic to assume an aggregate
MTTF of 6,000 hours (approximately 250 days).

This failure rate is negligible in comparison with the much higher frequency of the other
two types of reconfiguration, which risk the availability of the entire array by requiring
all data to be reassigned to disks. Since VoD service will compete with — and eventually
replace — the existing video rental facilities. the most popular movies held by front-end
VoD servers will be renewed on a weekly basis. Furthermore. insertion of advertisements
or movie previews may subsidize VoD service providers in the same way as traditional
video and pay-per-view services. Such insertion may occur on a daily basis. When data
is striped across all disks, adding disks also requires all data to be reassigned to the disks.
Finally, gradually extending a video server may lead to a heterogenedus system, due, for
instance, to disk models being discontinued [101]. In all these cases. as advocated in [32].
high availability is achievable only by using disk arrays with narrow striping across multiple

independent striping groups. or clusters.

2.4 Partitioning a Disk Array

Monolithic servers lack availability during rebuild operations and are not easily scalable
to a wide range of requirements. These limitations led researchers to experiment with parti-
tioned (or clustered) disk arrays for their cost-effective combination of concurrency, storage
efficiency, and low customer latency. Depending on the total number of striping groups.
however, reconfigurations and additional scheduling complexity during reconstruction may
degrade performance for an unpredictable period of time. even when sophisticated replica-
tion or duplexing algorithms are used [38. 37]. In this section. we determine the tradeoff
among cost, customers’ latency, and availability, incurred by partitioning a disk array. The
quasi-linearity of the cost functions in Figure 2.2 suggests that storage fragmentation in
CGS may be done at near constant cost and capacity. However. partitioning a storage
organization based on FGS, as recently proposed in [96]. is not as economically appealing.

due to the convexity of its cost function. So. we will restrict our study to CGS and assume
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that storage is partitioned into equal-size clusters. To achieve the appearance of a single
resource from multiple clusters, we also assume that a storage switch is inserted between
storage and clients. The more general issue of unequal-size clusters is left as future work.
However, versatility is difficult to achieve with heterogeneous configurations, because they
complicate (1) assignment of videos to clusters, and (2) video migration among clusters,
both of which are needed to maintain a balanced. efficient system as movie popularities

change.

2.4.1 Eligible Configurations

Let’s consider a 500-channel disk array with CGS, thus comprising 21 2-GB disks of
the type considered in Section 2.3.1. and supporting a maximum of 39 movie titles of 100
minutes each (cf. Figure 2.3). Assuming that less than 39 MPEG-1 movie titles have to
be stored, partitioning these 21 disks while keeping the cost as constant as possible leads
to only two eligible configurations: 3 clusters of 7 disks each. or 7 clusters of 3 disks each.
This example shows that partitioning a disk array to keep the total cost constant yields too
few eligible configurations. hence too few alternative choices for an adequate combination
of cost, capacity, and customers’ QoS. If, on the other hand. the storage cost is allowed to
vary within a given range, corresponding, for instance, to the cost of 1 or 2 disks and the
RAM needed for full utilization. more configurations may become eligible and offer a better
tradeoff. This is the case. for instance. if a cost increase as low as 5% is acceptable when a
500-channe] disk array is to be partitioned.

Depending on the required channel capacity and movie selection. one may distinguish
two cases. First, if these constraints define a point located in area A or C of Figure 2.3
(respectively, constraints of type A or C). the storage capacity is greater than the movie
selection to be supported, hence leaving room for replicating the most frequently-requested
movie titles. Such constraints naturally favor partitioning because. as we shall see, a small
degree of replication can significantly reduce loss of viewers due to reconfigurations, even
when the system is heavily-loaded. Moreover. movie titles can be replicated or added at
will, without having to change the storage configuration. In Figure 2.5, variations of the
total cost, number of movie titles. and number of disks, found analytically, are represented
as a function of the number C of clusters. assuming a minimum channel capacity of 500. To
make the graph more readable, various constraints on the number of movie titles are also
indicated: (1) 39 movie titles, corresponding to the maximum number of movies stored on

one CGS array that supports 300 channels; (2) 30 movie titles, corresponding to type A
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Figure 2.5: Storage cost. number of movies titles supported and number of disks for

various number of clusters: constraints of type A and C.

constraint (for the remainder of the dissertation. we shall refer to (500 channels, 30 movie
titles) as constraint A); and (3) 10 movie titles. which are a constraint of type C (we shall
refer to (500 channels. 10 movie titles) as constraint C). We also indicated the maximum
cost allowed. arbitrarily set to the cost of a l-cluster system plus 10%. C was varied from
1 to 39.

As can be seen from Figure 2.3, increasing C' from 1! to 20 results in a linear increase
in cost, and correspondingly, the number of movie titles and disks. since for each of these
configurations, the only way to provide 500 channels with equal-size clusters is by allocating
2 disks per cluster. The same observation can be made in configurations with more than
21 clusters, which correspond to OMPD (each cluster comprising only 1 disk). Whether
clusters comprise one or two disks. disk bandwidth is increasingly under-utilized as the
number of cluster grows, since each cluster is used to support less channels, and beyond a
certain number of clusters (or disks). the cost constraint will not be met.

In the case of type C constraint. the required movie selection (10 movie titles) is low
enough to be supported by most configurations, even by those corresponding to OMPD. The
set of eligible configurations is then fully determined by the cost constraint. and corresponds
to configurations with C € {1 — 6.8.11 — 13,21 — 27}. Constraint A (e.g.. 30 channels)
is more restrictive since configurations that are acceptable (in the sense of cost) do not
necessarily provide enough storage space to store 30 titles. So, both cost and selection
constraints have to be considered. making OMPD configurations ineligible. In the limited

case of 39 movie titles, only very few configurations are eligible (C' = 1, 3,4,5,6,8,13). It is
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number of clusters: type B constraints (50 movie titles required).

worth noting that, even in this restrictive case. the set of eligible configurations would not
change significantly if the cost margin is set to 5%. Clearly, a wide range of configurations
are possible even when storage design is restricted by a relatively tight cost constraint.

If constraints on channel capacity and movie selection are of type B or D, the required
movie selection can only be supported by configurations whose bandwidth exceeds the chan-
nel capacity constraint. As mentioned earlier. such constraints are not typical of front-end
VoD servers, and certainly not economically sensible as disk bandwidth may be severely
under-utilized. In this case. eligible configurations are found by partitioning the number of
movie titles required and keeping the channel capacity of each cluster as low as possible.
Similarly to Figure 2.3, we plotted in Figure 2.6 cost. the number of disks. and channel ca-
pacity as the number of clusters varies. assuming that a minimum selection of 50 movies has
to be provided at the lowest possible channel capacity. Various constraints on the number of
channels are also indicated there. Depending on the required channel capacity, there exist
several possibilities. First, if a relatively few channels are needed. eligible configurations
are determined by cost only. For 200 channels (constraint B), eligible configurations are
those with C € {1l — 5,7 — 12, 1T — 19}. As the required channel capacity approaches
the channel capacity supported by the l-cluster configuration (590), fewer configurations
are eligible (C = 1,2.4,6.7 for 590 channels).

Thus, whenever a service provider decides to increase the capacity of a server. channel
capacity should be given priority to viewers' selection so design constraints may be kept in

areas A and C of Figure 2.3. This guideline can be followed by adding RAM first, until full
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utilization of each cluster. then one disk at a time to each cluster. if necessary.

2.4.2 The Video Allocation Problem

Once an eligible configuration has been chosen. movie titles have to be replicated and
assigned to different clusters so that a maximum number of sessions may be supported, and
customers’ admission latency may be minimized. It is well-known [65] that these goals are
achjeved in a balanced system by assigning movies to clusters so as to distribute requests
uniformly to different clusters. The problem of balancing probabilities for homogeneous
accesses across clusters is analogous to the “bin-packing” problem. In the case of equal-size
clusters, however, an optimally-balanced system can be obtained once a replication policy
has been chosen. '

The total storage capacity measured in number of movie titles is compared to the con-
straint on movie selection. If space is available for replication (e.g.. 39 slots for 30 movie
titles), unused slots are allocated to videos according to some arbitrary replication policy.
A control server will then keep track of the load on each cluster to ensure all the copies to
be accessed uniformly. Replication can be done in proportion to popularities. or by simple
duplication of the most popular videos. (Note that the latter approach may allow more
movie titles to be replicated.) Each video is then assigned a partial popularity, which is
equal to its initial popularity divided by the number of its copies. Assuming C clusters and
sc slots per cluster, we want to find an assignment from the list of all C - s¢ instances of
all movie titles and their corresponding partial popularity to the C' clusters so the highest
access frequency among all cluster is minimized.

We show in Appendix B that optimum video allocation can be found in O((C?*s% +
C3)log(C - sc)) time. starting from any arbitrary assignment. In summary. we show that
our assignment problem is reducible to a binary search. in which each iteration involves
solving a maz-flow problem in a directed network [57]. thus resulting in a polynomially-
bounded complexity. The algorithm presented also works for uneven clusters. provided
that cluster capacities are known in advance. In practice. the search space can be greatly
reduced by listing all instances of all movie titles (e.g.. 38 entries) in decreasing order of
partial popularity, then “folding” the sorted list as follows. The first C entries in the list
are assigned to the C clusters in ascending order. Then. the next C entries are assigned
to the C clusters in descending order. The process is repeated until all entries have been
assigned, as illustrated in Figure 2.7. Taking into account the time required for sorting the

list of videos (O(C - s¢ log(C - s¢)) using Quicksort). the time complexity of optimum video
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Figure 2.7: Greedy assignment of videos to clusters.

allocation is polynomially bounded.

Depending on the constraint on movie selection. slots may be available for replication
and videos duplicated on the same cluster. In such a case. duplexing techniques may be
used to provide reliable access in the event of single-disk failures by avoiding duplication of
video blocks on the same disk. It should be noted. however. that by avoiding replication
of the same video on the same cluster. it is possible to (1) provide reliable access in case
of failure of an entire cluster, and (2) accommodate request surges with the completely-
shared channel capacity of two clusters. Moreover. duplicating a video in the same striping
group does not significantly improve the latency experienced by requests for this particular
video in relatively small disk arrays. Since better reliability and scalability are achieved
by avoiding replicating the same video on the same cluster. we made sure that no video is
duplicated on the same cluster. We also limited the maximum number of replications for
a single video to C. as we are interested in the level of reliability provided by replication
across clusters.

We now evaluate video allocation by considering the coefficient of variation (or disper-
sion) in the access frequency of each cluster, as a function of the degree of individuality. or
selectivity, of videos offered to customers. Selectivity 0 corresponds to a unique movie title.
whereas selectivity 1 corresponds to a configurations in which no movie title is replicated.
This parameter was chosen in order to illustrate the optimum allocation algorithm in a wide
range of replication scenarios. Figure 2.8 depicts the differences in performance between
optimum and folding algorithms (FA) in four different configurations. depending on the
channel capacity (500 or 1,000) and the number of clusters (5 or 10). An optimum assign-
ment greatly improves over the commonly-used greedy allocation [32, 95] of FA. We also

found that only a few steps (typically less than 10) are needed to determine the optimum
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Figure 2.9: Average latency before service: constraint A.

video assignment from the assignment initially specified by FA. This is because FA, while
being sub-optimal, usually leads to assignments whose dispersion is typically less than 20%.
To complete this discussion, in Figure 2.9, we plot simulation results for 4 and 8 clusters (1)
FA vs. optimal video assignment, and (2) proportional replication vs. duplication (DUP)
with respect to the admission latency in the case of constraint A. Clearly, even a slight dif-
ference in the dispersion in access frequency between greedy and optimal assignments can
result in a noticeable discrepancy in overall admission latency, especially for systems with a
large number of clusters. Also, the choice of a replication policy affects the average latency

as the number of clusters increases, and in any case. proportional replication is preferable.
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Figure 2.10: Availability for constraints A, B. and C.

2.4.3 Evaluation of Customers’ QoS
2.4.3.1 Availability

Service availability is measured by the proportion of customers which remain unaffected
by the failure of a single cluster. Assuming that viewers of a replicated video can be shifted to
an alternate cluster, availability -, depends only on the access frequency to non-replicated
videos:

1
A, = 1—? z Di-

non replicated

A, is plotted in Figure 2.10 for constraints A, B. and C. A, is lower-bounded by 1 — —é—

corresponding to the configuration with no replicated movie titles. In constraint A, skewed
access and moderate replication of the most popular videos in a 2- or 3-cluster configuration
is sufficient to ensure A, > 85%. Any additional partitioning beyond 6 clusters (A, = 95%)
improves availability only marginally. In constraint B, variations of A, are less clearcut since
a higher eligible C does not always guarantee greater reliability. In most configurations.
however, A, is strictly greater than the lower bound 1 - Cl as the optimum storage capacity
is usually achieved at the cost of excess slots, available for replication. In the case of
constraint C, a 2-cluster configuration is sufficient to provide near-maximum availability,

since most or all of videos can be held within each cluster.
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Figure 2.11: Average latency before service and during single-cluster reconfiguration:

constraint A.

2.4.3.2 Admission Latency

The availability is somewhat misleading since whenever a cluster is affected by a disk
failure or reconfiguration, the requests received by the remaining clusters will increase by
a factor of up to 1 — %. (This upper-bound may be reached under some constraints of
type C, depending on the number of clusters.) Replicated videos will thus be accessible
with a higher latency, called the latency during single-cluster reconfigurations (LSCR), and
hence, with very few clusters, the VoD server may only benefit from such high availability
for a restricted range of request arrival rate. To investigate this issue further. we plotted
in Figure 2.11 . for the various number of clusters. the average admission latency and the
LSCR for constraint A.

For traffic intensities below 0.8, customers’ latency is almost independent of the number
of clusters. As the traffic intensity increases beyond this point. the choice of a configuration
depends on the desired maximum sustainable traffic intensity. and on the maximum latency
and LSCR tolerable by customers. Let’s assume. for instance. that the admission latency
must remain below 5 minutes. The difference in the maximum traffic intensity guaranteeing
such latency between 1-cluster and 13-cluster configurations is approximately 8%. However.
the 13-cluster configuration provides near 100% availability and the lowest LSCR among
all other configurations. While the 13-cluster configuration represents an extreme case, the
choice of a configuration is not as restrictive as it may first appear. In general, as the number
of clusters increases, the loss in maximum sustainable traffic intensity is quite tolerable in
view of high availability. The choice of a configuration will ultimately depend on which

service conditions are expected by the service provider. If reconfigurations are not frequent.
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choosing a small number of clusters (e.g., 3) provides better scalability since the storage can
handle sustained load surges, e.g., during “rush” hour. If, on the other hand, the service
provider anticipates frequent reconfigurations (e.g.. on a daily basis), several clusters are
needed (e.g., 6,7 or 8).

In practice, the reconfiguration and request arrival rates. and customers’ tolerance to
long waits during peak hours, may be difficult to estimate. Thus, the service provider
may have to adapt the number of clusters whenever the system is determined to be not
operating at the optimal level. The storage can be reconfigured to any eligible configuration
if the largest number of disks and amount of RAM required by eligible configurations are
allocated. In the case of constraint A, the 9-cluster configuration yields the largest number
of disks according to Figure 2.5, whereas the configuration with the largest amount of
RAM corresponds to one single disk array. Depending on the underlying configuration,
excess RAM and disks may then be used to provide a slightly greater channel capacity or

movie selection.

2.5 Realistic Traffic Conditions

Thus far, we have discussed stationary request arrival rates: let’s consider more realistic
time-dependent request arrival rates. For instance. one can observe daily variations in the
request rate between “prime time” (e.g.. circa 8 p.m.) and “off-hours™ (e.g.. early morning).
On a larger time scale (e.g.. one week), changes in movie popularities due to new releases or
customers’ loss of interest in current titles over time. may also cause changes in the request
arrival pattern. Among all other possibly nonstationary factors such as popularity. number
of movie titles, or customers’ patience — which may not vary in sinusoidal or even in simply
periodic fashion — it is safe to assume that time variations will be very moderate compared
to that of arrival rate. which varies on a relatively short time scale. Consequently, our

general findings in this section should be applicable to a wide range of practical situations.

2.5.1 Choice of a Configuration

The impact of time-dependent request rates for VoD service is usually studied through
simulations, as there is, unfortunately, little reliable information available on the workload
for VoD systems. As mentioned in [67], many companies are building prototypes to gather
such data but are reluctant to share the information because of the competitive nature

of the industry, thus forcing storage systems designers to make a "hest-guess” estimate
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Figure 2.12: Average latency before service for nonstationary arrivals: constraint A.

of the workload®. For example, normally-distributed requests for a particular movie were
assumed in [74], where poor dimensioning is shown to leave a large number of customers
unsatisfied during prime time. More general distributions were considered in [11]. We
assume for the remainder of this section that the requests aggregated over all movie titles

are a time-dependent Poisson arrival process with rate given by
- 2wt
A1) = X+ A cos( == ). (2.2)

where X is the daily average arrival rate. A(> 0) the amplitude. and T a 24-hour period. So.
the rate of requests for movie title m is A,,(¢) = pr A(¢). We also note that \,,, = pnA and
Am = pm-A. The temporal variations of arrival rate is indicated by the relative amplitude
RA = % which is the same for all movie titles (R = 0 corresponds to the stationary case).
As most of the results presented below can be generalized to a wide range of functions. a
sinusoidal process is not as limiting as it may first appear. [t is sufficient for illustrative
and computational purposes and to capture the essence of cyclic customers’ behavior.

In Figure 2.12, we plotted the sensitivity of the average admission latency to changes in
the request rate for constraint A, in the case of 1. 4, and 8 clusters. and for low, moderate,
and high levels of temporal variations (respectively, RA = 0.1.0.5, and 0.9). For the
same value of RA, the maximum sustainable traffic intensity decreases as the number of
cluster increases, albeit almost marginally for R4 > 0.5. Our results thus confirm that
partitioning is quite advantageous to customers’ latency. availability, and LSCR, in case

of time-dependent request arrival patterns. since it causes almost no loss in latency. The

®Predicting realistic access patterns is further complicated by the fact that these-access patterns may be
dramatically affected by prices and marketing practices [67].
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Figure 2.13: Average latency before service for nonstationary arrivals: constraint C1 and

C2.

choice of a configuration is also marginally affected by time variations in the request rate.

2.5.2 Motivation for OMPD

As mentioned in Sections 2.3.2 and 2.4.3. OMPD may be economically viable for reliably
servicing a large user population with a small number of movies. provided customers’ latency
is not of paramount importance or the request load remains below the maximum sustainable
request rate. The first graph of Figure 2.13 shows that the difference in maximum sustain-
able traffic intensity for constraint C1 (500 channels and 10 movie titles) between OMPD
and 1-cluster configurations is 0.4 for moderately stationary traffic (R-A = 0.1) and 0.1 for
RA =0.9. As illustrated in the second graph of Figure 2.13. however, choosing OMPD in
constraint C2 (500 channels and 21 movie titles) results in very low sustainable traffic in-
tensity since no replication is possible. OMPD can thus be advocated with a nonstationary
request rate if, as in constraint C1, the number of movie titles is low enough for replica-
tion. Should OMPD be used. we show in Appendix C using approximation techniques for
queueing systems with nonstationary request arrival rates that near-optimal performance

can be achieved with replication of movies in proportion to movie popularities.

2.5.3 Discussion

It is not possible to have exact knowledge of customers’ request rate. For completeness.
we briefly comment on the role of adaptive techniques to alleviate the congestion caused by
random short-term or long-term variations in customers” demand.

In the first case., the dynamic policy of segment replication (DPSR). as proposed in
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[32], may be used to balance the load across the clusters. and protect the VoD server from
short-term request fluctuations. DPSR partitions video files into a small number of fixed-
size segments, stored on various clusters, and dynamically replicated on specially-reserved
storage space. It is shown in [32] that for constraints similar to constraint A, DPSR can
complement static allocation based on duplication and greedy placement of videos across
clusters (a 21% improvement in service rate is documented). If, however, relatively few slots
are available for replication, such a scheme will not be able to prevent quick saturation of
the storage system due to request surges. If, as in constraint C, a large number of slots
are available for replication, the improvement yielded by dynamic replication over static
allocation of slots in proportion to popularities will be marginal. Also, slots available for
replication are completely shared by all movie titles. If the request rate exhibits wide or
unpredictable temporal variations. saturation can only be prevented through conservative
connection admission control as no guarantee can be made on the latency or blocking
probability when video segments need to be replicated. Lastly. replication decisions are
based on deterministic prediction of future load. i.e.. in a system without out-of-sequence
access to videos.

Short-term adaptation techniques should therefore be combined carefully into capacity
planning, especially in the case of longer-term variations (e.g.. daily. monthly, or seasonal).
Determining whether the system’s responsiveness to load surges will be limited by the
complexity of long- and short-term adaptation algorithms is still an open issue. It is shown in
[95] that predictive video replication. migration. and replication across the storage hierarchy
of a distributed video server can efficiently complement adaptive scheduling of requests and
dynamic load management. Such techniques are made easier with clustered configurations.
since video objects can be reallocated to data sources without noticeable disruption to the

existing service.

2.6 Resource Allocation in True-VoD

To be considered as a viable alternative to video rentals. D-VoD servers will have to
eventually support VCR functionality. and thus provide the so-called true-VoD {(T-VoD)
service. T-VoD servers will offer viewers the ultimate flexibility in (1) selecting a video
program at any time. and (2) performing any VCR-like user interactions. After admission.
customers’ interactive behavior consists of the following types of interactions, originally

identified in [63]:
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Play/Resume: Regular video playout from the beginning or any other location.

Stop/Pause/Abort: Stopping the presentation. without picture or sound (Stop, Abort),

or with picture but without sound (Pause). An abort action terminates the connection.

Fast Forward/Rewind: Immediate jump to a particular video location in the forward

(backward) direction.

Fast Search/Reverse Search: Quickly moving presentation forward (backward), with

picture and possibly sound.

Slow Motion: Moving presentation forward slowly, with picture and, possibly sound.

A T-VoD server may also provide support for other interactions such as reverse and
slow reverse, which correspond to playing a presentation in the reverse direction, at normal
or slow speed [63]. In the rest of this dissertation. however. we will not consider these
interactions as part of the usual behavior of a customer viewing a video.

Linear access to CBR videos in D-VoD makes it possible to estimate the number of
concurrent channels supported by a disk array, then to either accept or reject a storage
organization based on cost. the number of movie titles, and channel capacity. In T-VoD.
provisions for VCR actions will alter data delivery rate. sequential access. and retrieval
scheduling. Serving a customer in interaction or “trick™ mode (e.g.. during a slow motion.
fast or reverse search) requires the VoD server to adopt a specific policy for video retrieval
and delivery. Several schemes. outlined below. have been proposed to exploit the charac-
teristics of video streams and. possibly. human perceptual tolerances, in order to support
VCR actions with minimum overhead. Considering the general lack of field data in the
area of interactive services, researchers have to make assumptions on customer’s behavior
and tolerance to QoS degradation. Service providers will therefore experiment with VCR
functionality through successive upgrades of an initially-specified VoD server configuration.
In this section, we present approximation techniques to investigate the expandability of
a disk-array-based D-VoD server to T-VoD service, assuming that data layout and disk
scheduling remain unchanged; that is, with coarse-grained sequential striping of consecu-
tive stripe units — of optimal size. as determined in [77] — in a round-robin fashion, and

C-SCAN disk scheduling.
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2.6.1 Probabilistic Connection Admission Control

As mentioned in [26], random seeks caused by VCR actions are easily schedulable in
OMPD and FGS,since a (logical-)disk is naturally a random-access medium. In CGS, on the
other hand, if the disk array is operating near saturation. non-sequential access or retrieval
spanning across several disks complicates scheduling operations since available entries must
be in the service list of each target disk during a round. Consequently, data retrieval does
not necessarily proceed in lock-step. Here we propose an approximation of the number of
concurrent interactive channels supported by a CGS disk array. This approximation can
be used for “probabilistic” connection admission control, to protect existing connections
from hiccups with a certain confidence level. It is reasonable to assume that disk scheduling
and data retrieval in a balanced system are marginally affected when a large number of
customers perform pause. stop. fast-forward. rewind. and slow-motion actions. provided
these actions are equally likely among customers and throughout the duration of a video.
We will therefore focus on fast and reverse search actions. as these actions require the VoD
server to adopt a specific retrieval and delivery policy.

Several techniques have been proposed to implement fast and reverse search at n times
the normal playback rate. In general, depending on the additional resources required (e.g..
file format, storage, network support). the flexibility in the choice of a browsing speed, and
in the discontinuity felt by the user. there are three basic types of schemes. First, the
simplest scheme retrieves and transmits video frames at n times the normal delivery rate
[35], and requires significant additional system resources. The second type skips frames. or
a group of frames. if the MPEG standard is used for video storage [25]. In the latter case.
the selective segment sampling in [25] allows fast and reverse search in CGS disk arrays
transparently, or without significantly interfering with storage throughput. and hence. with
the existing connections. However, viewers don’t have any flexibility in the speedup factor.
and discontinuities are felt during fast scan because the system does not retrieve consecutive
blocks. Lastly, based on the assumption that a lowered picture quality is tolerable during
fast or reverse search. the third type stores multiple versions of the same movie material
corresponding to different picture qualities and rates. This approach is attractive in view of
the fact that typical fast-forward scans of VHS video display approximately every sixteenth
frame. This type of scheme is made possible by scalable multi-resolution compression algo-
rithms (e.g., MPEG-2) [53], which allow media files to be stored as a base component and
a number of enhancement components to support various spatial and temporal resolutions

and varying image quality. Non-scalable video compression algorithms such as MPEG-1 can
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be modified to emulate scalability [88]. An alternative is to append to the original movie
a re-compressed copy under forward or backward search playback [70], but at the cost of a
significant increase in storage. depending on the choice of a speedup rate.

While it is beyond the scope of this dissertation to determine which scheme is better
suited to disk-array-based video servers, it should be noted that for illustrative purposes,
we will simply assume that fast or reverse search actions require a retrieval rate of AR,
where K’} is the speedup factor. This assumption holds whenever fast and reverse search
operations alter the data retrieval rate, for instance, when video frames retrieved at n
times the normal delivery rate, a scalable multi-resolution compression algorithm is used,
or when separate re-compressed copies are retrieved, because. regardless of the encoding
scheme, each stripe unit corresponds to a video block of fixed duration.

Our approximation is based on the assumption that conservative connection admission
control through resource over-reservation. or overbooking, is needed to accommodate unpre-
dictable fast scans. If the channel capacity of a disk array is calculated based on a display
rate R. = R + R, slightly greater than normal playback rate R. only a small percentage of
connections will suffer from hiccups when the number of customers is large. Let’s further
assume that the probability of a customer requesting a fast scan is constant throughout
the duration of a video and let’s consider an arbitrary disk. Denoting by C,; the number
of channels of rate R. supported by an individual disk. the maximum number of fast-scan
channels of rate A R is given by C, = rff’—RCd. If viewers served by a disk are homogeneous
and independent. the number .V of customers performing fast or reverse search reduces to

a binomial random variable and the overloading probability due to fast or reverse search is

given by:
C c\ . - )
P(N>C)=1-) (k) fers(l = prors)Cek (2.3)
k=0

where py, . is the probability of a viewer being in fast or reverse search mode. Clearly. using
Eq. (2.3) for connection admission control requires (1) knowledge of customers’ behavior to
determine py,,,,, and (2) specification of an average channel rate .. We address these two
issues in the next section by proposing a model of channel usage. which. albeit speculative,.

combines analytical tractability and potential realism.

2.6.2 Modeling VCR Actions

Various models of customers’ interactive behavior have been proposed [35. 63]. While

these models differ in the nature of the VCR actions under consideration. they usually
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Figure 2.14: Simplified transition diagram for channel usage.

represent customers’ behavior by a succession of normal play and interactive states of
exponentially- or uniformly- distributed durations. and transitions between interactive states
such as slow motion and reverse search are not part of the model. For the sake of realism.
a model should capture two specific parameters for their potentially significant impact on
the performance of the VoD server and on the channel rate: (1) the level of interactivity.
or frequency of requests for VCR actions: (2) the duration of VCR actions.

For this purpose, we assume that from customers’ activities one can specify the channel
usage model in Figure 2.1-4. In this model. a set of states corresponding to the different VCR
actions are assigned durations and transition probabilities to neighboring states. Fast and
reverse search statistics are combined together, as each of these interactions usually involves
the same mechanism. The same assumption holds for stop and pause actions, and for fast
forward and rewind as well. A channel serves each state for an exponentially-distributed
period of time. Since we are interested in the rate of a channel during the service (i.e..
once a customer has been allocated a channel), it is safe to assume that there is always a
customer ready to take the place of a departing user. Users leave the system either after
issuing an abort command or when the end of a movie is reached. We assume that both
cases are accounted for in P;. the probability of a transition from play-mode to abort.

The set of transitions depicted in Figure 2.14 is chosen arbitrarily to show the key
aspects of the problem, so that we can glean heuristics that work well in practice. Other

sets of states and transitions are also possible. if they turn out to be closer to real behavior.
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Figure 2.15: Experimental measurements of interactive behavior.

Meanwhile, finding representative values for Figure 2.14 is still an open issue since. to our
best knowledge, there are no published realistic (or empirically verified as such) models of
interactive customers. Until field data collection confirms their pertinence. our assumptions
and their proper are therefore inevitable. Also. note that the above-mentioned parameters
are captured by this representation of viewers’ activity: the level of interactivity can be
adjusted by assigning higher or lower transition probabilities from play/resume state to
other states and the duration of VCR actions is included in the model. Lastly. transitions
between interactive states such as slow motion and reverse search are modeled.

Our channel usage model is applied with the following durations: drn.tiaiPlayback = ﬁ

dPlay/Resume = isv dFa.st/Reuerse Search = t~ dStow Motion = ;l; and dStop/Pause = “_l_,)~ and
correspondingly, the transition probabilities P;,j = 0.---.6. These usage statistics can be
collected in visualization laboratories, or in libraries with traditional video equipment. by
monitoring a particular viewing station for a sufficiently long period and keeping track of the
time users spend on a particular operation, counting transitions from one state to another.

and computing their relative frequencies. Figure 2.15 summarizes this experimental set-up.

®Note that we refined the channel usage model by making a distinction between initial playback, which
corresponds to customers starting a video, and play/resume actions in the middle of an ongoing presentation,
as both types of event could be statistically different.
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Behavior || Py P, P, Py Ps

NVI 0.65|0.12] 0.08 { 0.08 | 0.07
VI 0.4 {0.14] 0.16 | 0.16 | 0.14

Table 2.1: Transition prob. from play/resume.

Based on these measurements, we show in Appendix D that the portion of time a particular

Y
channel services each interaction, denoted P(W,).j = 1,---.5 is given by —Z—:-;—‘J—:L—, where
s=1 4,

vy = 17,:’ n, V3 = %ul, vy = &i%'flfﬂ-ul, vs = %ul, and lastly, v; satisfying Zf=1 v; = 1.
With the knowledge of py,,.s = P(7i3), Eq. (2.3) can now be used for connection admission

control.

2.6.3 Evaluation

In our simulation of T-VoD., VCR actions are assumed of equal length and can be either
5-minute long (L) or I-minute long (S). with the exception of the duration in play/resume
state being fixed at 10 minutes and in abort state (of null duration). As represented in Fig-
ure 2.14. the transition probability from any state other than play/resume to play/resume
is 1, with the exception of 1 — Ps set to 0.5. We also assume that slow motion is requested
only after a reverse search (i.e.. Py = 0). For other transitions. customers can be either very
interactive (V1) or not very interactive (NVI). Transition probabilities are summarized in
Table 2.1. We can now specify four different types of interactive behavior depending on the
choice of a level of interactivity (NVI or VI) and duration of VCR actions (S or L).

In Eq. (2.3), specification of an average channel rate R. can be such that P(N > ()
remains below an arbitrarily-specified level. Alternatively. we arbitrarily set R. to the
theoretical channel rate, which. assuming y; = ;. can be expressed from P(%;).j = 1.---.3

as (noting that stop and pause do not require data transmission):
R. = R(P(m)+ P(M2) + K1 P(n3) + Ky P(7y))
{“—12 + [\'1% + ["2_4_‘L_J_§.P MI: F }
L | P, PBiPiB | P
il T R

(2.4)

i

where A} > 1 is the speedup factor in fast/reverse search and A, < | the slowdown factor.
For K'; = 3 and k'3 = 2, the increase in channel rate from D-VoD to T:-VoD is summarized
in Table 2.2. Table 2.3 indicates the corresponding overloading probabilities, which are

usually low and therefore acceptable.
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Behavior | NVI -S| VI-S| NVI-L|VI-L
% 1.3 2.5 6 11

Table 2.2: Increase in channel rate in T-VoD.

Behavior | NVI-S|{VI-S|NVI-L{VI-L
% 0.01 0.05 0.35 1.25

Table 2.3: Overloading probability due to fast and reverse searches.

2.6.3.1 Comparison T-VoD vs. D-VoD

The first issue to address is how much T-VoD service costs compared to D-VoD. We
repeated the analytical approach taken in Sections 2.3 and 2.4 to determine the cost of
providing 300 channels in D-VoD and T-VoD with the four types of interactive behaviors
mentjoned above. Like in Section 2.4, we assumed that cost must be kept below the cost
of the 1-cluster D-VoD configuration plus 10%. The results. presented in Figure 2.16, show
that most configurations that are eligible for D-VoD (i.e.. below the cost margin), are also
eligible for T-VoD, provided that interactive behavior. or equivalently. channel rate, remains
within a certain range (VI-L or R + 11% in our case). Correspondingly. we represent in
Figure 2.17 the loss in channel capacity when an eligible 500-channel D-VoD server is used
for T-VoD. For each type of interactive behavior. we also indicated the maximum number
of channels that can be supported by adding RAM without changing the number of disks
of the D-VoD server. The cost discrepancy appears to be mainly in the additional RAM
needed to support higher rate T-VoD channels.

The dramatic cost discrepancy between D-VoD and T-VoD in the l1- and 21-cluster
configurations in Figure 2.16 shows that for small cluster sizes. allocating the minimum
number of disks needed to provide 5300 D-VoD channels results in a system that can only be
upgraded to T-VoD by adding more disks. because each disk bandwidth is fully utilized. If
for instance, we consider the 21-cluster configuration, the only way to support 300 T-VoD
channels with 21 clusters is by allocating 2 disks per cluster instead of 1, thus resulting in
a severe under-utilization of disk transfer rate. By progressively adding more clusters (e.g..
switching from 11 to 12 or from 21 to 22. 23, and 24 clusters). it is possible to accommodate

the loss of 10% in charnel capacity due to higher-rate T-VoD channels at an acceptable cost.
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2.6.3.2 On Choosing a Storage Organization for T-VoD

Irrespective of the storage configuration used. these results show that it is advantageous
to implement fast and reverse search so as not to increase the retrieval rate (A} < 1).
This is achievable if fast access is performed by retrieving a version of the movie intended
for that purpose [53, 70], or if fast and reverse search is achieved by selectively retrieving
groups of pictures [25]. Both solutions implicitly assume that viewers can either tolerate
loss in picture quality or discontinuities during fast and reverse search. In the general case
(K1 > 1), when a small movie selection is to be supported, choosing between a configuration
based on disk arrays and the OMPD scheme depends on how precisely customers’ behavior
is known. If accurate knowledge of customers’ behavior is available. a set of eligible T-VoD
configurations can be specified.

If, on the other hand. service providers are experimenting with VCR functionality with-
out prior knowledge of customers’ behavior. the VoD server will undergo successive changes
of a configuration initially specified for D-VoD service. In this case. reconfigurations in
OMPD simply involve adding more disks. and customers’ latency. albeit always high. re-
mains relatively constant by switching storage configuration from D-VoD to T-VoD service®.
In configurations based on disk arrays. switching from D-VoD to T-VoD service requires
additional RAM, and sometimes, disks. depending on the cluster utilization. One may then
argue that the penalty incurred by re-striping videos on larger clusters can be minimized by
storing videos on a larger number of clusters. As illustrated in Figure 2.18. however. even
for a reasonably small number of clusters (e.g.. 8). using a D-VoD configuration for T-VoD

service results in a maximum sustainable request rate comparable to that of OMPD.

2.7 Conclusions

A VoD system must ultimately deliver interactive video services to a large number of
customers at a competitive cost relative to broadcast services. This chapter proposed how a
distributed VoD server architecture is adapted to become a large-scale service while focusing
on long-term resource allocation in front-end servers. Given that VoD service providers
target at the home consumer market, we opted for a practical approach and assumed that

a large collection of movie titles and concurrent channels should be made available with the

"Temporal jumps or fast search throughout a video will change the duration of a connection, which can
no longer be considered as deterministic, unless the number of connection is so large that the service time
is approximated well to be constant. Nevertheless, simulations indicate that even in local-area front-end
servers (e.g., 500 — 1,000 households), admission latency is primarily affected by the channel capacity and
remains almost unaffected by changes in program length due to VCR actions.
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highest QoS at the lowest possible cost.

The main contributions are summarized as follows. We first linked customers’ QoS to
storage cost and capacity by focusing on two basic and well-understood types of storage
technologies: OMPD and disk arrays. Both forms of storage constitute two extreme cases
and are used to illustrate the range of choices available to local VoD servers. We showed that
coarse-grained striping across disk arrays is a potential candidate for its ¢ost-effective storage
utilization and low admission latency. Considering that the entire capacity of a disk array
is unavailable during reconfiguration. we next investigated hybrid storage organizations.
in which videos are partitioned into several clusters. Assuming CGS. we specified a set
of eligible clustered configurations and found that. with adequate video allocation across
various clusters. a high level of reliability can be provided in a cost-effective way with minor
effect on customers’ latency. We adapted the specification of eligible clustered configurations
to realistic service scenarios. by taking into account temporal variations of the request
arrival rate. We were also able to show that the OMPD scheme. often regarded as a naive
approach to storage configuration. may actually be quite acceptable for highly reliable
service of a small number of movies to a large user population. Finally, we considered
T-VoD service, which provides customers with full-fledged interactivity. We proposed a
probabilistic connection admission control based on a model of channel usage in T-VoD.
Our simulation results indicate that, for a reasonable range of customers’ behavior, D-VoD
can be upgraded to T-VoD for an increase in cost less than 5%. We also identified practical
situations in which approximate knowledge of customers” behavior may justify choosing the

OMPD scheme instead of a clustered organization based on disk arrays.
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From the VoD server’s standpoint, the choice of a clustered configuration in D-VoD or
T-VoD, depends on which is valued most. service versatility or scalability. It is, however,
possible to provide support for both in a non-conflicting, yet cost-effective way, by batch-
ing those requests made by many different viewers for the same movie within a batching
period [10]. Provided that customers are willing to wait for a duration certainly inferior
to that experienced in a saturated system. batching in such multicast VoD systems may
potentially increase throughput by serving multiple requests for the same popular movie
with a single channel. Furthermore, customers” average latency may also be reduced since
requests for the same movie that arrived within the same batching period do not have to
compete for resources. Choosing a scalable batching policy, along with a storage organi-
zation to support it, and providing full-fledged. yet scalable support for VCR actions in
multicast VoD systems. are major research issues that warrant further investigation. These

issues are dealt with in the remainder of this dissertation.
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CHAPTER 3

SCHEDULING VIDEO PROGRAMS
IN NEAR VIDEO-ON-DEMAND SYSTEMS

3.1 Introduction

The need to batch requests for the same movie title together in a VoD system has long
been recognized for scalability and immediate deployment [52]. Reduction of per-customer
system cost and improvement of system scalability can both be achieved by delaying the VoD
server’s response to customers’ requests made during the same batching interval and hence
enabling the VoD server to multicast the requested video. In this chapter. we investigate a
batching strategy which sources the same material at equally-spaced intervals. called phase
offsets. This kind of VoD service. in which subscribers who order a particular movie to
start within a specific time window are grouped together. is termed “Near-VoD” (NVoD)
(12, 65]'. As a preliminary step in this chapter, we shall restrict our study to monolithic disk
arrays, which can devote their entire concurrent channel capacity to any movie title held
in storage. The more general case of scalable batching in clustered storage organizations is
dealt with in the next chapter.

NVoD is becoming increasingly popular with the telecom. cable. broadcast. set-top box.
and computer manufacturers companies (e.g., Digital's MediaplezT™ server [104], Sun’s
MediaCenter™ UltraSPARC™ server [105], and General Instrument’s MPEG-2 Digital
Network System™) as it offers the potential to provide scalable, cost-effective digital media
services. Because of the regular retrieval pattern, customers can be informed exactly when
the transmission will start during the scheduling phase, and experience the same admission
latency regardless of the request arrival rate. Thus. even when resources are scarce, NVoD

can guarantee scalable and predictable response times for all incoming requests. From the

'The term “Enhanced Pay-Per-View” (EPPV) is also used by some authars [41, 42, 75].

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



service provider’s perspective, the number of concurrent clients. which may by far exceed
the maximum number of concurrent streams, is not upper-bounded by resource availability.

In addition to the improved scalability and cost effectiveness during the scheduling phase,
as mentioned in [12], the main advantage of NVoD systems over other batching policies is
that, by keeping the batching interval nearly constant per movie title, it is possible to
provide D-VoD customers with limited and scalable VCR capability. It is usually recognized
that full support for continuous interactive functions in a multicast VoD system can only
be achieved by dedicating a channel per customer. as in T-VoD, thereby seriously limiting
system scalability. In NVoD systems. on the other hand, limited continuity in VCR actions
can be provided by caching a small amount of video data (e.g.. 5 minutes’ worth of video) in
the CPE buffer. This buffer can then be accessed without removing the customer from the
multicast group. Moreover, staggered phase offsets support for discontinuous VCR actions
is provided in NVoD by allowing customers to specify the length of video they want to skip.
possibly in integer multiples of the phase offset duration. In this case. the NVoD server
will reassign the customer to the multicast group whose playout point is the closest to
that requested by the customer. Multicast group membership may also change in a quasi-
continuous fashion when customers attempt to access video data outside the CPE buffer as
a result of a continuous VCR action: in such a case. the NVoD server will assign customers
to an adjacent multicast group. Support for intermittent VCR actions can thus be provided
inexpensively in NVoD. and without limiting system scalability. From a service provider's
point of view, this feature can be used for preliminary experimentation with interactive
service and to investigate custumers’ behavior. before making a large investment into T-

VoD-like service.

3.1.1 Approach

As we have seen in Chapter 2. the number of concurrent channels supported by a disk-
array-based VoD server is usually limited by the underlying storage capacity, organization,
and cost. This concurrent channel capacity has to be shared among different movie titles
of heterogeneous popularities in the system. We define a schedule of video programs in
NVoD as the assignment of phase offsets to each movie title. For a concurrent channel
capacity of s, a schedule corresponds to a partition [s;.---.sx]. Z}i:x Sm = s such that the
phase offsets are given by [é’;‘», . é‘f}] where L, is the length of movie i. The number of
channels allocated to each movie title depends on its popularity. For instance, in the case

of a rarely-requested movie. the NVoD server will probably allocate very few channels to
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it so that more channels may be allocated to popular titles. and therefore. more customers
may be served?. Customers’ willingness to wait for service will also impose constraints on
the maximum acceptable phase offset, and hence on channel allocation. In this chapter,
we present heuristics to determine schedules that optimize NVoD server objectives, such
as maximum throughput, defined as the average number of customers served per movie
transmission, and minimum phase offset. indicating customers’ QoS. Owing to their ana-
lytical simplicity, these heuristics can easily adapt to changes in workload in a real system,
caused by variations in the popularity profile throughout the day, or due to renewal of movie
material on a weekly basis.

This chapter is organized as follows. We first provide some background on the feasibility
of NVoD and outline how it can be implemented in practice. Next. we analytically derive
expressions for the throughput under general conditions of customers’ patience and request
rates. Based on our analysis. we then present and compare various heuristics to determine
optimal schedules. After relaxing the assumption of constant phase offsets. we will show that
the throughput of an NVoD server can be improved by using a threshold-based admission
control of customers’ requests. The cost for such an improvement is that the functionality
of discontinuous VCR actions can only be provided in an average sense. However. we will
show that a dramatic improvement in throughput can be achicved for a reasonably low

dispersion of the phase offsets. Lastly, we summarize our contributions in Section 3.7.

3.2 Background on NVoD and Implementation Issues

Current experiments with small scale NVoD svstems hint at the technical feasibility of

a large-scale deployment in the general framework presented in Section 3.1.1.

3.2.1 Delivery of Multicast Channels

In terms of delivery and reception of video programs, multicast groups in NVoD can be
formed by having multiple CPEs listen to the same channel. Assuming a frequency division
multiplexed system such as in the already-available CATV. a multicast group is identified
by a particular channel, and a customer can join the group by tuning to the appropriate
frequency [91]. Delivery can be made possible as presented in [93, 99], by combining high-

speed ATM networking technology to CATV support for multimedia services delivery to

2This practice can be commonly observed in large video rental stores, which usually have several copies
of the most recent releases available on the shelves.
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subscribers.

An interesting alternative to sequential multicasting of videos on dedicated channels in
NVoD is the permutation-based pyramid broadcasting (PBPB) scheme, presented in [8].
While attractive in terms of admission latency, storage and disk transfer rate requirements,
PBPB suffers from several drawbacks that are worth mentioning in order to emphasize
the advantages of sequential multicasting in NVoD. In an ordinary pyramid broadcasting
scheme, videos are partitioned into contiguous segments of geometrically increasing sizes.
The frequencies of transmission for these different segments vary in a manner inversely
proportional to their size. Each channel is then assigned a segment size and broadcasts,
repetitively, one segment of that particular size from each video. In PBPB, each channel is
itself divided into Np subchannnels, where p, number of subchannels allocated to a partic-
ular movie title, is determined so as to minimize the required amount of CPE buffer. Each
subchannel then sources the same segment at rate %. One can see that VCR functionality
is not easily supported because of the non-sequential transmission of video data and the
altered rate within each subchannel. In addition. as documented in [8]. hiccup-free display
in PBPB may require buffering of about 10% of a movie length in the worst case. Although
this is better than pyramid broadcasting, affordability and intellectual property constraints
impose limits on the CPE-buffer size. It should be noted. however. that a detailed analysis
of PBPB is somewhat tangential to the purposes of this chapter since our primary objec-
tive here is to provide a framework for partitioning the concurrent channel capacity among
movie titles. In particular. the various heuristics presented hercafter can be used to specify
the sizes of the first segment of each movie. and then partition the first logical channel

among the N first segments (and then partition the entire concurrent channel capacity by

recursion ). This issue is left as future work.

3.2.2 Cost-Effective Storage Support for Periodic Retrieval

The various storage organizations presented in Chapter 2 can support periodic retrieval
in NVoD. It is, however, a challenging issue to determine a cost-effective storage organiza-
tion in which the amount of disk bandwidth that is effectively scheduled under the given
layout and storage constraints is maximized. This is typically the situation facing large-scale
NVoD servers that periodically need to re-schedule their offerings to adapt to a changing
audience, content, and popularity profile. This optimization problem is greatly complicated
by heterogeneous phase offsets. movie lengths. and, possibly, display rates. As noticed in

[41, 42, 75], periodic movie retrievals from storage generate a difficult periodic task schedul-
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ing problem that falls within the realm of hard real-time scheduling. As in the previous
section, these issues are orthogonal to the purposes of this chapter. whose focus is on the
actual specification of NVoD schedules rather than on their cost-effective implementation.
Nevertheless, it is important to understand the complexity involved in sourcing videos ez-
actly periodically in a cost-effective way, since, as we shall see. there are alternatives to
NVoD that perform better while being possibly easier to implement. For completeness we
thus briefly outline the work presented in [41, 42, 75].

In order to source the same material at equally-spaced intervals, the NVoD server needs
to retrieve video data from a source device with multi-readout capability, so that multiple
requests may share the same buffer and read-write head. The schemes presented in [41.
42, 75] partially solve the periodic task scheduling problem by combining (1) cost-effective
data allocation, and (2) specific heuristics to determine .VVoD-schedulability. that is. the
feasibility of a schedule. In the first case. matriz-based allocation increases the number
of clients that can be serviced under NVoD by laying out data based on the knowledge
of phase offsets. This representation of video data views each movie as a set of columns.
each column being the concatenation of the data retrieved during a scheduling round for
each phase offset, and each row corresponding to contiguous portions of video of length
a phase offset. By storing each movie in column-major form. and performing retrieval
in columns, matrix-based allocation reduces the overhead of disk latency per stream. and
therefore buffering and storage bandwidth requirements. In addition to these features. the
matrix-based scheme provides a suitable framework for studying cost-effective schedulability
of movies with (possibly) different phase offsets. lengths. and display rates under different
assumptions about data layout on a storage organization.

It is indeed found that under such data layout, NVoD-schedulability in OMPD (or
clustering in [41, 42]) and FGS can be formulated as a generalized variant of the 0/1
knapsack, which is NP-hard. Although near-optimal heuristics with low polynomial-time
complexity are presented in [41. 42], the applicability of these heuristics is limited. as both
OMPD and FGS suffer from severe disk bandwidth and/or storage fragmentation. leading
to underutilization of available resources. These problems are partially solved in Vertical
CGS (VCGS) [28, 73], which reduces the scheduling complexity by declustering each column
of the video in matrix form across all disks. so the entire disk array is viewed as a single
large disk in a manner similar to FGS. However. increased disk latency overheads render
this scheme impractical in large disk arrays [41, 42]. In Horizontal CGS (HCGS), on the

other hand, a round-robin distribution of data across the disks has the potential of offering a

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



much better scalability and disk utilization than VCGS. This improvement. however, comes
at the cost of more sophisticated scheduling problems. which are non-trivial generalizations
of the Periodic Maintenance Scheduling Problem (PMSP) [97, 41. 42]. Given that PMSP is
known to be NP-complete in the strong sense [16], the authors of [41. 42] present algorithms
based on the concept of scheduling tree structures to determine all feasible schedules and
schedulable subsets of movies. These algorithms can also be used in the dual problem of
capacity planning, in order to determine, for a given a user profile, the minimum system
configuration that can accommodate it.

In summary, HCGS appears to be the most practical combination of storage organization
and data layout for scalable and cost-effective NVoD service. It should be noted, though,
that there is still no theoretical bound on the worst-case performance of the proposed NVoD-
retrieval scheduling heuristics in HCGS, thus complicating cost-effective NVoD scheduling.
While unlikely in a wide range of cases. if it has been determined that a schedule is not
feasible, a VoD server can delay channels until an available slot opens up, use another
(less efficient and cost-effective) storage organization such as OMPD or FGS. or source
channels quasi-regularly as presented hereafter. Also. the NVoD-schedulability problem
may be simplified if movie titles require the same rate and if the number of stripe units per
video is a multiple of the number of disks. As mentioned in Chapter 2. this can be enforced

by appending typically less than a minute’s worth of movie previews or advertisements.

3.2.3 CPE Support for Scalable VCR Actions

In order to understand how limited support for VCR actions is provided in NVoD.
one can discriminate two levels of interactivity according to the continuity experienced by
customers [12]. Continuous interactive functions allow a customer to fully control the du-
ration of interaction. whereas discontinuous interactive functions can only be specified for
durations that are integer multiples of a predetermined time increment, which, in NVoD,
corresponds to a phase offset. Generally speaking, support for continuous interactive func-
tions in NVoD is provided by caching a limited amount of video data close to the user, for
instance, in the CPE buffer, so that the user may access it with a very low latency during
interaction [12]®. Discontinuous actions happen in two possible scenarios. First, customers
may suddenly exceed the CPE-buffer capacity while performing a continuous action, e.g..
rewinding for too long. In that case, the NVoD server will simply transfer the customer

to the multicast group corresponding to an adjacent phase offset. Second. customers may

3As an example, current STB models made by Scientific-Atlanta comprise a 10 MB buffer [40].
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directly specify the length of video they want to skip. in which case the NVoD server will
determine the multicast group whose playout point is the closest to that requested by the
customer. Note that support for both continuous and discontinuous interactions in NVoD
is independent. Continuous actions are taken care of by the CPE buffer, while the general
operation of the NVoD server is to assign the customer to another multicast group when
needed. This feature is quite advantageous for preliminary experimentation with VCR
behavior.

Let’s consider the general operation of a CPE buffer during a continuous VCR action.
Video frames are received in a synchronous fashion, and those frames already displayed
(“past frames” ) are kept within the buffer, for reverse search and rewind capability. Initially,
the playout point will correspond to the most recently-received video frame. Upon pause.
stop, fast reverse or rewind within the CPE buffer. the playout point will change. The CPE-
buffer manager can then attempt to keep the playout point as close to the middle of the
CPE buffer as possible, so there should always be past frames available for reverse search
and unplayed frames, available for pause or fast search. This would be a natural choice if
“backward” interactions (rewind and reverse search) are as likely as “forward” interactions
(fast forward and fast search). If interactive access is dominated by “backward” interactions,
the playout point should rather correspond to the most recently-received video frame or
group of pictures (GOP). Note that the only mechanism available to the CPE buffer for
controlling the playout point is to discard old frames at a rate slower or faster than the arrival
rate of frames from the server. Efficient CPE-buffer management should ultimately discard
past frames in such a way that a large number of VCR actions can be satisfied without the
NVoD server’s support. Both customers’ interaction latency and load on the NVoD server
will then be minimized. The issue of providing efficient CPE-buffer management. which
is highly dependent on customers’ behavior. is postponed until Chapter 3. in which it is
examined in detail.

In general, the size of the CPE buffer will be subject to affordability constraints. As an
example, 5 minutes of MPEG-1 compressed video at 1.5 Mbps represent approximately 56.25
MB, which, stored in DRAM for fast access, should cost around $200 in 1997. On the other
hand, the phase offset is adjusted by the NVoD server depending on the movie popularities,
so as to allocate more channels to the most frequently-requested movie titles. Thus, an
important distinction has to be made between movie titles. depending on the relative size
of the CPE buffer compared to the phase offset. The NVoD server will probably allocate

very few channels (e.g., 2~ 3) to a rarely-requested movie. and the phase offset will be much
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larger than what the CPE buffer can hold. In this case. support for both continuous and
discontinuous VCR actions will be extremely limited, and it is safe to assume that group
changes will not occur unless expressly requested by customers. For more popular movies,
the CPE buffer should be large enough to hold a phase offset’s worth of frames so that
a group change can possibly be performed in a continuous fashion. Even in this case, the
CPE buffer cannot always guarantee a smooth transition between adjacent multicast groups.
To illustrate this fact, let’s consider a viewer who initiates a fast search shortly after the
beginning of a movie. As no future frame will be available in the CPE buffer, the multicast
group change will cause the viewer to experience a jump in phase offset. If the CPE buffer
attempts to keep the playout point in the middle of the buffer, whereas the play function
can be resumed as soon as the the first frame from the new multicast gr.oup is fetched, other
interactions such as reverse search. pause. stop and slow motion will become fully functional
again only once half a phase offset has been fetched. In summary. whether the phase offset
is larger or smaller than the CPE-buffer capacity, continuous VCR actions can only be
provided intermittently and without any guarantee on the discontinuities experienced by
customers (even with proper CPE-buffer management). Thus. the assumption of a constant
phase offset need not hold to guarantee QoS in VCR actions. \We will use this observation
in Section 3.6 to show that it is possible to provide the same granularity of discontinuity in
VCR actions, as measured by the average phase offset (APOQ), while increasing the NVoD

server throughput by serving more customers.

3.3 Performance Analysis of NVoD

Analytical modeling of batching systems should capture the tradeoffs generally observed
in resource sharing systems between customers’ and service provider’s point of views and
conflicting objectives. In this section, we derive the NVoD throughput for a single movie
title, defined as the average number of customers served per movie transmission. as a func-
tion of the length of a phase offset. As we shall see. the throughput is also a measure of the

customers’ defection rate.

3.3.1 Stationary Arrivals

We assume that a total of s concurrent channels is available to the NVoD server, and that

these s channels have to be partitioned among .V movie titles available to the customers.

Thus, s,, channels will be allocated to movie m and the corresponding phase offset is ;‘:‘:

o
(1]
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where L is the movie length*. Popularities can be expressed as a vector of access probabilities
[P1, P2, PN], N =i Pm = 1, where N is the number of different movie titles [65]. If the
total request arrivals are a Poisson process with parameter A, the request arrivals at movie
title m are Poisson with parameter A,, = p. A.

As mentioned in [58], the main problem with admission batching is that partially-patient
customers may drop their requests if they wait for too long, thus reducing the server through-
put and economical viability. Therefore, in order to evaluate NVoD in realistic situations,
we consider partially-patient customers, who may leave the system after waiting a certain
period of time. For a VoD service provider, patience behavior is of particular importance
since the server throughput will determine the cost per stream of a configuration, and
therefore economical viability. In the choice of a patience model, it is safe to assume that
VoD customers are not aware of the number of queued customers when they make their
requests, nor do they have fixed deadlines. Several patience models adapted to VoD have
been proposed in the literature. In [10]. for instance. a probabilistic model is assumed. in
which customers wait a normally-distributed time (e.g., of mean 5 minutes and standard
deviation %). In [11], customers agree to a deterministic wait threshold before reneging
if they wait an additional exponentially-distributed duration (e.g.. of mean 2.5 minutes).
In [31], a two-parameter model is used to capture the shape of the reneging function. and
the maximum amount of time a client will wait before reneging. In practice, however, this
model may be harder to match to real data. These examples indicate that the unavailability
of field data collection makes it necessary to choose arbitrary (preferably simple) patience
models.

Here, we assume that customers time out after a random exponential waiting time.
Unlike other patience models. and albeit its apparent simplicity. this behavior was first
observed from customers waiting for telephone facilities, and verified for customers waiting
for dial tones [60]. Since then, it has been used in several studies dealing with patience
modeling {44, 60]. In our patience model. after joining the queue of movie title m, partially-
patient customers will agree to wait 7 time units or more with the probability p.,.(r.7) =
e~ %, where 7 is the average time customers agree to wait. In general. tie patience rate
a = 1 can be assumed independent of the requested movie title. The NVoD service is
depicted in Figure 3.1.

A similar system was studied by the authors of [44], under the assumption that the

number of requests “accumulated” between two consecutive starts of the service is the

*Assumed the same for all movie titles. This assumption only marginally affects the applicability of our
heuristics and corresponding results.
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number of customers who agreed to wait ezactly ﬁ units of time. In other words, upon
arrival, customers are asked if they are willing to wait fn- and admitted into the system
only if they agreed; had they been admitted. they would have actually waited much less.
depending on the time they arrived within the reservation interval before the service phase
offset. Our formulation is less restrictive and more realistic than that of [44], in that
customers are allowed to make reservations and renege spontaneously. Another way to look
at our system is that upon arrival, customers are asked if they are willing to wait for the
ezact amount of time T which separates them from the service interval. and they accept
with a probability p,(7.7).

For the calculation of the number of customers waiting between two consecutive ser-
vices, we consider the transient analysis of the M /M /oc “self-service™ queueing system in
Figure 3.2, with arrival rate \,, and self-service with a negative exponential distribution at
rate a = %. This system is analyzed in [21], deriving (1) the probability, Payr/ar/s0(t, i, 1)
(Eq. (3.1)), that there are n customers in the M/} /> system at time t given there were i

customers at time 0 (note that (i_) =0if k> )

no [ (Aa)"F :
P)W/t\f/oo(ta i,n)= e—i‘am-(l—e“") : Z (;f_)—(l - e—at)n—2k+ie-kot (;) . (3.1)

k=0 (Tl—k)!

(]
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and (2) the mean number in the system at time ¢t (Eq. (3.2)):
N ’\m —at s o=alt K
Lag/aryeolts i) = —(1-e ) + e (3.2)

The server throughput for movie m per L time units — the average number of service
requests granted during L time units — is then obtained by applying Eq. (3.2) to each of

sm phase offsets of movie title m:

Am —a -k
T =8m—(l—e "m). (3.3)
Q

Let p = l;:‘é denote the traffic intensity. Then, the throughput variations are linear in p
for a fixed s,,.
The average loss rate L, of customers for movie title m due to lack of patience is given

by the difference between the average number of arrivals and the number of customers

served within ’L time units:

m
L—e m
oL

Sm

Lim = An(l-— (3.4)

Note that minimizing the average loss rate maximizes the system throughput. Also. the
average defection rate L\ﬂmn — the ratio of reneging customers to the total number of cus-
tomers — depends only on the customers’ reneging behavior expressed by a. not on the
traffic intensity.

Once admitted. customers move from one multicast group to the next when they request
VCR actions that can only be satisfied in a discontinuous fashion. Even though it is possible

that no new service requests for a particular time slot were placed in the previous SL time

units, requests for that particular time slot may be made later an. Thus. the VaD server has
to be work-conserving, by restarting service every ﬁ units of time. We want to evaluate the
cost of providing work-conserving service. and hence, discontinuous VCR actions capability.
or utilization of the NVoD server. This can be done by comparing a work-conserving NVoD
server with a non-work-conserving one in which. if no new requests for movie m are placed
within this interval preceding a particular channel. that channel will be idle for time of
duration L. Note that the average throughput is the same in both systems if all parameters
are kept the same. The reason for this is that the throughput indicates the number of
new requests granted every L time units. When no request was made in the previous fn—
time units, the throughput is unaffected by restarting a channel. Let a cycle be the time
between two consecutive service starts of a channel, then the cycle in a work-conserving

NVoD system is simply the length L of a movie. The cost of providing work-conserving
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service can be calculated by comparing the cycle lengths of work-conserving and non-work-
conserving systems. If they are about the same, then the utilization of the work-conserving
NVoD server is very high. On the other hand. a much shorter cycle in the NVoD system
supporting discontinuous VCR actions implies that. for the same number of channels. more
bandwidth is used to achieve the same throughput as in the non-work-conserving system.

thus resulting in a low utilization. An indicator of the extra cost due to low utilization is

CVCR = &"j\f_‘iﬁ’ (3.5)
sL
where T, is the average cycle in the non-work-conserving system.

Now, let’s calculate 7,, for the non-work-conserving NVoD system. If we consider one
channel for movie m in isolation. the service restarts if at least one request survived during
the last ﬁ segment. Hence, with probability 1 — P‘\,/A\,/m(s—f:.O.O) the service restarts.
and with probability RU/M/,,O(S—[":,O.O) = e.'rp(—%;n(l - e_"-_LnT )) the system becomes idle.

If PM/M/OO(;%,O.O) is replaced by Py.,. we have:

Tm = (1—POm)L+P0m(1_P0m)2L+P()zm(]‘_Pom)3L+
= (l-Pom)L LZ(kJrl)PoﬁmJ
c=0
= (1= Pl | =2 i ot
()PO.m k=0 '
3 d Pom
N (1_Po‘m)LaP0.m(l—P0.m>
B L
T 1~ Py
L

= — (3.6)
\ -t
L —ezp(—2m(l - e %))

The cost Cycr in Eq. (3.5) is now fully determined, and Cy¢pn converges to 1 as the
arrival rate of requests increases and as customers’ patience increases. This observation is
consistent with the fact that in both cases, the likelihood of requests’ survival from one

phase offset to the next increases. thus reducing the number of idle periods.

3.3.2 Nonstationary Arrivals

As we have seen in the previous chapters. in real VoD systems. request arrival rates are
usually nonstationary, and alternate between “prime time” and “off-hours™ on a daily basis,

in addition to seasonal fluctuations on a larger time scale. To account for nonstationary
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request rates, we must replace the M /A /oc patience queue in Section 3.3.1 by the M,/M/x
system, analyzed in [22, 36].

Fortunately, if we choose an arrival rate function carefully, it is possible to analytically
determine the number of surviving customers at the end of a phase offset, which in fact
corresponds to the number of busy servers of M, /M /> at the end of a phase offset. Similarly
to the model used in Section 2.5 of Chapter 2, we assume that the aggregated total request

rate for all movie titles (and correspondingly for each movie title m) is sinusoidal:

Alt) = X-i—Asin(‘yt)
Am(t) = pmA+ pmAsin(yt)
= Am + Apmsin(t),

where X is the daily average arrival rate. A(> 0) is the amplitude. v = 277- T being a 24-
hour period, and p,, the popularity of movie title m. More general arbitrary models of time
variations have been proposed in [L1]. Most of these models usually comprise successive
intervals with approximately constant request arrival rates over an extended period of time
(e.g., 1 hour). To the best of our knowledge. there are no published realistic (or empirically
verified as such) models of customers generating nonstationary requestsin an NVoD system.
Thus, we had to choose an arbitrary model which should. ideally. reproduce a realistic
demand on the NVoD server while being computationally tractable. The sinusoidal rate
is a convenient and representative model that captures the customers” cyclic behavior: in
addition, most of the results presented below can be generalized to a wide range of functions
by using decomposition techniques.

As in Section 3.3.1, the main idea in the calculation of NVoD throughput is to model
successive phase offsets for one movie title m with an M,/M/x queueing system that gets

reset and restarted every -= time units. Eq. (E.3) of Appendix E shows how to calculate

Sm
the number of surviving requests L.u,/,w/.x(;lj;.fo) at the end of a reservation interval of
length ﬁ starting at time ¢5. In order to express the NVoD throughput. we have to
consider all phase offsets during a 24-hour period, or more gencrally. during a period equal
to LCA{(T,-S[‘:) if the number of phase offsets within T is not integer (i.e.. a day is not

divisible by the movie length). The NVoD throughput for movie title m is therefore:

Tn—1
I ¢ . L L -
Tn = T ;) Lagary((i + I)EJZ)sm. (3.7)
where
LCA(T. L)
m = L m R
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Finally, we can express the average loss rate of customers for movie title m by:
Tn—1 i+1)-L

Ly = % . ‘%(:) { i;:l)'m Am(t)dt = Lyg ar7o0((i + l)é,ii)} . (3.8)
As noticed in [36], if A(t) is a general, not necessarily periodic, function. the analysis of the
M;:/G /oo system can be inferred from the sinusoidal case by combining periodic overlap
and Fourier decomposition of A(t). These techniques and their restrictions are elaborated
on in [36]. Our formulation of throughput and loss rate can thus be adapted easily to a
wide range of nonstationary arrival rate. )

Similarly to Section 3.3.1, in order to evaluate the cost of providing discontinuous VCR
actions, Cycpr given in Eq. (3.5), we need to calculate the average cycle in the non-work-
conserving NVoD system. The calculation of the average cycle is simplified by the fact that
the number of customers surviving at the end of a phase offset is known to have Poisson
distribution. But the average of this distribution varies from epoch to epoch. If we consider
a particular phase offset : < LCM(T. ﬁ) for movie m. service will restart with probability
1~ Pomi =1 —exp(~Lagaryscl(i+ l);{‘:.iﬁ)). Hence. for this particular phase offset.

the cycle specific to that particular phase offset can be calculated by the following recursive

formula:
Tmi = (1= Pomi)l+ Pom.(l— Pomas1)2L + Po i Poma+i{l — Poomiv2)3L + - -+
> k-1
= LY k(1= Pomu) [] Poms]- (3.9)

k=1 (=2
with [T;=! = 1if k = i. We found that the product terms beyond the first few terms of the
summation are insignificant. and Fy,,,’s between adjacent phase offsets are similar. After

approximations and calculations similar to those leading to Eq. (3.6). we obtain:

Tmi =< L - L L : (3.10)
1 —exp(=Lyg/nrylli+ D35 i55))

The average cycle length can finally be approximated by:

Tn—1 L

(3.11)

m =g L—exp(=Lyg/ar((i+ l)ﬁJ;l,‘:))'

3.4 Optimal Scheduling in NVoD

3.4.1 Problem Statement

We now use the throughput calculations in Section 3.3 to determine partitions of the
NVoD channel capacity s so as to maximize the throughput of the server averaged over all

movie titles.
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Problem NVoD T-OPT:  Given s concurrent channels. 5 = [sy,---.sy] partition of
the channels among the N different movie titles. A the aggregated request rate, p = } the
constant service rate, [pi,-- -, py] the movie popularity vector, A, = pmA the arrival rate,

and Ton(sm) the throughput corresponding to movie title m, determine

N N
s
max Z Tm(sm) such that — =1
3 S
m=1 m=1
and
sm > 0, m=1,.--,N.

A related problem was presented in [31]. Thanks to a particular patience model, the authors
of [31] obtain a simpler expression for the NVoD throughput, which is then used to find an
approximate solution to optimal partitioning. Our study offers an interesting alternative
to this formalism, since we extend the optimal scheduling problem in NVoD to another
patience model for which optimal schedules can be determined ezxactly.

Problem NVoD T-OPT can be further refined. For instance. field studies can determine
a range of phase offsets “acceptable™ or tolerable to customers. in terms of service latency.
discontinuity of VCR actions. and affordability of the CPE buffer. In this case. the objective
of the NVoD server is to achieve maximum throughput while satisfying constraints on the
maximum and minimum allowable phase offsets for each movie title, in order to provide a
service that is “appealing” to the customer. Another objective could be to operate under the
lowest Cycr possible. In this case. the objective function can be replaced by minsCycg.
Note that constraints on throughput and phase offsets need not be conflicting, since it is
possible, in the context of a pricing study. to express the objective function as a weighted
sum of both throughput and APO, since both parameters may accounted for in deciding
how to charge customers for service for maximum server revenue.

Since the objective function of Problem NVoD T-OPT is convex. and the first con-
straint is linear, NVoD T-OPT is a discrete convex separable resource allocation problem.
and the optimal partition [s;,---.sy], denoted by T-OPT. can be found by using integer
programming techniques in at most s steps. based on the enumeration technique outlined
in Appendix A. This computational efficiency is particularly attractive if the popularity
of movies varies over time. In the special case of infinitely-patient customers (a =0 ), all
customers get served within a phase offset. In this case. the NVoD throughput is constant
for any partition 3, and one can use another criterion to determine the partition, such as

minimizing the APO. In the general case of @ > 0. minimizing the APO yields a separate
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allocation vector 5§ = [s;,---,sy] (denoted by EW-OPT), and therefore conflicts with max-
imization of throughput. (EW-OPT can be determined within s steps similarly to T-OPT).
[t should be noted that several definitions are possible for the APO. From a random arriving
customer standpoint, it is given by Zﬁ:l pmﬁ, which indicates the average waiting time
experienced by arriving customers and to some extent the granularity of discontinuity in
VCR actions. As seen by a random non-reneging customer (that is, when averaged over
all served customers), the APO can be defined as Z:}::l pm—ygm?;%.

n=1 "

an indicator of the granularity of discontinuity in VCR actions. and to some extent, of the

In this case, it is

admission latency. Lastly, from the server point of view (that is. when averaged over all
L

Sm

movie titles), it is given by & YN 1 L. In a sense, this third definition adopts a “fairer”,
unbiased point of view by not considering movie popularities. In the remainder of this
chapter, we shall assume the first definition. in which case the APO indicates the average
waiting time experienced by arriving customers. Our methodology and results will remain
valid nonetheless if another APO definition is chosen according to whichever point of view
is most valued.

The following four allocation policies are considered to evaluate the T-OPT performance

while varying the number of channels. traffic intensities and patience. -

1. The heuristic NVoD T-OPT which determines the partition 7-OPT by maximizing
the throughput of the NVoD server.

2. A proportional allocation policy, which assigns each movie the number of channels in

proportion to its popularity determining a partition T-PROP.

3. The heuristic which allocates the number of channels proportional to the square root
of popularity, because it was found in {10] that batching customers’ requests according
to the maximum factored queue length (MFQL)® leads to minimal customers’ latency
in case of infinitely-patient customers. The corresponding partition is denoted by
T-SQRT. In case of discrete pre-determined phase offsets. even though T-SQRT may

not be optimal, it might offer an interesting tradeoff between throughput and APO.

4. The allocation policy which minimizes the APO. The resulting partition is denoted
by EW-OPT.

®For a particular movie title, the MFQL is the queue length divided by the square root of the title
popularity
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3.4.2 Simulation Results

We chose to compare the throughput (given by Eq. (3.3)). the APO EW. and the
dispersion D — defined as the coefficient of variation of the phase offsets — of the various

above-mentioned policies:

D= \/Zﬁ:l Pm (ﬁ)z _Wz.

—_ 3.1
EW (3:12)

with EW = ¥ N_ p.-L. Lower values of the dispersion D indicate more homogeneous

3m
allocation policies which lessen variations in the customers’ waiting times. We adopt the
Zipf’s law as the stationary model of movie popularity.

The throughput given by Eq. (3.3) in the stationary case, and that by Eq. (3.7) in the
nonstationary case, are quasi-linear in traffic intensity. An important consequence of this
property, confirmed by our simulations. is that once an optimum allocation 5 for T-OPT
or EW-OPT has been determined for a given traffic intensity. it will not change for any
other value of traffic intensity. under the condition that the total number of channels s and
the patience factor. defined as 3 = % are kept constant. By combining both throughput
linearity and allocation invariance with traffic intensity. one can now observe that the ratio of
throughputs of any two partitions chosen among T-OPT, EW-OPT. T-PROP and T-SQRT
is independent of traffic intensity. Consequently. in order to evaluate different allocation
policies for a given channel capacity s and patience factor .. it is enough to simply assume
an arbitrary traffic intensity. Then. different partitions can be compared with respect to
their relative throughputs. normalized with the throughput corresponding to an arbitrary
partition. For this effect, we selected EW-OPT to be the normalizing partition, since it
corresponds to the lowest throughput. as we shall see. Note that the allocation invariance
property also implies that the APOs and the corresponding dispersions of each partition
are independent of traffic intensity.

We measured the variations of the normalized throughput. the APO and the corre-
sponding dispersion in various cases of channel capacities shared among 10 movie titles.
Two values of the patience factor are considered: (1) .J = 0.01 corresponding to customers
who are willing to wait 1 minute on average. thus very impatient: (2) 3 = 0.1 corresponding
to moderately patient customers, willing to wait 10 minutes on average. (Note that this
definition of customers’ behavior is arbitrary and used only for an illustrative purpose.)

T-OPT provides an upper bound on the maximum achievable throughput, and EW-

OPT a lower bound on the minimum APO. and the corresponding dispersion. Intuitively,

6-
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Figure 3.4: Dispersion for 3 = 0.01.

for very impatient customers. T-OPT will tend to allocate all channels to the most popular
movie title, thereby increasing dispersion and APO. Figures 3.3 and 3.4 clearly demonstrate
this pronounced tradeoff between throughput and dispersion for very impatient customers.
In such situations, T-PROP appears to be a good compromise.

For more patient customers (3 = 0.1). Figures 3.5 and 3.6 indicate that the throughput
is less sensitive to the choice of an allocation policy, as the distinction between policies
is less clearcut. T-SQRT then represents a good tradeoff among throughput, APO and
dispersion. To summarize our simulation results. the choice of a allocation heuristic by the
NVoD server will depend on the number of channels available. customers’ behavior expressed
by 3, and finally, on performance parameters such as throughput. APO. dispersion, or a
tradeoff among all of them. We found that the latter case can be achieved with simple

heuristics such as T-PROP for impatient customers, and T-SQRT for moderately to very
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patient customers.

Finally, we compare T-OPT, T-PROP, T-SQRT and EW-OPT with respect to Cycr
given in Eq. (3.5), which is an indicator of the additional bandwidth needed to provide work-
conserving service and discontinuous VCR actions support. A low Cycgr value represents
allocations for which work-conserving scheduling of channels is less costly than non-work-
conserving scheduling. Figure 3.7 shows the simulation results for a request arrival rate
A = 5.0. (Consistent results were obtained in other simulations with different arrival rates.)
For very impatient customers (4 = 0.01), T-OPT exhibits the highest system utilization.
since it assigns most of the channel capacity to the most popular movie, which accounts
for most of Cycp. The difference between work-conserving and non-work-conserving cycle
length is then reduced. For similar reasons, EW-OPT performs worst as it tends to assign

channels uniformly. As we kept increasing the patience factor (3 > 0.01), T-PROP yielded
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the best utilization. followed by T-SQRT. This serendipitous result indicates that it is a
sensible decision to choose the heuristics that provide a good tradeoff among throughput.

APO and dispersion.

3.5 Threshold-Based NVoD

We present in this section an intuitively-appealing alternative to fixed-length phase
offsets. Suppose service is provided only when no less than A’,, requests are “accumulated™
for movie title m and a channel is available. If a request is placed while all channels are
busy, the customer has to wait for a channel to become available. and also until the desired
number of requests is accumulated. If. by the end of the movie length L. there are at least
K., customers waiting then the service restarts: else the service is delayed until the number
of requests reaches exactly A',,. We call such class of VoD systems threshold-based NVoD,

or Quasi-VoD (QVoD). We want to compare the performance of QVoD to that of NVoD.

3.5.1 Performance Analysis

Similarly to the approach taken in Section 3.3. our first analytical step is to study the
throughput of a QVoD server by focusing on the channels allocated to one particular movie
title. For tractability, we will restrict our analysis to the case where a single stream is
allocated to a particular movie title m. i.e.. s,, = 1, and then generalize the results to any
number of servers.

Assuming partially-patient customers and stationary arrivals. at the end of the ser-
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vice interval L, the service resumes with probability 1 — Zi";'g_l Parjarjoo( L, 0. 2), where
Prrimyo( L, 0,7) is given by Eq. (3.1). With probability Z{‘;g_l P“,/M/,;O(L. 0,:) the system
becomes idle, waiting until the number of waiting customers reaches K',,. As noticed in [44],
if the number of surviving customers at the end of the service interval is &, the length of the
idle interval will be the first-passage time of the patience birth-death process in Figure 3.2

from state k to state R,
Rm-1

thm = D Liitls
=k

where ¢y, N, is the mean first-passage time from state .V, to state V,, given by the following

recursive formula [44, 49]:

lx.i-{-l = B
m

The mean idle time can now be computed as:

Km-1
Tim = Z Lk W Prpjatyc (L0 K).
k=0
Having expressed the mean idle time, the average cycle duration is Ton = Tim + L

and the average number of requests served per cycle is (with Px = Py o (L.0.%) and

L = Lyt/arjoo( L, 0) = 22(1 - e7h)):

Km—-1 KNin-1
Nem = Z Pr) Z kP + Koy Z Py
k=Rm
I\m—l ' I\m-l KNm—-1
= = Y kPO H(Km =L+ Y kPi) > Pk
k=0 k=0 k=0

Finally, the throughput for movie title m. defined as the ratio of NV,, to Tom, can be

expressed as:

L
L+ Thm T ek, P {

The average loss rate, due to impatient customers who leave the queie without receiving

Km-1 Km—-1 Km-1
K ) Pe+(L~ Y kP)(1- ) Pk)}. (3.13)
= k=0 =

service, is simply given by A, — %ff‘l Determining an analytical closed form of T, and
other performance measures such as the average latency is usually intractable for s, > 1.

especially in the case of deterministic service®. In addition. our simulations indicate that

8For exponentially-distributed service time and infinitely-patient customers, an analytical closed form of
average latency as a function of K, is presented in [89] based on the work of Neuts and Nadarajan [69].
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Figure 3.8: QVoD throughput for 100 channels and J = 0.01.

approximations based on Eq. 3.13 are not satisfying in a wide range of channel capacity and
patience factor. Although some guidance may be found in the time-consuming algorithmic
procedures presented in [853. 23, 66, S6], simulations or heuristics are needed. based on
customers’ request rate and behavior.

Nevertheless, some interesting preliminary results can be obtained in the general case
sm 2 L. For a given traffic intensity, small threshold values K, lead to a sub-optimal
throughput due to under-collected service requests. while large values of A',, may cause
losses of customers due to long waits. Consequently. there is an optimal value of the
threshold A'2P* which maximizes the QVoD server throughput for movie title m. Figure 3.8
illustrates this phenomenon for 100 channels allocated to movie title m. Our simulation
results also indicate that A'2P* plays a critical role in achieving the lowest request defection
rate. This observation is particularly important if the traffic intensity and customers’ pa-
tience vary with time (e.g., in a 24-hour cycle). As can be seen in Figure 3.8 and confirmed
in separate simulations. A% is linear in traffic intensity. with a coefficient of variation
which depends on the number of channels and the patience factor’. It is therefore possible
to tabulate A'? and dynamically adjust A to A',, corresponding to the instantaneous ar-
rival rate of requests. In the next section we evaluate the effectiveness of such an adaptive

approach in a nonstationary environment.

"This is illustrated in more detail in the next chapter.
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3.5.2 Throughput Comparison QVoD vs. NVoD

Relaxing the constant-phase-offset constraint in NVoD by using QVoD is justifiable
if the resulting throughput gain is significant. Thus. we now compare the throughput
for one movie title in both NVoD and QVoD systems. A complete comparison requires
evaluation of both stationary and nonstationary traffic intensities. In the stationary case.
Figure 3.9 represents the ratio of the QVoD throughput to that of NVoD. for four different
combinations of the channel capacity s,, allocated to movie m. and of the patience factor 3.
For each traffic-intensity value, the QVoD throughput corresponds to the optimal threshold
K'2Pt. These results indicate a higher throughput in QVoD systems. although the difference
between NVoD and QVoD diminishes as both customers™ patience and channel capacity
increase. This trend can be explained by the fact that. when the average customers’ patience
is comparable to, or greater than, half an NVoD phase offset (e.g.. 1 minute for 50 channels).
the NVoD throughput will be pretty high. hence lessening any relative improvement from
using QVoD.

QVoD appears superior to NVoD if the optimum A'2P* is used. However. our simulation
results indicate a sharp decrease in QVoD performance when non-optimal values of K, are
used for a particular traffic intensity. This raises questions regarding the applicability of
QVoD in case of nonstationary request arrival rates. We also noticed that the defection
rate in QVoD is very sensitive to variations of traffic intensity, the patience factor and A'y,.
In the NVoD system, on the other hand. defection rates depend only on the customers’
patience.

There are two policies that a QVoD server can adopt in a nonstationary environment.

70
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Figure 3.10: Throughput ratio for nonstationary arrival rates. 50 channels and RA = 0.9.

First, as mentioned in the previous section. the threshold A, can be dynamically adapted
by choosing A'%P* for the instantaneous arrival rate. Alternatively. the QVoD server can
choose the fixed threshold which maximizes the throughput averaged over a 24-hour period.
We used simulations to evaluate the ratio of the QVoD throughput in each approach to
that of NVoD, for different values of the patience factor. We assumed sinusoidal arrival
rates of relative amplitude RA = 0.9. which represent an extreme case of time variations.
The NVoD throughput was calculated from Eq. (3.7), whereas the QVoD throughput was
obtained through recursive simulations. The simulation results in Figure 3.10 for s,, = 50
show that, as the number of chanuels and the patience factor increase, QVoD becomes less
attractive for both choices of the threshold. adaptive or fixed.

This conclusion confirms that NVoD should not. in general. be dismissed in favor of
QVoD for nonstationary arrival rates. The similarity of performance between adaptive and
fixed threshold QVoD policies indicates that threshold-based scheduling of videos is not
well adapted to continuously-changing load conditions. Also. unless a closed-form equation
is found for key QVoD performance variables such as throughput or average latency as
functions of K, and sn,, recursive simulations must be used to tabulate A2 as a function
of s, and 3. This process complicates heuristics for determining optimal schedules. Finally.
there is no guarantee that a schedule will remain optimal in spite of variations in the request

arrival pattern, and changes in the popularity profile thus require new tabulations.
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3.6 “QVoD-Enhanced” NVoD

As scen in Section 3.2, even with proper CPE-buffer management and constant phase
offsets, continuity in VCR actions can only be provided intermittently and without any
guarantee on the discontinuities experienced by customers. Thus. it is intuitively appealing
to relax the assumption of constant phase offsets in NVoD for a higher throughput, as long
as the same average granularity of discontinuity in VCR actions. as measured by the APO,
is provided to customers. We show in this section that by using QVoD over a partition
[s1,---,sn] of the capacity s among the N movie titles initially determined for NVoD,
one can achieve a much higher throughput while providing support for discontinuous VCR
actions comparable to that of NVoD in an average sense. We call such system “QVoD-
enhanced” NVoD. We will restrict our analysis to stationary request rates. although it is
valid in most nonstationary cases.

Suppose the NVoD server will initially determine a partition [s;.---.sy] by optimizing
an arbitrary pre-determined objective. This objective may be to maximize throughput.
minimize the APO, or to make a tradeoff between throughput and APO. We examine how
NVoD performance will be affected by switching to QVoD based on the same [sy,---.sy].
and the corresponding vector of optimal thresholds K" = (AP - A EY). According
to the results obtained thus far. we can make performance improvement for moderately
stationary arrival rates. impatient customers and a relatively small number of channels
allocated to each movie title. In a sense, this approach combines the best of both batching
systems, partitioning simplicity in NVoD. and throughput performance in QVoD.

We approach the problem by using QVoD in conjunction with NVoD in three exper-
imental steps: (1) First, we have to select arbitrary NVoD partitions [s;.---.sy]. Since
we are interested in customers’ QoS. we choose NVoD EW-OPT for minimization of the
phase offset. and NVoD PROP or NVoD SQRT for the tradeoff between throughput and
phase offset, depending on the value of the patience factor. These partitions were presented
in Section 3.4.1; (2) Next, we evaluate performance by switching from NVoD to QVoD:
(3) Finally, we compare the performance of QVoD with that of NVoD whose partition
[s1,--,sn] corresponds to NVoD T-OPT, presented in Section 3.4.1. NVoD T-OPT is
used as an indicator of the maximum throughput achievable with a NVoD server.

In summary, we compared the following five systems.

1. An NVoD server with [s;.---.sy| minimizing the average NVoD phase offset; this

configuration is called .VVoD EW-OPT.
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Figure 3.11: Comparison of NVoD and QVoD-enhanced NVoD: throughput for .3 = 0.01.

2. A QVoD server with the same channel allocation vector [s;.---.sy] defined by NVoD
EW-OPT, used in conjunction with &°7*: this configuration is called QVoD-enhanced
NVoD EW-OPT.

3. An NVoD server with the partition [s;.---.sy] making an acceptable tradeoff among
throughput, phase offset and fairness. In Section 3.4.2, allocating channels propor-
tionally to the popularities (NVoD T-PROP) is shown to be a good candidate for very
impatient customers. For moderately to very patient customers. allocation in propor-
tion to the square root of the popularities (NVoD T-SQRT) is preferable. Thus. we
consider the VVoD T-PROP partition for J = 0.01 and VoD T-SQRT for 3 =0.1.

4. A QVoD server with the same partition [s;.---.sy] determined by NVoD T-PROP
for 3 = 0.01 and NVoD T-SQRT for .3 = 0.1. used in conjunction with TP, These
configurations are called QVoD-enhanced NVoD T-PROP and QVoD-enhanced NVoD
T-SQRT.

An NVoD server with [s;,---.sy] maximizing the NVoD throughput: this configura-

tion is called NVoD T-OPT.

Ut

Figures 3.11, 3.12 and 3.13 show the simulation results for 100 channels partitioned
among 10 movie titles of 100 minutes each. and accessed by very impatient customers
(8 = 0.01). We measured throughput. APO and dispersion. The improvement in through-
put by using a QVoD server (configurations QVoD T-PROP and QVoD EW-OPT) is dra-
matic, with a relatively minor effect on the APO and the corresponding dispersion. This is

particularly noticeable for large traffic intensities. For very low traffic intensities (p < 1.0).

3
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Figure 3.13: Comparison of NVoD and QVoD-enhanced NVoD: dispersion for 3 = 0.01.

QVoD EW-OPT is preferable to QVoD T-PROP, since it achieves a comparable throughput
for lower phase offsets and dispersion. In summary, for very impatient customers. the con-
figuration QVoD EW-OPT is the best choice. as it improves upon the maximum throughput
achievable with NVoD (configuration NVoD T-OPT), for an APO comparable to that of the
NVoD configuration NVoD T-PROP. and the corresponding dispersion comparable to that
of NVoD EW-OPT. For more patient customers (3 = 0.1) though. we found in separate
simulations that the marginal improvement in throughput by replacing NVoD by QVoD is
not worth the significant increase in the APO and dispersion. Finally, similar conclusions
were made in the case of nonstationary arrival rates. for which QVoD can be used for very

impatient customers.
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3.7 Conclusions

In this chapter we first improved upon existing work on NVoD systems in several ways.
First of all, we presented an analytical approach to program scheduling in NVoD systems.
as opposed to commonly-used simulation such as in [12], and derived closed-form for various
key performance variables such as the NVoD server throughput. By using a similar patience
model, we extended the seminal work of [44], in which it is assumed for simplification that
customers’ requests are granted only if they agree to wait for exactly one phase offset. Al-
though our analysis can be seen as an alternative to that presented in [31], we provided more
insight into the resource allocation problem in NVoD by integrating both customers’ and
service provider’s points of views in a mathematical framework. More particularly, we were
able to determine, in linear time, the optimal schedule of movies of different popularities for
maximum throughput and the lowest APQ. These results were also generalized to the case
of nonstationary request arrival rates. Further. we showed that in practice. the choice of a
scheduling algorithm will only depend on the number of channels available. customers” pa-
tience, and on the performance variable which is most valued by the NVoD service provider.
i.e., throughput, APO, fairness, or a tradeoff among all of these. In the latter case, simple
heuristics such as the allocation of channels in proportion to movie popularities are found
to yield good results. These heuristics may be used as an alternative to optimal schedules
which have been found non-schedulable. In summary. we were thus able to (1) bound the
system performance with optimal partitions. and (2) provide ad-hoc guidelines on resource
allocation.

Next, we presented variations on the basic NVoD scheme. In QVoD. channels are sched-
uled based on a threshold of requests. The throughput was found to be usually greater in
QVoD than in NVoD. except for the extreme case of nonstationary request arrival rates.
This last observation was used to improve throughput without compromising customers’
QoS, by using QVoD in conjunction with NVoD. This result is important since as outlined
in Section 3.2, cost-effective NVoD scheduling requires time-consuming heuristics, and there
is still no theoretical bound on the worst-case performance of NVoD retrieval scheduling
heuristics in HCGS. A VoD server can delay channels until an available slot opens up.
or source channels quasi-regularly as in QVoD-enhanced NVoD and yet provide a higher
throughput than in NVoD, as long as each movie title is allocated the pre-determined num-
ber of channels. This fortuitous result may also be particularly useful when the popularity
profile changes throughout the day, as it allows for more freedom in program scheduling.

which can modify the movie retrieval periods within prespecified bounds.

5
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Throughout this chapter, we have looked at particular combinations of batching policies
and partitioning heuristics that minimize the loss of customers’ QoS incurred by workload
variations. These different approaches to scalable batching differ in complexity and schedu-
lability. In the next chapter, we further investigate these issues by presenting a methodology
to identify and compare scalable batching schemes in disk-array-based VoD servers. and ap-

plying this methodology to more general batching policies and storage organizations.
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CHAPTER 4

SCALABLE BATCHING POLICIES
IN DETERMINISTIC VIDEO-ON-DEMAND SERVERS

4.1 Introduction

Chapter 2 dealt with the problem of specifying a low-cost storage organization for max-
imum customers’ QoS while satisfying arbitrary constraints on channel capacity and movie
selection. In Chapter 3, we then focused on monolithic storage organizations, and ana-
lyzed the commercially-available NVoD and variations on the basic scheme for increased
throughput and scalability, and enhancement of basic D-VoD service to limited VCR func-
tionality. In this chapter, we further investigate the general issue of achieving scalability in
disk-array-based D-VoD servers by batching customers’ requests.

As we have seen in Chapter 3, batching requests during the scheduling phase increases
throughput and may decrease customers” average latency since requests for the same movie
that arrived within the same batching period do not have to compete for resources. The
choice of a batching policy thus plays an important role in determining both customers’
latency and defection rate. The simplest and most popular batching policy. on-demand
batching, batches outstanding requests whenever a channel becomes available. However, as
we shall see, lack of regulation in the channel allocation process causes a considerable scala-
bility problem during extended periods of demand surge. thus leading to congestion cycles.
The main intent of this chapter is to provide a methodology to (1) identify non-scalable
batching policies. and conversely, (2) evaluate and compare scalable batching heuristics that
a D-VoD server, consisting of one or several disk arrays. can use in order to grant customers’

requests with maximum QoS while achieving a high throughput.
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4.1.1 Approach

A batching policy is scalable if it can accommodate possibly significant workload fluctu-
ations and overloading situations without degrading customers’ admission QoS, expressed
in terms of the admission latency, defection rate due to long waits. and availability during
reconfigurations. In addition to time variations in the request arrival rate, two factors have
to be considered for their possible impact on scalability: (1) customers’ willingness to wait
(thus delaying their requests for batching). that is. customers’ patience behavior, and (2)
the storage organization of the D-VoD server. First, customers are only partially patient.
and may thus renege service if they wait too long. As illustrated in Chapter 3, this reneging
behavior imposes constraints on batching, whose key principle is to delay customers’ service
as long as possible for the best scalability. Second. in a clustered configuration, each cluster
serves as a repository for a subset of all movie titles, for which it will provide a fraction
of the total channel capacity. Clearly, the underlying storage organization will determine
the maximum number of channels that can be allocated to a partic{xlar movie title and
how the concurrent channel capacity is shared among various movie titles. It will therefore
dictate the batching performance and the feasibility of a batching schedule. Also. when
resources are (partially) shared. an admission scheduling policy may have to be used in
conjunction with the batching policy in order to decide which movie title should be given
priority. It is therefore important to evaluate the effectiveness of batching policies within
representative storage organizations. or alternatively, the impact of a storage organization
on the scalability of a batching policy.

In summary, we extend Chapter 3 in several ways. By analyzing a non-scalable batching
policy, we introduce a scalability metric that will allow us to comparatively evaluate various
scalable batching policies, including NVoD and related schemes. In parallel with this study.
we propose scalable ad-hoc alternatives which are applicable in a wide range of clustered
storage organizations, and offer an interesting tradeoff between customers’ QoS and server’s
throughput.

The rest of this chapter is organized as follows. Section 4.2 gives background on several
alternatives to batching that have been proposed in the literature for increasing the number
of concurrent channels beyond the capacity limitations of available resources. We identify
the scalability shortcomings of these resource sharing techniques. Next. we analyze the
congestion problems associated with on-demand batching. In particular, we introduce a new
metric called the burst absorption capability (BAC). We use this metric to comparatively

review several well-known and ad-hoc scalable batching policies assuming infinitely- and
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partially-patient customers. We examine next the loss of customers’ QoS that enables disk
arrays to be clustered to provide customers with higher service availability. We will actually
show that even the simplest scalable batching policy vastly improves on-demand channel
allocation, while being easily implementable in both monolithic and clustered disk arrays.

The chapter concludes with some remarks in Section 4.7.

4.2 Resource Sharing in VoD Systems

This section briefly reviews several techniques which have been proposed to achieve a
high throughput and limited scalability in a VoD server. They attempt to share the resources
that need to be reserved for real-time retrieval and delivery of video data from the storage
repository to viewers. At the local VoD server level. these resources usually comprise (but

are not restricted to) buffer space. storage bandwidth. and network bandwidth.

4.2.1 Caching

The caching (also called bridging or buffering) approach [30. 33] saves storage bandwidth
by using buffer space in the VoD server memory to retain moving portions of certain videos
as they play. This way, the data fetched by a client can be reused by others closely following
the client, if memory space is available to retain the blocks. In general, depending on
the buffer location in the video delivery path. caching trades extra memory for reduced
bandwidth demand. If a static memory block allocation is used. the effectiveness of caching
will depend on the intervals between two successive requests for the same video object. For
low request arrival rates. a considerable amount of buffer space may be required in order
to achieve any significant saving in server capacity. Thus. static caching is cost-effective
in the restricted case of high request rates. and for frequently-requested videos. In this
case, however, a significant amount of RAM may be needed unless the request rates are
so (unrealistically) high that the data prefetched during retrieval in disk arrays (e.g.. 2
seconds’ worth of video in a 1,000-channel CGS disk array. and 24 seconds in a FGS disk
array) may be immediately reused.

Additional optimization schemes such as pinned demand paging (78] and interval caching
[33] attempt to exploit the sequential access to video data through dynamic caching of video
data according to changes in the movie access frequencies. Nevertheless, as documented in
[30], adaptive techniques are not scalable since even though a higher .;,ystem capacity can

be provided, customers’ blocking probability increases linearly with the request rate. In the
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extreme case of saturation. all video segments have to reside in RAM. which, as noted in
Section 2.1 of Chapter 2, is not cost-effective due to the size of video objects (e.g., storing

a 100-minute movie requires 1.125 GB if MPEG-1 is used. and 5 GB with MPEG-2).

4.2.2 Adaptive Piggybacking

Unlike caching, using multicast communication to serve several customers with the same
channel saves storage bandwidth, buffer space. and network bandwidth altogether, and
hence lowers per-user costs. An alternative technique to batching. called adaptive piggy-
backing, was studied in [9, 58] to achieve multicasting “on-the-fly.” through alteration of
the display rates while the requests are in progress. This technique differs from batching,
in which customers’ requests are grouped at the beginning of a movie. The basic idea be-
hind adaptive piggybacking is that if two streams for a common video are a small enough
interval apart, the first stream can be played at a slower rate than the second; ultimately,
the second stream catches up and can be piggvbacked on the first. This is based on the
fact that small differences in the display rates are not perceived by the viewer. In addition
to difficult implementation issues when MPEG-like compression is used (because of inter-
frame dependencies), one major problem with piggybacking is that the size of the catch-up
window is severely constrained by the maximum acceleration rate permissible by QoS con-
siderations. Thus. no resources are freed during the period of the catch-up window. which
can be significantly long.

To alleviate this problem. [38] advocates content insertion (e.g.. advertisements, pre-
views) based on intermediate caching of alternate programs. Used in synergy with rate
adaptive stream merging, this technique allows resources to be freed temporarily and used
to decrease the catch-up window. and consequently, to accommodate minor overload sit-
uations. Short-term failures can also be dealt with easily if customers can be switched
to alternate programs until resources become available. In spite of all these features, the
authors of [58] note that content insertion may cause “stream-thrashing,” in which service
scalability is degraded by an increased amount of inserted content. Also. even though con-
tent insertion may subsidize the cost of entertainment provided to the consumer, it is not
clear whether such a practice will not drive customers away from digital video services.

It should be noted that the schemes presented in this section are not mutually exclusive.
For instance, adaptive piggybacking can be used in conjunction with batching to recover
resources during unexpected short-term transients. As for interval caching, schemes pre-

sented in [79, 80], when used in conjunction with batching. can provide viewers with limited
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VCR capability if large buffer costs can be afforded. These two approaches are therefore
orthogonal to batching, and can be incorporated as additional optimizations. In the case
of caching, however, it has been mentioned in [{1] that with current hardware pricing and
stream parameters, trading memory for disk bandwidth is often a losing proposition. Nev-
ertheless, we will show in the next chapter that decentralized caching of portions of videos
in CPE buifers is an interesting alternative to distribute the cost of providing unrestricted
VCR functions without compromising the VoD service scalability achieved through batch-
ing. Lastly, one can observe that both batching and adaptive piggybacking with content
insertion rely on assumptions made on viewers’ tolerance. However, whereas the latter
approach assumes tolerance to alteration in both rate and content of video programs, the
former is based on the sole assumption that customers are ready to wait for a more scalable.
unaltered service. As we shall see in the remainder of this chapter. batching requests for the
same title allows a D-VoD server to facilitate heavy request loads. which would otherwise

cause severe degradation in throughput and customers’ waiting times.

4.3 On-Demand Batching in Disk-Array-Based D-VoD Servers

4.3.1 Scheduling

A straightforward approach to batching, known as “on-demand”™ (OD) batching, is to
service outstanding requests together whenever channels become available. without any
control in the channel allocation process. In order to be applicable to disk-array-based
D-VoD servers, a scheduling policy has to be chosen to decide which movie title should
be allocated to the first available multicast channel. Once a movie title has been chosen.
batching is done by transferring corresponding newly-arrived requests from a request list
to one or several service lists and by reserving the resources needed to start sourcing the
program. Thus, customers” waiting time is affected by the scheduling policy used by the D-
VoD server to transfer a request from the request list to the service list.whenever a channel
becomes available. Several on-demand policies have been proposed and evaluated using

simulation models [10]. These policies differ in the choice of the scheduling policy used:

FCFS (first-come first-served) batches all requests for the movie title requested first in

the request list.

MQL (maximum queue length) batches all requests for the movie title with the largest

number of requests in the request list.
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MFQL (maximum factored queue length) [10] schedules the video with the largest
factored queue length, i.e.. the queue length for a video divided by the square root of
its popularity. It was proved in [10] that MFQL ensures minimum waiting time for
infinitely (in some cases, partially) patient customers. MFQL is also a fairer policy.
when compared to MQL in particular. in that it reduces the dispersion of latencies
from a movie title’s point of view. Hence, movie titles are less likely to suffer from

starvation caused by unfair scheduling policies.

LCFS (last-come first-served) batches all requests for the movie title requested last in

the request. LCFS is known to be better suited to very impatient customers [100].

As noticed in [41], one of the problems with on-demand batching is that unlike NVoD,
it is unpredictable, in the sense that it cannot offer a guaranteed upper bound on how
long a client request must wait in the admission queue. Also. results on the behavior of
such policies (either analytical or by simulation) are typically based on specific probabilistic
models of customers” reneging behavior. whose accuracy is often questionable in practice.
More importantly, most movies are known to have playback lengths of about 90 — 100
minutes, usually well-approximated by uniform or Gaussian distributions. Due to lack of
variability, a large number of channels may be released in a short time. and then immediately
reallocated. In case of sustained high request loads. such phenomenon. referred to as channel
clumping, causes the D-VoD server to remain unavailable for most of the time by “memory
effect”, and both customers’ QoS and server throughput will degrade. This phenomenon
is exacerbated by (1) the heavy-tailed [29] Zipf-like localized access to these movies. and
(2) the disparity discussed in Section 2.3 of Chapter 2) between the number of individual
movie titles usually held in most storage organizations and the much higher concurrent
channel capacity allocated to these movies. This sensitivity of customers” QoS to channel
clumping may also be found in more general “greedy policies™ which allocate channels on
an on-demand basis. An example of such policies is the forced wait policy in [L1, 87]. in
which the request at the head of the request queue is required to wait some pre-determined

minimum amount of time before being serviced.

4.3.2 Congestion Cycles

Channel clumping occurs at unpredictable times. and then disrupts customers’ QoS for
extended periods of time. To illustrate this point. we considered a CGS disk-array that

provides access to N different movie titles whose length is either constant. or uniformly
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distributed between 80 and 120 minutes, with an average length of L = 100 minutes in
both cases. We assume Poisson request arrivals with parameter A. a channel capacity of
s channels, and Zipf-like movie popularities p = [p1,p2,---,pv]. The traffic intensity is
given by p = 3—’}; Note that from a customer point of view, the average movie length can be
defined as L. = Z—%‘i whereas from the D-VoD server point of view, the average duration
of a channel is not known a priori (it is L, = Zfil piL; if channels are fairly shared among
titles).

General arbitrary models of time-varied request arrival patterns have been proposed in
[11]. These models comprise successive intervals with approximately constant request arrival
rates over an extended period of time (e.g., 1 hour). As mentioned in Chapters 2 and 3,
considering the lack of published realistic models of customers generating non-static requests
in a real VoD system, workload characterization is necessarily controversial. Nevertheless.
we chose here a model which would. ideally, reproduce a realistic dynamic demand on the D-
VoD server while displaying the shortcomings of on-demand batching. We thus considered
an arrival model, denoted by (4 = [ph.pm.pi]. RP.T). of period T. alternating between
plateaus of high and medium traffic intensity (ps and ppn,). interleaved with plateaus of
traffic intensity randomly distributed between 0 and p;. Variations between consecutive
plateaus are linear, and the plateau width is randomly distributed between RP - % and
:f:-. With very few parameter adjustments, a wide array of “worst-case™ nonstationary
demand patterns can be generated as successions of peak periods with uneven durations
and amplitudes and continuous variations in between. This model also captures continuous
customers’ cyclic behavior. For instance. a plateau width greater than 5 hours and a 24-
hour period can represent viewers' demand peaking from 7 p.m. to midnight, and with
moderate load from 7 a.m. to noon. Also. plateaus of low traffic intensity, during which few
channels are requested. make the system prone to channel clumping and congestion cycles.

Figures 4.1 and 4.2 represent. over a one-week period. generated ([20.0, 10.0, 1.0},0.8, 24)
and ([10.0, 5.0, 1.0],0.8,24) workloads with a uniform plateau distribution. For readability.
the averaging period was set to 1 hour in Figure 4.1. and 10 minutes in Figure 4.2. We
also assumed that at ¢t = 0, all channels are free, and only allocated one after another at
regularly spaced intervals of duration %‘ over the first period of length L.. Clearly, this
initial allocation pattern is not enough to prevent congestion cycles from building up after
extended period of pseudo-stability (e.g., from hour 40 to 100 in Figure 4.1). These cycles
span over several periods, then fade away before starting again. As documented in [11]

on the time scale of a burst (e.g., 1 hour). channel clumping during high loads also causes
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Figure 4.1: Congestion cycles in on-demand batching for ({20.0.10.0.1.0].0.8.24).
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Figure 4.2: Congestion cycles in on-demand batching for ([10.0.5.0.1.0].0.8.24).

wide oscillations in latency. which occur with the same intensity during both peak and light
load periods, hence irrespectively of the variations in traffic intensity. More importantly.
however, the cyclic long-range behavior on the time scale of a day is also independent of
the traffic intensity during plateaus. Lastly. although we have identified this congestion
behavior with a specific ideal “worst-case” workload. in the general case. channel clumping

may happen more or less frequently and then cause unpredictable congestion.

4.3.3 Burst Absorption Capability Analysis

Ideally, a scalable batching policy should always prevent the degradation of customers’

QoS and server throughput. Performance should thus be as self-similar as possible. that
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Figure 4.3: Burst absorption capability of on-demand batching.

is, remain approximately constant and acceptable on various time scales, regardless of the
duration and amplitude of high load periods. This property guarantees a congestion-free
batching policy, devoid of short- and long-term oscillation cycles. Our methodology to
evaluate scalability consists of studying the BAC. which is defined as the time it takes for
an initially-empty D-VoD server to recover from a sudden burst of requests at a given rate
p. and of infinite duration. In practice, the BAC is measured by comparing customers’ QoS
averaged over successive periods of time.

As an example, we considered in Figure 4.3 the simulation of a D-VoD server with 39
videos of equal or uniformly-distributed durations. in a CGS disk array of channel capacity
s = 500. We evaluated the BAC by measuring the admission latency averaged over suc-
cessive periods of duration L. each. In the case of on-demand batching with equal-length
movies, customers’ latency is always unacceptably high, regardless of the averaging period.
and increases with p during the burst. (It is also interesting to note that although MFQL is
superior in theory, this scheduling policy only yieclds a marginal improvement as compared
with FCFS in the case of equal-length movies.) This result is not surprising since when
at some time ¢, a large number of channels are available and suddenly requested at peak
rate, the concurrent channel capacity of the D-VoD server will be saturated at once, for a
period of time corresponding to the length of a movie. Once a large fraction of the channel
capacity is released, the system is ready for another congestion cycle.

With uniformly-distributed movie lengths on the other hand. the variability in movie
lengths allows the system to recover from such “self-entertained™ bursts in five periods or

approximately 8 hours. When channels are sourced at fixed-length intervals of duration
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%— each, the latency remains low, regardless of the averaging period and p. Clearly, the
BAC study showed the deficiencies of on-demand batching and identified a scalable batching

policy, which will be elaborated on in the next section.

4.4 Scalable Batching in Disk Arrays

The focus of this section is on comparing the performance of various approaches to
scalable batching in D-VoD systems, specifically chosen for their different implementation
complexity. These policies achieve service scalability through admission regulation, by
exploiting customers’ tolerance to moderate waiting times within the batching period. Our
approach is to first use the BAC analysis to compare the various policies. In parallel with
our comparative study, we wish to show through appropriate “stress tests” that even the

simplest scalable batching policy may vastly improve on-demand channel allocation.

4.4.1 Near Video-on-Demand

As presented in Chapter 3. batching in NVoD is to determine a program schedule ac-
cording to which the same material is sourced at almost equally-spaced intervals. called
phase offsets, if requests were placed during the last # time units'. NVoD customers
therefore experience a predictable latency which is independent of the traffic intensity. A
variation of NVoD consists in completely sharing the channel capacity s within a same
disk array among all movie titles and sourcing scheduled video programs every % units
of time, where L is the average length of a program. Movie titles are selected according
to one of the scheduling policies introduced in Section 4.3.1. Such a system is said to be
heterogeneous NVoD (NVoD-h). In the case of equal-length movies. L = L. In the case of
uniformly-distributed movie lengths, L is calculated such that b corresponds to the average

length of a busy period, that is, the average time interval between the availability of two

consecutive free channels, when the VoD server is congested.

4.4.2 Rate Control

Rate control (RC) [11] is an ad-hoc technique to climinate congestion by reducing vari-
ability in busy periods, thus always providing customers with the same channel availability.

RC was shown to perform better than more general “greedy” (e.g.. on-demand) batching

'We shall henceforth consider non-work-conserving NVoD systems, which provide a more efficient band-

width utilization by not restarting service every ,—L— units of time if no new service requests were placed in
m

L

Im

the previous time units.
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Figure 4.4: Performance of RC for various values of T;y,,.

policies. The basic idea behind RC is to allocate channels as uniforinly as possible by spec-
ifying a control interval of T;,, < L minutes during which the total number of channels
allocated is upper-bounded by smqr = |_—T-'-'f-3_| Then. channel allocation is controlled by
enforcing a minimum interval A\ from one channel allocation to the next. which is computed
at run-time as A = Txi’;’m where )4, is the time left until the next control interval.
and Sgiiocated the number of channels already allocated. Ideally. because s,,, is an integer.
Tint should be chosen in multiples ofé for optimal results. In a D-VoD system with equal-
length movies, if T;p, is not chosen in multiples of %, channels are allocated at a faster rate.
thus resulting in moderate congestion and higher latency. This is illustrated in Figure 4.4,
which shows the BAC graph for RC in a 500-channel system with a movie selection of 1
and 39 titles.

Tint = % corresponds to NVoD-h. One potential advantage of RC over NVoD-h is that if
Tin¢ corresponds to several busy periods, channels can be allocated on-demand. thus without
any control. during very small bursts in a non-saturated system. As a result. customers
are not forced to wait unnecessarily. In practice. the choice of an optimum control interval
depends on the expected level of variations in the request arrival pattern. This feature is.
however, of limited use when peak periods of unpredictable duration and high intensity
happen randomly, since in order to provide a short response time before saturation, Ty,
should actually be chosen as small as possible. For instance. in the particular case of
workloads presented in Section 4.3.2, T;,, should be set to a few estimated busy periods
depending on the accuracy of L. This is illustrated in Figure 4.5 for a ([10.0, 5.0, 1.0],0.8. 10)

workload and uniformly-distributed movie lengths: peak periods may happen right before
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the end of an interval of duration T,,,, during which very few channels have been allocated
prior to the sudden burst of requests: as a result. RC degenerates to on-demand batching
when T;,, exceeds a certain limit. On the other hand. T;,, = n%—’. n = 2.10 provides results
similar to NVoD-h (n = 1).

Similar results were obtained with the deviated rate control. which is a variation on the
basic RC scheme (also called pure rate control) proposed in [11] more adapted to partially-
patient customers generating sudden request surges in very short time periods (e.g.. a few
minutes). This is not surprising since deviated control was primarily introduced to prevent
reneging during very short-term load surges (e.g.. on the time scale of a few minutes).
which are not present in our workload models. Although more work is needed to evaluate

deviated rate control in more general nonstationary workloads. the general results displayed

in Figure 4.5 should remain unchanged.

4.4.3 Quasi Video-on-Demand

QVoD systems, introduced in Chapter 3, regulate channel allocation according to the
underlying traffic intensity, based on a threshold on the number of pending requests. As
we have seen, NVoD can be upgraded to a QVoD system called QVoD-enhanced NVoD (or
@QNVoD in the figures presented in this chapter). by (1) partitioning the channel capacity
s into [sy,---,sn] as in NVoD; and (2) defining a vector of optimal thresholds TP =
[P, -+, K] QVoD-enhanced NVoD may yield a dramatic improvement over NVoD in
terms of customers’ latency and throughput. Similarly to the distinction between NVoD

and NVoD-h, if the channel capacity s is completely shared by all titles, channels may

v
&
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source scheduled movies only as soon as a certain threshold on the number of pending
requests has been reached. and regardless of the titles requested. Such a system is said
to be heterogeneous QVoD (QVoD-h). Note that on-demand batching is a special case of
QVoD-h with A = 1.

Determining the best thresholds is usually intractable as they vary with the system
operating point (e.g., traffic intensity, customers” patience). This can be seen in Figure 4.6.
which represents the average latency experienced by infinitely-patient customers, and in
Figure 4.7, which shows the defection rate of partially-patient customers. Nevertheless.
when customers are infinitely patient, the first graph of Figure 4.8 illustrates for pure Zipf
and uniform popularity distributions that A°P* is approximated well by the linear form

[csNp], where c; is a coefficient of variation which only depends on popularities. When
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Figure 4.8: Variations of A°P* with infinitely- and partially-patient customers.

customers are partially patient, the choice of an optimal threshold depends on whether cus-
tomers’ latency or defection rate is more valued by the D-VoD server. As seen in Chapter 3.
there is an optimal value A°P! that minimizes customers’ defection rate. This optimal value
does not necessarily minimize customers’ latency. which is calculated based on requests that
actually get serviced. In general, however. servicing a large number of customers is more
important than providing a low-latency service at the cost of a high defection rate. It is
therefore reasonable to choose a threshold that minimizes the defection rate. As can be
seen in the second graph of Figure 4.8, A"°P* also varies linearly with the traffic intensity
for the customer’s patience model introduced in Section 2.6.2 of Chapter 3. In practice,
we can plot A'°?* in graphs similar to Figure 4.8 and dynamically adjust A" to R, corre-
sponding to the instantaneous arrival rate of requests. If the instantaneous arrival rate is
not known, a statistical change detection algorithm may be used on-line to detect intervals
with stationary request arrival rates and adjust the threshold accordingly. An example of
such techniques is given in [50]. ’

In summary, the various scalable batching policies can be classified in terms of complex-
ity, from QVoD-enhanced NVoD and QVoD-h which require significant tuning. to NVoD-h
which requires no tuning at all. To a lesser extent, NVoD also requires very little adjust-
ment considering that the various partitioning heuristics presented in Chapter 3 run in

linear time.
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4.5 Performance Comparison

4.5.1 Infinitely-Patient Customers

We first investigate the BAC in Figure 4.9 for a movie selection of 20. 39. and 65 ti-
tles, and infinitely-patient customers. In NVoD and QVoD-enhanced NVoD, the partition
[s1,---.sn] was chosen so the average phase offset in NVoD is minimized. As the movie
selection increases, NVoD-h performs better than other policies. For small movie selections
(less than 20 titles), QVoD-enhanced NVoD is optimal. For such low selections. however.
it is clear that the average latency is so low that QVoD-enhanced NVoD only marginally
improves upon other policies. Similar observations were made in other cases of channel ca-
pacity, ranging from 100 to 1.000. As illustrated in Figure -1.10 for a ([10.0. 5.0, 1.0].0.8, 24)
workload, NVoD-h with MFQL scheduling provides a remarkably simple way to achieve

scalability and low, uniform latency for realistic storage parameters.

4.5.2 Partially-Patient Customers

Here, we consider partially-patient customers whose behavior was introduced in Sec-
tion 3.3.1 of Chapter 3. Further, we define the relative patience factor as 3 = z’- This met-
ric which indicates customers’ average willingness to wait for service relative to the server
average busy period, is representative of customers’ patience relative to the VoD server
channel capacity, since defections only occur during busy periods. In addition to NVoD-h.
QVoD-h, and on-demand batching, we considered the following NVoD and QVoD-enhanced
NVoD systems:
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1. An NVoD server with [s{,---.sy] minimizing the average NVoD phase offset; this
configuration, called VVoD EW-OPT. also yields minimum latency in the case of

infinite patience, by allocating channels more evenly among movie titles.

2. A QVoD-enhanced NVoD server with the same channel allocation vector [sy,---.sn]
defined by NVoD EW-OPT. used in conjunction with TP which minimizes the de-

fection rate for each movie title. This configuration is called Q.VioD EW-OPT.

3. An NVoD server with the partition [s;.---.sy] minimizing the defection rate (or
equivalently, maximizing the throughput). This configuration. called NVoD T-OPT.
indicates the maximum throughput achievable by an NVoD server. NVoD T-OPT
tends to allocate all channels to the most popular movies as the patience factor de-

creases.

4. A QVoD-enhanced NVoD server with the same partition [s;.---.sy]| determined by

NVoD T-OPT. This configuration is called QN1oD T-OPT.

These policies determine the range of defection rates and latencies achievable by NVoD
and QVoD-enhanced NVoD systems with partially-patient customers. In practice, other
partitioning heuristics such as allocating channels proportionally to the popularities. per-
form somewhere in between T-OPT and EW-OPT. thus achieving an acceptable tradeoff
between defection rate and phase offset.

In Figure 4.11. we compare the BAC in the defection rate and average admission latency
for equal-length movies. In our simulations. we considered 3 = 10 and 50, which, for

s = 500 and L = 100 minute. correspond to customers who are willing to wait an average of

92

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



500 Channeis - JO Trdes S00 Channeis - 38 Tites

22 v - v - T r 10 v y— —r v Y ———
bets = 10: NVoD-h beta « 10 NVeD-h
2+ beta » 10: QVOD-h ~———- beta = 10 QVOD-N -----~--
beta = 10: NVoD T-OPT -~ beta » 10 NVoD T-OPT -~——
18} beta = 10: ONVOD T-OPT ——— 4 beta = 10: ONVoD T-OPT — - -
beta « 10; NVoD EW-OPT ~——— 8r beta = 10 NVoD EW-OPT
B O a0 OnDerand  + R e =10 On Demand 4
- N - T N - eman
14 b beta = 50: NVoD-h —— ] beta « 50 NVOD-h ——
é : beta « S0: QVOD-h —X-— 6 beta = 50° QVGD-h —X-— |
124 hbm;Qsa&t\\;%;M - % - - uu-soonvg‘;cm’ 3
- ta = 50: -OPT —5— beta = 50 Vi OPT —&—
8 b-n-sa NVoD EW-OPT --@— 5 beta = 50: NVoD EW-OPT --@- X
5 = 50: os%va%v.vm "3’ 1 2 . uu;so:%va%wom —-9= x X X X% x
bﬂl- mand - + - T o s = : emand x 4
8 o8} P tx ¥ I XXX XX x X X
os b P T XX X X x x
) + x BT e | X x_ — -8 =
04 “ - 2r » - O - ik
02 P = e
ol - ) N = 7-;‘7‘;’#‘¥TT+-FT}_¥"-
1 2 4 ] 6 7 a [} 1 1 2 3 4 7 [} ° 10
Trafhc intensity Tuﬁc mmmy

Figure 4.11: Defection rate and average latency with partially-patient customers for 500

channels.

2 minutes (thus relatively impatient) and 10 minutes (thus moderately patient). Note that
these results are independent of the averaging period since all policies are scalable, with the
exception of on-demand batching. Although all these batching policiés seem to be quite
similar to each other, we actually found that QVoD-enhanced NVoD policies increasingly
outperform all other systems as channel capacity and movie selection decrease. but at the
cost of extensive tuning. This result is illustrated in Chapter 5 for a 200-channel capacity.

In the case of impatient customers (3 = 10), simulations indicate that scalable batching
policies fail to prevent the high defection rate and wild oscillations observed in on-demand
batching. In addition, NVoD and NVoD-h tend to force customers to wait for a duration
which is likely to exceed their willingness to wait. For low traffic intensities. customers are
thus forced to wait unnecessarily in a non-congested system. and on-demand batching may
be preferable. In fact, preventive discarding of customers’ requests only during congestion
periods proved to reduce latency without noticeably affecting the overall defection rate.
This case, however, is not representative since ligh defection rates should be avoided at all
cost.

In summary, although it is not possible to detail here each particular case of channel
capacity, movie selection, and customers" patience. all our simulations confirmed that NVoD-
h with MFQL scheduling provides a remarkably simple way to achieve scalability, low
latency and defection rate for realistic storage parameters. This is illustrated in Figure 4.12,
which represent short-term defection rate and latency for a ([10.0.5.0, 1.0].0.8. 24) workload

and 8 = 50.
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4.5.3 Discussion

A system with relatively impatient customers and a high defection rate is not economi-
cally viable. One should. therefore, use field studies to determine realistic values for 7, the
parameter introduced in Chapter 3 to indicate customers’ average willingness to wait. To
illustrate the importance of such studies. we introduce here the normalized effective cost
(NEC), which corresponds to the storage cost per channel and per served customer. The
NEC can be calculated as m, where C' is the cost of the storage organization. and
D; the defection rate. For a given channel capacity. a lower NEC indicates a more efficient
storage utilization, and therefore, a more profitable system.

In case of a high defection rate. a service provider has the choice between reducing
the movie selection, increasing the server capacity. or doing both. The first approach is
illustrated in Figure 4.13. in which the NEC is plotted in NVoD-h for 500- and 1,000-
channel capacities as a function of the selectivity of videos offered to customers. parameter
introduced in Section 2.4.2 of Chapter 2. (Selectivity 0 corresponds to a single movie
title, whereas selectivity 1 corresponds to the maximum movie selection.) We considered
five 7 values, ranging from 12 seconds to 20 minutes. and assumed a fixed arrival rate
corresponding to p = 10 for each channel capacity. Clearly, reducing the number of movie
titles has a minor effect on the NEC.

The second approach is illustrated in Figure 4.14, which plots the variations of the NEC
as a function of the channel capacity in two cases of movie selection: (1) the maximum movie
selection possibly held in storage, and (2) a fixed selection set to 39 titles. As can be seen.
increasing the channel capacity is only advantageous for small capacities (e.g., from 500 to

1,000) when customers are very impatient (¥ = 12 seconds): in this case. the NEC decreases
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Figure 4.14: Normalized effective cost for various channel capacities.

at the same rate (from $550 to $273) as the channel capacity is increcased. Consequently. if
customers have been found very impatient, defections can be reduced in a profitable way.
This approach is much less effective in all other cases of patience and channel capacity. In
summary, our results emphasize that careful evaluation of customers’ willingness to wait
relative to the system capacity is of paramount importance when dimensioning disk-array-

based VoD servers for economical viability.
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4.6 Scalable Batching in Clustered Disk Arrays

4.6.1 Motivation of Ad-Hoc Batching

As presented in Section 2.4 of Chapter 2, video material renewal and content insertion of
advertisements or movie previews require daily or weekly storage reconfigurations. During
these reconfigurations, narrow striping across multiple independent clusters should be used
to minimize service disruptions when changes occur. In clustered disk arrays, customers’
QoS can be seen as a combination of (1) scalability, and (2) service availability during re-
configurations. The latter property is critical in a multicast VoD server. in which, typically,
a large number of customers may be affected by service disruptions.

Once a partition [s;,---,sy] has been determined in a clustered NVoD or QVoD-
enhanced NVoD system with C clusters. each movie title i requires [5‘(—] clusters, where B,
is the bandwidth of one cluster in number of channels. Consequently. the same number of
slots should be available for replication of this particular movie title. This constraint may
considerably restrict the feasibility of optimal schedules in both NVoD and QVoD-enhanced
NVoD systems. This is clearly illustrated by considering a 13-cluster 500-channel CGS disk
array with 39 titles. Since there is no room for replication. the most popular movie title is
limited to 39 channels, which is sub-optimal in both T-OPT and EW-OPT channel parti-
tions when 3 < 50. In general. determining the feasibility of optimal schedules in clustered
disk arrays and replicating videos accordingly are quite problems which depend on movie
selection. channel capacity, number of clusters. and customers’ patience. These issues are
further complicated by the complexity of cost-effective NVoD scheduling in monolithic disk
arrays (cf. Section 3.2 of Chapter 3), in terms of (1) determining N VoD-schedulability, and
(2) laying out data based on the knowledge of phase offsets. which depend on — possibly
time-dependent — popularity profile and customers’ patience behavior.

For all these reasons, we focus on the ad-hoc NVoD-h in clustered disk arrays, for
its implementational simplicity is a valuable asset to VoD service providers experimenting
with feasible, scalable, yet reliable multicast VoD. Clearly. if an optimum NVoD or QVoD-
enhanced NVoD schedule is feasible — as in some constraints located in area C — the
performance of NVoD and QVoD-enhanced NVoD remains unaffected by storage partition-
ing. In NVoD-h however, channels are sourced at equally-spaced time intervals within a
same cluster and regardless of the movie title. Consequently, increasing the number of clus-
ters may directly affect the batching performance. since depending on the space available

for replication, the maximum number of channels that may be potentially allocated to a
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Figure 4.15: Average latency of NVoD-h for various assignments of videos to clusters.

particular movie title may decrease as well. In the rest of this section, we shall evaluate
the effect of clustering in the most extreme case, that is. when no video replication across

clusters is possible.

4.6.2 Video Allocation in Eligible Configurations

As a preliminary step in this section, we evaluate the algorithm for optimal video alloca-
tion presented in Section 2.4.2 of Chapter 2. More precisely, we wish t6 determine whether
optimal allocation is as critical in the case of NVoD-h as it is in a non-multicast D-VoD. In
Figure 4.15, we plot for 4 and 13 clusters (1) the greedy algorithm (FA) vs. optimal video
assignment in the case of 39 movie titles: (2) FA vs. optimal video assignment in the case
of constraint A; and, (3) proportional replication vs. duplication (DUP) with respect to
the admission latency in the case of constraint A. The figure shows that FA is sufficient
to provide near-optimal allocation of videos to clusters. since. even in the extreme case of
a 13-cluster configuration. once can only observe a marginal discrepancy with the optimal
allocation. This observation contrasts with the non-multicast case. in which even a slight
difference in the dispersion of access frequency across clusters between greedy and optimal
assignments was shown to result in a noticeable discrepancy in the overall admission latency
and sustainable rate. In addition, whenever storage space is available (as in constraint A).
the choice of a replication policy only slightly affects the average latency as the number of

clusters increases, and simple duplication is acceptable.
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Figure 4.16: Defection rate for 500 channels and 39 titles.

4.6.3 Simulation Results

As we have seen in Chapter 2, a high availability can be achieved even with moderate
partitioning. Since only non-replicated videos are not available during reconfigurations. a
larger number of smaller clusters is attractive as fewer customers will be affected by re-
configurations. Smaller clusters may also be reconfigured faster. Excessive partitioning,
however, tends to cause additional defections since customers become more impatient rela-
tively to the average busy period in each cluster. This observation holds for both replicated
and non-replicated videos, although it is more critical in the latter case because the maxi-
mum number of channels that can be allocated to a non-replicated movie is constrained by
the cluster capacity. Fortunately, for moderately patient customers accessing a 500-channel
CGS array storing 39 titles, Figures 4.16 and 4.17 indicate that as the number of clusters
increases, the additional defection rate and latency in NVoD-h is insignificant in view of its
high availability. This is not surprising since NVoD-h is relatively insensitive to variations
in traffic intensity and channel capacity. In addition, scalability ensures that only those
customers requesting non-replicated movies are affected. Note that in the case of 4 < 10,
the defection rate (> 50% for p > 4) is high regardless of the number ‘of clusters. As seen

in Section 4.5.2 however, this extreme case is unlikely in a well-dimensioned VoD server.

4.7 Conclusions

Based on the results obtained in Chapters 2 and 3, the most original contribution pre-

sented in this chapter is a systematic and realistic comparison of various batching schemes
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by considering factors such as customers’ behavior. storage organization. and time varia-
tions in request arrival rates. We focused on disk-array-based D-VoD servers. whose movie
selection and channel capacity are determined by cost and the striping scheme used. We
presented on-demand batching policies and identified the lack of scalability, which causes
short- and long-term degradation of customers’ QoS and server throughput. Through our
comparative study, we identified (1) the cause of congestion (channel clumping). (2) how
to trigger congestion with specific workloads. and (3) how to measure éongestion and scal-
ability by considering the BAC. Based on these preliminary results. we then comparatively
evaluated various scalable batching policies. showing that the simplest scalable batching
policy, NVoD-h, may vastly improve on-demand channel allocation. We also identified the
general limitations of batching when customers are impatient. that is. when their average
willingness to wait is of the order of or lesser than the average busy period of the server.
Finally, we extended the results to clustered disk arrays, and showed that high service
availability and scalable batching can be achieved in a cost-effective way, even in worst-case
situations where no movie is replicated.

Several simplifying assumptions made in this chapter regarding customers’ behavior are
purely speculative, and mostly justified for their intuitive realism. Our patience model can
be further improved by considering customers with heterogeneous or nonstationary behav-
ior, for instance, with several, possibly time-varying, patience factors. Also, the periodic
workload models of Section 4.3.2 are somewhat arbitrary. and in reality, demands may
not vary in a simple periodic fashion. Nonetheless, until field data confirms their perti-

nence, our assumptions and their proper are inevitable to (1) glean heuristics for efficient
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batching in D-VoD servers. and (2) understand the limitations of these heuristics when the
(commonly-used) assumption of infinitely-patient customers generating stationary requests
is relaxed.

We mentioned in Section 4.2 of this chapter and in Section 3.2 of Chapter 3 that partial
caching of videos in the CPE buffer can be used to provide limited support for intermittent
VCR actions in NVoD, and more generally, in multicast VoD systems. In the next chapter,
we explore this issue further and present active CPE-buffer management and resource recla-
mation mechanisms for unrestricted VCR functions without compromising the VoD service

scalability achieved through batching.
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CHAPTER 5

PROVIDING UNRESTRICTED VCR FUNCTIONS
IN MULTICAST VIDEO-ON-DEMAND SERVERS

5.1 Introduction

As we have seen in Chapter 3, some multicast VoD systems already provide customers
with a framework for limited and scalable VCR capability. In NVoD and QVoD for instance.
since video programs for the same movie title are sourced with (quasi) regularly-staggered
phase offsets. customers can perform discontinuous operations by specifying the length of
video they want to skip, possibly in integer multiples of the phase-offset duration. Limited
continuity in VCR actions can also be provided by the CPE buffer. which can be accessed
without removing the customer from the multicast group. and may even allow multicast-
group membership changes to occur in a quasi-continuous fashion. However. without ad-
equate mechanisms for using the VoD system resources other than sir_nply sourcing video
material in playback mode. continuity in VCR actions can only be provided intermittently
at best. In fact. in the multicast VoD systems studied in Chapters 3 and 4. full sup-
port for interactive functions requires an individual service. which can only be achieved by
dedicating a channel per customer. thereby limiting the scalability achieved by multicast
communication. In this chapter, we address how to provide a fully-interactive on-demand
service in multicast VoD systems without compromising system scalability and economical

viability.

5.1.1 Approach
Our approach in this chapter is twofold. We first propose mechanisms for unrestricted

VCR functionality with minimal degradation of system scalability. We then integrate both
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support for VCR actions and the VoD server’s batching policy while considering both VoD
server scalability and customers’ QoS for various realistic scenarios.

First. since full-fledged support for interactive operations requires dedicating “inter-
action” channels (or [-channels) to execute operations which would otherwise be blocked,
resource reclamation is needed to prevent the system from degrading to a non-sharing mode.
To this effect, we show that the CPE buffer can be actively employed to merge the cus-
tomer back in synchronization with a “batching” channel (B-channel), by simply prefetching
frames or groups of frames while an I-channel is serving the customer in playback mode.
Similarly to adaptive piggybacking (cf. Section 4.2.2 of Chapter 1), our proposed frame-
work achieves multicasting “on-the-fly” through decentralized management of non-shared
buffers. Thus, both the VoD server and the CPE buffer can work synergistically to decrease
the probability of blocking VCR actions while preserving VoD server scalability.

Second, realistic empirical scenarios are needed to identify scalable batching policies for
which support for VCR functionality provides good performance. that is. acceptable QoS. In
addition to the admission latency and the defection rate due to long waits. customers’ QoS
in multicast interactive VoD systems now depends on the VCR action blocking probability.
Both customers’ QoS and VoD server scalability are affected primarily by a combination of
four independent factors: (1) the CPE-buffer sizec and management: (2) customers’ request
and interaction behavior; (3) the ratio of the number of I-channels to that of B-channels:
and (4) the VoD server’s batching policy.

Let's briefly examine how these factors interact. First. a larger CPE-buffer size is
likely to reduce the load on the pool of [-channels by making a larger portion of the video
program available for immediate access. The load on [-channels can also be reduced since
a large buffer size makes it more likely for an I-channel customer to find and join a target
multicast group after a VCR action. Moreover. active CPE-buffer management can reduce
the need for I-channels when interaction behavior is “biased™ towards a particular type of
VCR action. However, mechanisms to protect intellectual property rights — so that service
providers may be able to maintain control of their data and thus stay in business — and
affordability constraints will impose an upper limit on the buffer size, which is most likely
to be a few minutes’ worth of video. Second, customers’ reneging behavior before their
admission and variations in the request rate impose constraints on the choice of a batching
policy and affect VoD server scalability during unpredictable periods of sustained high load.
Once customers are admitted, behavioral parameters, such as the level of interactivity or

the duration of VCR actions, will affect the performance of the VoD server’s support for
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interactive operations.

Finally, the batching policy adopted by the VoD server and the partition between B-
and I- channels also directly affect, in several ways. customers’ QoS and VCR functionality.
First, for a fixed concurrent channel capacity — usually imposed by the underlying storage
capacity and organization (cf. Chapter 2) — the partition between B- and [- channels will
determine the tradeoff between the admission latency experienced by new requests, and the
blocking probability of VCR actions. Also, for a given number of B-channels, a very effective
batching strategy increases the load on I-channels by admitting more customers into the
system. Note that the tradeoff between admission and [-channels is less clearcut as it may
first appear, since more channels allocated to a frequently-requested movie will increase the
likelihood of success in merge attempts from [- to B- channels for that particular movie
title, and therefore. will have a positive effect on the availability of [-channels.

The chapter is organized as follows. As a starting point, we first follow through the
discussion of Section 3.2.3 of Chapter 3 and present in greater detail how a multicast VoD
server can provide support for discontinuous and intermittently-continuous VCR actions
by using the CPE buffer. Next. we analyze how. with appropriate [-channel management,
unrestricted interactive operations can be incorporated into a multicast VoD system. We
then describe the simulation environment used to evaluate VCR functionality. For the sake
of realism, we refine the idealized model of customers’ interaction behavior introduced in
Section 2.6.2 of Chapter 2 to capture several key features, such as frequency and durations
of VCR actions, and bias towards “forward” or “backward™ interactions. Section 5.4 de-
scribes the simulation results on carefully-chosen batching policies under various conditions
of customers’ behavior and resource allocation. Although we restrict our empirical evalu-
ation to monolithic disk arrays. we discuss the applicability of the proposed framework in
clustered storage configurations. Finally, we show how active CPE-buffer management can
reduce the number of VCR actions when interaction behavior is biased towards a particular

type of VCR action. The chapter concludes with Section 5.6.

5.2 Support for Limited VCR Functionality

We present in this section the CPE-buffer support for discontinuous and intermittently-
continuous VCR actions, when the VoD server simply sources video material in playback

mode.
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5.2.1 Interactive Behavior

For clarity, let’s briefly review our assumptions on customers’ behavior. Customers wait
in line until the VoD server decides when to start program transmission based on constraints
such as the available capacity of the movie archive on disks or disk arrays. In the most
general case, customers may be partially-patient and renege service after waiting a certain
amount of time. Such admission behavior determines how customers place their requests
on the VoD server. After admission, customers’ interactive behavior consists of the T-VoD
interactions presented in Section 2.6 of Chapter 2, namely play, resume, stop, pause, abort,
fast forward, rewind, fast search, reverse search, and slow motion. As explained in Sec-
tion 3.2.3 of Chapter 3, the limited support provided by default in multicast VoD systems is
best understood in terms of the linearity in playback experienced by customers. Continuous
interactive operations allow a customer to fully control the duration of interaction., which
is limited by the amount of video data held in the CPE buffer. Discontinuous interactive
operations happen in two cases: (1) a customer may suddenly exceed CPE-buffer capacity
while performing a continuous action. and (2) a customer may specify the length of video
s/he wants to skip (as in fast forward and rewind) in discrete increments predetermined
by the phase offsets between adjacent channels carrying the same movie title. In both
cases, discontinuous actions are performed by transferring the customer to another multi-
cast group (i.e., by tuning to the appropriate frequency) whose playout point is the closest
to that requested by the customer. While “naturally™ discontinuous VCR actions such as
fast forward and rewind require negotiation of the jump size before the action actually takes
place, continuous actions are performed until the viewer cither decides to return to playback

mode, or until the CPE-buffer capacity is exceeded. whichever happens first.

5.2.2 Continuous Service of VCR Actions

As discussed in Section 3.2.3 of Chapter 3, a small buffer (e.g.. I — 5 minutes’ worth of
compressed video data) is likely to be affordable in a near future, especially in comparison
with other hardware components required by the CPE (e.g.. decompression hardware). The
general operation of a CPE buffer during a VCR action is depicted in Figure 5.1. The CPE
buffer can be seen as a sliding window over the largest usable sequential portion of the
video (e.g., 7,000 frames, or roughly 4 minutes’ worth of video. on the figure). This portion

is composed of the video between the most recent frame — the latest frame available for
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Figure 5.1: Displacement of the play point within the CPE buffer

linear access in the portion of video program currently held by the CPE buffer'— and the
oldest frame. In between these two frames. the location of the video currently accessed by
the customer is known as the play point.

Video frames (or more generally group of frames. or video segments) are received at rate
R in a synchronous fashion, and those frames already displayed (“past frames™) are kept in
the buffer, for reverse search and rewind operations. Those prefetched frames that have not
been displayed yet are called “future frames.” If the CPE buffer is full. the oldest frame
is discarded to make room for a recently-received frame. In Figure 5.1 — and throughout
the chapter — the positions of the play point and oldest frame are always represented
relative to the most recent frame. Thus, each graph can be thought of as a “snapshot™ of
the usable CPE-buffer content at a given time. Note that this representation of the CPE
buffer is a logical representation used for the sake of clarity, and it may not necessarily

correspond to the actual arrangement of frames on physical storage. We deliberately ignore

'The most recent frame usually corresponds to the most recently prefetched frame from the multicast
group.
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out-of-sequence frames, which are treated as buffer space available for past frames.
Initially, the play point corresponds to the most recent frame and the CPE buffer is
progressively filled with past frames as the initial playback continues. Upon execution of
VCR actions such as pause, stop, fast reverse or rewind within the CPE buffer, the play
point will change as shown in Figure 5.1 while frames are still being received synchronously
from the multicast group. Play actions will not change the relative position of the play
point with respect to the most recent frame. After a pause or a stop for a duration of
M frames, however, the CPE buffer is forced to increase the distance between the play
point and the most recent frames by M frames, thus causing a negative displacement of
the relative position of the play point. Fast forward and rewind will simply cause a jump
of M frames forward or backward. As for fast search, reverse search, and slow motion, the
displacement of the relative position of the play point will depend on the speedup factor
SP (e.g.,3) and the slow motion factor M (e.g.. 2). For instance. due to the synchronous
constraint, a fast search action spanning over 1/ frames will cause an actual displacement
of (1 - #)M. Similar observations can be made for reverse search and slow motion.
Depending on the relative displacement of the play point with respect to the most recent
frame, we can now classify VCR actions between “forward™ and “backward™ interactions.
Fast search and fast forward can be considered as forward interactions. since during these
interactions, the gap between the play point and the most recent {rame is being progressively
reduced. All other VCR actions (besides play which leaves the relative position unaffected)
are considered as backward interactions. Note that this classification may be counter-
intuitive for some VCR actions. In the case of slow motion for instance. the customer is
accessing video data that is located forward in the program. but the frames in the CPE
buffer are being accessed and displayed at a rate slower than the synchronous rate. hence
causing a negative relative displacement of the play point. For the same reason, pause and

stop are also considered backward interactions.

5.2.3 Discontinuous Service of VCR Actions

A viewer reaching the most recent or the oldest frame in the CPE buffer while per-
forming a fast search, reverse search, or a slow motion will be forced to resume playback.
Consequently, due to its limited size. the CPE buffer can only provide intermittent support
for continuous VCR actions. As can be seen from Figure 5.1, discontinuous actions such
as fast forward, rewind, and continuous actions such as pause or stop for a short duration.

can also be served in a continuous fashion as long as the CPE buffer can store prefetched
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Figure 5.2: Discontinuous fast forward action.

frames from the current multicast group. Otherwise. a multicast group change is required.
making the service discontinuous.

In case of a fast forward or rewind request for a video location outside the CPE buffer.
the VoD server will first determine the channel whose play point is the closest to the target
frame requested by the customer. This operation is illustrated in Figure 3.2, in which the
target channel is the candidate whose play point at the time of the request is the closest
to the requested target frame. Once a multicast group change has taken place, the entire
content of the CPE buffer has to be discarded since the continuity in the frame sequence
has been broken.

In case of a pause or stop. multicast group change is needed when the CPE buffer is
full and the play point corresponds to the oldest frame. Depending on the CPE-buffer
content and on the duration of the interaction. discontinuous pause and stop actions may
not necessarily incur discontinuity in the playback seen by the viewer. In the situation
represented in Figure 5.3 (case 1), the VoD server sources a “later” candidate channel whose
play point has already been prefetched while the customer was in pause or stop state and the
CPE buffer was being fed by a B-channel. In this case. group reassignment is seamless and
the CPE buffer can discard any frame that has been prefetched after the candidate channel
playout point, leaving spare buffer space for past frames. In the situations represented in

Figure 5.4 (cases 2 and 3), the target channel is chosen to minimize the jump experienced
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when the customer resumes. The CPE-buffer content has to be entirely discarded?. Note
that the size of the discontinuity is a measure of the QoS experienced by the customer.

If several candidate channels are available in case | of a discontinuous pause or stop.
the choice of a target channel is arbitrary and depends on the CPE-buffer management. If
backward VCR actions are a customer’s dominant behavior. one should keep as many past
frames as possible in the CPE buffer. In this case, the customer should join the channel
with the largest number of discarded prefetched frames (i.e.. whose play point is the closest
to the customers’ play point). In the other cases, one may choose to change the CPE buffer
as little as possible and keep as many prefetched frames as possible.

As explained in Section 3.2.3 of Chapter 3, the number of channels allocated to a par-
ticular movie title will determine the discontinuity experienced by customers of that movie
title in discontinuous VCR actions. If very few channels are allocated to a rarely-requested
movie, the likelihood of finding a “nearby™ candidate channel following discontinuous ac-
tions is very small. In this case. it is safe to assume that group changes will not occur unless
expressly requested by customers. As more channels are allocated to the most frequently-
requested movie titles, the average phase offset between two adjacent channels can become

small enough for the CPE buffer to hold the difference in frames of the two channels, so

2In case 3, the CPE buffer may also choose to prefetch frames from the target channel without discarding
the frames that have been already prefetched. In this case, the size of the discontinuity is reduced to the
offset between the play point of the target channel and the most recent frame held by the CPE buffer. Note
that this discontinuity will not be experienced immediately, but instead, when the play point of the CPE
buffer reaches the frame corresponding to the play point of the target channel when playback was resumed.
Hence, this type of buffer management tends to break the continuity in the {rame sequence held by the CPE
buffer. A detailed study of this approach, which is more beneficial with large CPE buffers, is left as future

work.
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that a group change is more likely to be performed seamlessly. In any case. whether the
phase offset is larger or smaller than the CPE-buffer capacity. the CPE buffer cannot always

guarantee a smooth transition between adjacent multicast groups.

5.3 VoD-Server Support for VCR Actions

Interaction functionality in VoD servers dedicating their resources to sourcing video ma-
terials in playback mode is, at best, limited to discontinuous and intermittently continuous
VCR actions. This fact led researchers [64. 12, 31] to recognize that providing full-fledged
support for interactive operations requires dedicating a subset of the concurrent channel
capacity to customers interactions. A community access TV cable tree (CATV-Tree) is a
good candidate since its total bandwidth can be partitioned into channels for TV broadcast
and channels for interactive multimedia [74]. A modular architecture combining both a
video multiplexer and a video switch to accommodate such partitioning is presented in [62].
Used in conjunction with partial caching of programs, I-channels are allocated on-demand
to handle interactive operations which would otherwise be blocked or served in a discontin-
uous manner. In this section. we show that with an appropriate management. both the VoD
server and the CPE buffer can work in synergy to make sharing and scalability transparent
to the users, while providing a service closer to true interactivity. Our proposed framework

is based on the observation that the low-latency CPE buffer can be actively employed to
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merge the customer back in synchronization with a B-channel, by simply prefetching frames

or groups of frames, once the customer resumes playback while being served by an I-channel.

5.3.1 Related Work

VoD systems combining request batching and VCR functionality were initially presented
in [12], [31], and [64]. In [12] and [31], support for continuous service of pause operations
was simulated for an NVoD server but merge operations from I- to B- channels were either
ignored ([31]) or did not guarantee continuity in video playout ({12]). In the split-and-
merge (SAM) protocol [64], all interaction types introduced in Section 2.6 of Chapter 2 are
served by allocating I-channels as soon as a VCR action request is issued. When playout
resumes, the VoD server attempts to merge the user back into a B-channel, using a portion
of the synch buffer, which is a buffer located at access nodes and shared by all the users.
The maximum buffer size dynamically allocated to a user is arbitrarily set by the service
provider. Should a merge attempt fail, a request for a new B-channel is then initiated.
Although the SAM protocol, and to a lesser extent the schemes presented in {12] and [31],
dramatically increase the capacity of the system in comparison with T-VoD systems which
do not use batching, these schemes lack scalability in both admitting newly-arrived requests
and servicing interactive operations.

In the SAM protocol, B-channels are allocated in two possible ways. First. upon their ar-
rival, customers’ requests for a particular movie are forced to wait for an arbitrary amount
of time so the batching factor for that movie may be increased. This batching policy is
known as forced-wait [11]. Second. B-channels are also started on-demand at a random lo-
cation in the video, for customers who could not be merged back into an existing multicast
group after their VCR action was served by an I-channel. Both forced-wait and on-demand
batching policies are non-scalable “greedy policies” which. as seen in Chapter 4, cause un-
controlled customers’ QoS degradation. following a sudden increase in traffic intensity and in
customers’ level of interactivity. In the latter case for instance. consecutive pause actions in
SAM tend to reduce the amount of synch buffer available to the customer. thereby increas-
ing the number of requests for B-channels. Then, these B-channels, allocated on-demand.
will not be available for admission of new incoming requests and the overall throughput of
the VoD server may be significantly reduced. To further illustrate the scalability problem,
B-channels in [31] are allocated as in NVoD for customers’ admission, and on-demand when
admitted customers resume from pause actions. Even in this “partially-scalable™ situation,

it is shown in [31] that given assumptions on customers’ behavior. the required channel
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capacity ensuring a predetermined latency in both admission and pause actions, and a min-
imum defection rate, grows linearly in request arrival rate. Clearly. allocation of B-channels
has to be isolated from customers’ interaction behavior. Also. an “admission queue” has
to be implemented to batch the incoming requests in a scalable fashion as presented in
Chapter 4 and for throughput guarantees. )

Next, the shared synch buffer, statically allocated by the VoD server and located at the
access nodes, is used exclusively for merge operations®. As documented in [64], customers
only use, on the average, a small fraction of their dynamically allocated buffer. and the
resulting buffer utilization is low. Had the synch-buffer capacity been used similarly to
a CPE buffer as in Section 5.2.2, more interactions would have been served without [-
channel allocation, hence reducing the load on [-channels. In addition. the time needed
to merge customers back into a multicast group may be considerably reduced, or even
eliminated, if buffer space is used to keep frames that have already been prefetched from an
I-channel. This situation, elaborated on in Section 5.3.2. can happen frequently after pause.
stop, or reverse search actions. A shortened merging time clearly results in a decreased [-
channel holding time and a subsequent higher availability of [-channels to serve other VCR
actions. In contrast, longer resource reclamation in SAM leads to a blocking probability and
delay in VCR actions that grow linearly in traffic intensity?. Furthermore. in the case of
nonstationary arrival rate of requests. a static svnch-buffer capacity \vil! result in successive
periods of wasted buffer space due to poor buffer utilization. and of reduced per-customer
buffer space due to load increases. In the latter case. a smaller available per-customer
synch buffer will cause excessive I-channel holding time and uncontrolled loss of QoS in
VCR actions.

Once customers have been merged back into a multicast chanuel. additional bandwidth
is needed in SAM to deliver the video data from the synch buffer to the CPE. If this scheme
is implemented in a bandwidth-limited CATV network. since all CPEs already receive all
multicast channels, a recently-merged customer will be delivered the same video data twice:
once via a B-channel, and once from the synch buffer by using the bandwidth available to
[-channels (the phase offset between both transmissions corresponding to the merging time).
Unlike the shared-buffer approach presented in [6-] and in Section 4.2.1 of Chapter 4. no

additional bandwidth is needed if CPE buffers. provided by the customers themselves, are

3Note that this contrasts with the costly caching approach presented in Section 4.2.1 of Chapter 4, in
which the VoD server memory is used to retain moving portions of certain videos as they play.

‘Similarly, without CPE-buffer support for resource reclamation as in [31], the required channel capacity
ensuring a predetermined latency in pause actions grows linearly in request arrival rate.
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used for I-channel reclamation as presented hereafter, in Section 5.3.2.2. In addition, we will
show that active use of the CPE buffer achieves a higher QoS and scalability in VCR actions.
These observations are quite important as a shared buffer may seem a cheaper alternative
(since the likelihood of all viewers using the synch buffer at the same time is usually pretty
low, thus reducing buffer cost). Although more work is needed to determine which of the two
achieves better cost-effectiveness in a large-scale deployment context. it should be noted that
both schemes are not mutually exclusive. For instance, a VoD server could allocate a synch
buffer for bufferless clients, while customers with a CPE buffer would use our scheme. In any
case, we argue in this chapter that decentralized management of non-shared buffers should
not be dismissed in favor of the shared-buffer approach for the following additional reasons:
(1) unlike in the shared-buffer case. no extra buffer. bandwidth. network management, and
processing power are needed as the service provider expands or incurred during resource
reclamation; in the SAM case. managing a large centralized or distributed synch buffer and
determining a suitable maximum individual buffer size are further complicated as the VoD
service is accessed by an increasingly large number of customers. who may be generating
time-dependent request arrival patterns: (2) buffer costs are divided among customers; and
(3) as we saw in Section 5.2, a reasonably-sized CPE buffer is likely to be affordable in a
near future. In fact, points (2) and (3) work hand in hand to drive the cost of CPEs down.

Lastly, when no resources are available to handle continuous service of interactive op-
erations due to a heavy load of requests. it is critical for the service provider to offer
discontinuous service as explained in Section 5.2. In the SAM protocol. blocked interac-
tion requests are queued, and. therefore. experience unpredictable delays which limit the

“on-demand” nature of the service.

5.3.2 Framework for Scalable Interactions

5.3.2.1 I-Channel Allocation

I-channels are allocated when a customer exceeds its CPE-buffer limit in three different
cases: (1) the play point reaches the oldest buffered frame during a stop. pause, reverse
search or a slow motion action; (2) the play point reaches the most recent frame during a fast
search action; (3) a fast forward or rewind action is requested for a frame located outside the
CPE buffer. This is summarized in the left side of Figure 5.5. Note that even though pause
and stop actions do not require data delivery, an [-channel has to be allocated as soon as the
CPE buffer is exceeded in order to ensure continuous playback when the customer decides

to resume. If no [-channel is available. fast search. reverse search and slow motion actions

112

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Upon I-channel allocation =~  ------------ -~ When playback resumes within I-channel

Play point g +Channel §

N N + 7000 N N + 7000
‘ PAUSE/STOP LT AT IO
Play point Frames prefetched belfore split m
N N + 7000 N-M N -M + 7000
(T TTTTTTITTITTTT  reverse searcy (T TTOITAITOOD
Play point Play point FChannel
N N + 7000 N+M N + M +» 7000
QT TETT T stow momon T IE TN

Play point Play point § I-Channel §

N + 7000 N+M N +M + 7000 Piay point

N
(LTI - eas searcw  (TTTITTITTIIIITIIITTITIITRCTIIITCCTITIATIOT

N N + 7000 N+M Play point

I - Fast Forwaro [
Play point m

N N + 7000 N-M Play point

D rewwo |

Play point

Figure 5.5: CPE buffer before [-channel allocation and after playout resumes.

will be blocked, whereas in other cases, the VCR action will be served in a discontinuous
fashion as explained in Section 5.2.3. In summary. VCR actions can be either served in a
continuous fashion by the CPE buffer or an [-channel. blocked, or served in a discontinuous
fashion.

If an I-channel is readily available. the customer is served in interaction mode. which
may require the VoD server to adopt a specific retrieval and delivery policy when the data
delivery rate is altered (e.g., during a slow motion. fast search or reverse search), as we
described in Section 2.6.1 of Chapter 2. Similarly to our study of T-VoD in Section 2.6 of
Chapter 2, we assume. for simplicity, that the linear frame sequence is preserved during fast
or reverse search actions. This constraint is met if frames are transmitted at n times the
normal delivery rate [35] or if fast access is performed by retrieving a version or 2 component
of the movie intended for that purpose [53. 70, 88]. As for slow motion, we simply assume
that the most recent frame is prefetched and the oldest frame discarded at a slower rate.
without changing the relative position of the play point.

The right side of Figure 5.5 represents the CPE buffer when playback is resumed within
an I-channel. In the case of a fast forward and rewind action. all frames in the CPE buffer

have to be discarded since the linear sequence is broken. Note that although fast forward
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and rewind are discontinuous actions, they are served in a continuous fashion if an I-channel
is available to accommodate the displacement in play point. A fast search action should be
executed by fetching frames from the I-channel at a rate SP x R as represented in Figure 5.6,
without changing the relative position of the play point and the number of future frames
within the CPE buffer. In the case of a slow motion, pause or stop action., we assume that
the relative position of the play point remains unchanged. Thus. during a slow motion
action, the CPE buffer is actually prefetching the most recent frame while the customer is
displaying the frame located in the play point. which corresponds to the oldest frame. The
operation of an I-channel during a reverse search is more complex. During the interaction
itself, frames are prefetched in reverse order. at a faster rate. Thus. the CPE buffer will
stay full and the play point will not be changed. Note that this is the only situation where
the most recent frame does not correspond to the most recently prefetched frame. When
playout resumes, we assume that the [-channel will start sending the frame corresponding
to the most recent frame, so that. similarly to slow motion. pause and stop actions, the play
point is unchanged and the entire content of the CPE buffer is kept as future frames. The
reason for keeping as many future frames as possible is to shorten the duration of merge

operations, as we shall sce in the next section.

5.3.2.2 Merge Operation

In order to prevent the system from degrading to a non-sharing mode. a key feature of
the proposed scheme is that the VoD server attempts to merge customers back to an on-
going B- or I- channel in play mode as soon as they resume playback within an [-channel.
A merge operation is basically to search for a target channel. which is an active channel
in play mode carrying the same movie title as the [-channel to be merged. and whose play
point temporal location in the video program is ahead of the customers’ play point but no
more than depg ahead, where depg is the maximum duration of video held by the CPE
buffer and played at playback rate. The last condition is needed to ensure the availability

of enough CPE-buffer space to prefetch frames from the target channel while the merge
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Figure 5.7: Instantaneous merge operation.

operation is taking place.

Depending on the relative position of the customers’ play point within the CPE buffer
right after the VCR action — indicated in the right side of Figure 5.5 — we can distinguish
two situations. First, as illustrated in Figure 5.7. the play point of the target channel may
already reside in the CPE buffer. This is possible. for instance, after a pause, stop, slow
motion or reverse search performed in an [-channel. in which case the CPE buffer is full
and the play point corresponds to the oldest frame in the CPE buffer. In this situation, the
play point of the target channel. if any. is already present in the CPE buffer and the merge
operation can then be performed instantancously. This is illustrated in Figure 5.7°. Once
the customer has been merged into the target channel. two management choices are available
to the CPE buffer. First, the CPE buffer can opt to discard all frames that are ahead of the
play point of the target channel, so the most recent frame may be in synchronization with
the target channel. Second, it is also possible for the CPE buffer to discard the frames sent
by the target channel that are already present in the CPE buffer. while moving forward
the relative position of the play point. In both cases. the buffer space left by discarding
frames becomes available for past frames. If several channels are found eligible for a merge
operation, the choice of a target channel is purely arbitrary and depends on the CPE-buffer

management. If the play point of the candidate channel is close to the customers’ play

5Note that the merge operation in this case is similar to a discontinuous pause/stop, case 1 in Section 5.2.3
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point, a large portion of prefetched frames will have to be discarded. thus making more
space available for past frames. Choosing such a target channel would be better suited for
interactive access patterns dominated by backward interactions. If the play point of the
target channel is close to the most recent frame held by the CPE buffer, most prefetched
frames would be kept after the merge. This choice. assumed by default, allows to save
bandwidth by minimizing the number of prefetched frames that would otherwise have to
be transmitted twice.

The second merge situation occurs when the target channel’s play point has not yet
been prefetched, for instance, after fast search, fast forward, or rewind actions, which move
the relative position of the customer’s play point within the CPE buffer to the most recent
frame. Since a few future frames are held by the CPE buffer. the duration of the merge
operation corresponds to the offset between the play point of the candidate channel and the
most recent frame currently held by the CPE buffer. This is illustrated in Figure 5.8.

A merge operation comprises 3 steps: (1) free sufficient CPE-buffer space by discarding
past frames; (2) prefetch frames from the target channel while displaying frames received
from the I-channel, which is held for the whole duration of the merge operation; (3) after
a duration corresponding to the offset between the respective play points, merge into the
target channel and release the I-channel. Clearly. an I-channel that is in the process of
being released cannot be eligible as a target channel for another active [-channel. If several
channels are found eligible. the target channel corresponds to the minimum offset between
play points. If the customer initiates a VCR action while a merge operation is taking place.
the frames that have already been prefetched from the target channel are discarded and the
merge operation is aborted. Note that in this case. some past frames were unnecessarily
discarded due to unpredictable customer behavior. '

A merge operation may fail for several reasons. First. it is not possible to find any can-
didate channel, in which case playout will continue by fetching frames at playback rate from
the I-channel until the next VCR action. Second, a customer may interrupt a merge oper-
ation by initiating a VCR action. In both cases. consecutive VCR actions will change the
relative position of the play point within the CPL buffer, which may no longer correspond
to the oldest or to the most recent frame when the next merge attempt takes place. In both
situations, while the customer is being served by an [-channel. the CPE-buffer management
should strive to keep as many prefetched frames as possible in order to shorten the duration
of a merge operation. This is achieved by using CPE buffer as indicated in Figure 5.1 when

the customer is in playback mode, and as indicated in Section 5.3.2 during VCR actions.
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Figure 5.8: General merge operation.

In both merge and discontinuous operations. on-going B-channels will be scanned first
for eligibility, and if no candidate B-channel has been found. I-channels in play mode are
next to be examined. If the target channel is an I-channel. it is changed to a B-channel
after the merge operation: such a B-channel is called a pseudo-B-channel as it is not used
for admitting newly-arrived requests and it originates from the pool of I-channels. Likewise,
if customers leave a pseudo-B-channel after issuing a VCR action. and only one customer
is left in the channel, the pseudo-B-channel is reverted back to an [-channel and will be
merged as soon as possible. Finally, when all customers depart from a regular B-channel
used initially for admission, we will simply assume that this particular B-channel will be

kept active to provide support for future merge and discontinuous operations.
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5.4 Numerical Results

5.4.1 The Simulation Environment

In our simulations, we considered NVoD®, QVoD-enhanced NVoD. and QVoD-h batching
policies introduced in Chapters 3 and 4. We selected these policies for their scalability
and support for discontinuous actions. (Note that in QVoD-enhanced NVoD discontinuous
VCR actions are then only provided in an average sense.) The metrics of interest used to
evaluate the various above-mentioned batching policies are the average latency experienced
by customers in receiving the requested service. denoted by EW, and the average defection
rate L,. For each metric, we also consider the dispersions Dgy (D, ), defined as the
coefficient of variation of the waiting times (defection rate) for each movie title EW,, (Lym).
Lower values of Dgyy (resp. Dp,) indicate more homogeneous allocation policies which
lessen variability in customers’ waiting times (defection rates).

In the rest of this chapter, we assume that customers arrive according to an aggregated
Poisson process with parameter A. and request .V = 10 movie titles of length L = 100
minutes each, stored on a monolithic disk array with capacity s = 200 channels. The
traffic intensity is p = \TL and movie popularities are given by Zipf's law. [n case of partial
patience. we use the reneging behavior model introduced in Section 3.3.1 of Chapter 3. As
in Section 3.4.2 of Chapter 3. we define a patience factor as 3 = % to distinguish between
impatient (e.g., 3 = 0.01) and infinitely-patient customers (.3 = x).

Once admitted, customers interact with the VoD server according to a customer activity
model. We further refined the model presented in Section 2.6.2 of Chapter 2, to include the
bias of interaction behavior. which indicates whether interactive operations are dominated
by backward or forward actions. or evenly distributed between the two. The new customer
activity model is depicted in Figure 5.9. Similarly to the model of Figure 2.14, durations
di,i = 0---8 and transition probabilities P,.i = 0---9 are assigned to a set of states
corresponding to the different VCR actions. These measurements can be collected as shown
in Figure 2.15. Each viewer stays in each state for an exponentially-distributed period of
time, unless the beginning or the end of a movie is reached (the customer exits the system
normally in the latter case). Also, several key parameters are captured by this representation
of viewers’ activity. First, the level of interactivity can be adjusted by assigning higher or
lower transition probabilities from the play/resume state to other states. Next, the duration

of VCR actions is included in the model. Finally. the bias of interaction behavior can be

8We shall henceforth call the non-work-conserving system “NVoD” and call the work-conserving one

“NVoD-VCR.”
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Figure 5.9: Transition diagram for the customer activity model.

set by tuning transition probabilities from play/resume in favor of backward or forward
actions. Note that transitions between interactive states such as slow motion and reverse
search are also modeled.

For tractability, we defined a set of 12 distinct interaction behaviors. These behavior
types extend those considered in Section 2.6.3 of Chapter 2. First. with the exception of the
duration in play/resume state being fixed at 10 minutes and in abort state (of null duration),
VCR actions are assumed to be of equal length and can be either long (5 minutes) or short
(1 minute). As represented in Figure 5.9. the transition probability from any other state
than play/resume to play resume is 1. with the exception of Py set to 0.5. We also assume
that slow motion is requested only after a reverse search (i.e., s = 0). For other transitions,
customers can be either very interactive (VI) or not very interactive (NVI). and bias in VCR
actions can be either forward (FB). backward (BB), or neutral (NB). Transition probabilities
are summarized in Table 3.1. Note that by setting equal durations. we can control bias and
interaction intensity by simply changing the transition probabilities. It is also possible, as
was done in [64], to assign the same value to all transitions from play/resume to another
interactive mode. In this case, one can control bias and interaction intensity by assigning
different durations to different VCR actions.

Support for VCR actions provided to customers in B-channels is evaluated by measuring
the relative fractions of VCR actions which are (1) blocked; (2) served by the CPE buffer

(CPE-actions); (3) served by an [-channel (I-actions); and (4) served in a discontinuous
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Behavior || Play/Res. | Abort | Stop | Pause | RW | FF | RS | FS

NVI,NB 0.75 0.02 | 0.03| 0.040 |0.04|0.04]0.0¢4]0.04
NVI,BB 0.75 0.02 | 0.03| 0.04 |0.07}0.01|0.07}0.01
NVI,FB 0.75 0.02 { 0.01 | 0.01 [0.01]0.09({0.01( 0.1

VI,NB 0.5 0.04 | 0.06 | 0.08 |0.08]|0.08{0.08/0.08
VI,BB 0.5 0.04 | 0.06 | 0.08 |0.140.02}0.14|0.02
VI.FB 0.5 0.04 | 0.02| 0.02 |0.02]0.19]0.02]|0.19

Table 5.1: Transition probabilities from play/resume.

fashion?. This classification allows us to evaluate both customers’ QoS in service received.
as measured by their ability to obtain continuous service (fractions of I- and CPE- actions).
and customers’ QoS degradation, which can be either graceful (fraction of discontinuous
actions) or not (fraction of blocked actions). Discontinuous actions are always pause. stop.
fast forward, or rewind actions for which no [-channel was found to accommodate seamless
playback resumption. Blocked actions are always fast search. reverse search. or slow motion

actions which were blocked once the CPE-buffer capacity is exceeded.

5.4.2 Infinitely-Patient Customers
5.4.2.1 Choice of a Batching Policy

As a first step, we performed a set of simulations to assess VCR functionality in the
case of infinitely-patient customers. We assume short interaction durations (1 minute).
low interactivity, neutral bias. and accordingly. a CPE-buffer size set to 1 minute. Our
methodology compares performance in batching, discontinuous operations. and continuous
operations. Before evaluating the performance of the proposed scheme for VCR capability.
we assume that a VoD server has to choose a scalable batching policy among NVoD, NVoD-
VCR, QVoD-enhanced NVoD. and QVoD-h (simply denoted by QVoD in the remainder of
this chapter) with MFQL scheduling.

This is illustrated in the first graph of Figure 5.10. which represents the average latency
experienced by customers before admission in the four batching policies, and in two sets

of partition between B- and I- channels, (B, ) = (200,0) and (150.50). In NVoD, NVoD-

"We will henceforth simply refer to these VCR actions as discontinuous actions, regardless of whether
these actions are, by nature, discontinuous (fast forward, rewind), or continuous (pause, stop).
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Figure 5.10: Average and dispersion of admission latency for infinitely-patient customers.

VCR, and QVoD-enhanced NVoD, the partition of the B-channel capacity is chosen such
that customers’ average latency is minimized. Each configuration reaches a plateau pretty
quickly as the traffic intensity increases. indicating scalability. For low traffic intensities.
NVoD and NVoD-VCR force customers to wait unnecessarily for half a phase offset and both
QVoD-enhanced NVoD and QVoD provide a quicker response time. As the traffic intensity
increases, QVoD-enhanced NVoD appears to yield the lowest latency. QVoD performs the
worst, as can be seen from the fact that the service latency achieved with 200 B-channels is
comparable to that achieved by NVoD, NVoD-VCR and QVoD-enhanced NVoD with 150
B-channels only. The corresponding dispersion of the admission latency (depicted in the
second graph of Figure 5.10) indicates that, with the exception of low traffic intensities.
the improvement provided by QVoD-enhanced NVoD over NVoD and NVoD-VCR does not
yield greater unfairness among movie titles. Finally. QVoD yields the fairest allocation. at
the cost of increased latency.

We measured the performance in discontinuous operations by focusing on the partition
(B,I)=(200,0). As shown in Figure 5.11. the average fraction of blocked VCR actions is
similar for all systems. Thus. the cost of providing work-conserving service in NVoD-VCR
does not seem justified when NVoD and QVoD can provide comparable results. Flat curves
confirm the fact that discontinuous VCR functionality is. by essence. a scalable service in
multicast VoD systems.

The slightly better performance of QVoD can be explained by considering the average
discrepancy of discontinuous VCR actions (Figure 5.12), which measures the relative differ-
ence between the displacement initially requested by a customer (and eventually blocked)

and the actual displacement that occurred when that customer was served in a discontinu-
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Figure 5.11: Average fraction of blocked and discontinuous VCR actions.

ous fashion. Discontinuous operations are. in general. backward actions (pause, stop, and
rewind), which extend the subjective duration of programs. As can be seen in Figure 5.12.
the average relative discrepancy experienced by customers in discontinuous actions is re-
duced in the QVoD case since more channels to more frequently-requested movies. A lower
discrepancy in QVoD will thus tend to reduce the extension in program subjective duration
due to backward-dominated discontinuous actions. Since the absolute values of the average
duration in pause and stop actions. and of the average jump sizes in fast forward and rewind
actions are unchanged, the relative fraction of discontinuous actions will then be greater in
the QVoD case, as illustrated in Figure 5.11. The fraction of CPE-actions (31%), which
depends mainly on the relationship between CPE-buffer size and interaction durations. be-
ing unchanged. the fraction of blocked VCR actions will finally be lower in the QVoD case.
Note that the fractions of blocked and discontinuous actions (and similarly CPE- and I-
actions) presented here and in the remainder of this chapter. are usually constant and vastly
independent of the traffic intensity. This confirms that our proposed framework for VCR
functionality is, in essence. a scalable service in multicast VoD systems.

An additional observation can be made from the average discrepancy of discontinuous
VCR actions (Figure 5.12), which measures the difference between the displacement initially
requested by a customer (and eventually blocked) and the actual displacement that occurred
when that customer was served in a discontinuous fashion. It is shown in Chapter 3 that
QVoD-enhanced NVoD incurs a larger dispersion in the average phase offset among all movie
titles as customers’ patience increases. This observation led us to question the applicability

of QVoD-enhanced NVoD when discontinuous VCR functionality, important to customers’
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QoS, is only provided in an average sense. Nonetheless. Figure 5.12 indicates that. for
our particular model of interaction behavior. customers experience the .same discrepancy in
QVoD-enhanced NVoD. We also found that the dispersion in discrepancy calculated over
all movie titles was lower in the QVoD-enhanced NVoD case. Lastly. a greater dispersion
in the average fraction of blocked actions in NVoD and NVoD-VCR (Figure 5.13) indicates
that keeping a constant phase offset for each movie title is not well suited for exponentially-
distributed interaction durations.

Support for continuous VCR actions is evaluated next by considering the partitions
(B,I) = (175,25) and (B, ) = (150.50). Intuitively, and as confirmed by our simulation
results, by allocating more B-channels to frequently-requested movies. the QVoD batching

policy increases the probability of merge success. while reducing the fraction of successful

123

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



¢s
04s
04
01s
el

ozsf

Fracson

02

018

[ 3]

0.05

Figure 5.14: Average fraction of blocked VCR actions.

merges to [-channels. Nonetheless, Figure 5.14 shows that all batching policies perform
comparably as the number of [-channels is increased. Similar results were obtained for the
corresponding dispersion, for the number of discontinuous VCR actions and [-actions, whose
dispersion decreases as the number of [-channels increases. since [-channels are completely
shared, thus favoring customers of most popular movies. [n addition. the observed discrep-
ancy in the fraction of discontinuous actions between QVoD and other batching policies has
little impact on the overall blocking probability since the fraction of discontinuous actions
decreases. Thus, when a batching policy is to be selected. priority should be given to the
latency experienced by customers before service. QVoD-enhanced NVoD is then the best
candidate for infinitely-patient customers. Note that even though NVoD systems naturally
provide support for limited and scalable VCR capability. such advantage is limited when
continuous interactive operations are supported.

As the traffic intensity increases, the I-channel capacity becomes slowly saturated, result-
ing in a decrease in the I-channel holding time. as illustrated in Figure 5.15, which indicates
the amount of time that an [-channel is being held by a customer. from the beginning of
the first I-action until the I-channel is released, following a successful merge operation3.
This is because the pool of I-channels is completely shared among customers. Thus, as the
traffic intensity increases, I-channels are progressively allocated to customers viewing the
most-frequently requested movies, for which the probability of merge success is greater than
that of customers viewing other movies. This trend was confirmed by the corresponding

dispersion in merge success. Figure 5.15 also shows a greater [-channel holding time for

8We assume that the I-channel holding time also includes the time spent as a pseudo-B-channel, if
applicable.
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the (150, 50) partition. This corresponds to the large availability of I-channels for merge

operations, confirmed by a greater fraction of successful merge operations to [-channels in

this case.
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5.4.2.2 Choice of a Partition between B- and I- Channels

If more B-channels are allocated. a lower admission latency can be achieved at the cost
of a higher VCR actions blocking probability. We investigated this tradeoff by simulat-
ing the various batching policies in three different partitions, (B./7) = (200,0),(175,25),
and (150,50). Figures 5.16. and 5.17 represent the breakdown of VCR actions in QVoD-
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Figure 5.17: Average fraction of CPE- and I- actions for QVoD-enhanced NVoD.

enhanced NVoD. The fraction of blocked and discontinuous actions (38% for (B,I) =
(200,0)) can be reduced by half if the number of [-channels is increased from 0 to 30,
for an increase of 1 minute (60%) in admission latency (cf. first graph of Figure 5.10).

We are thus assured that, for a fixed channel capacity. the choice of a partition be-
tween B- and I- channels will depend on which aspect of customer service is valued most.
admission latency or QoS in VCR actions. and on the relative fractionr of CPE-actions. If.
for instance, the CPE buffer is small. few VCR actions will be served by the CPE buffer
and priority should be given to reserving enough I-channels. In each figure, however, the
quasi-parallelism that can be observed. for the same batching policy. among curves corre-
sponding to different partitions. indicates almost no loss of scalability caused by changes in

the breakdown between B- and I- channels.

5.4.2.3 Comparison with the SAM Protocol

Figure 5.18 depicts a comparison between our proposed scheme and the SAM protocol
for an arbitrary batching policy (NVoD in our case). The SAM protocol was simulated
by using the CPE buffer only for non-instantaneous merge operations in Figure 5.8, and
for stop and pause actions®. This is equivalent to assuming that in SAM, each user is
dynamically allocated a portion of the synch buffer of size up to the CPE-buffer size in our
scheme. Our results indicate that the fractions of blocked and discontinuous actions are

dramatically increased in the SAM case (up to 33% higher for blocked actions), confirming

9Note that our experiment slightly improves the SAM protocol in comparison with the scheme originally
proposed in [64], by considering scalable batching, and by isolating respective allocations of B- and I-
channels. The blocking probability documented in [64] is linear in traffic intensity.
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Figure 5.18: Average fraction of blocked and discontinuous VCR actions: comparison

with the SAM protocol.

that active use of the CPE buffer to serve CPE-actions and to shorten merge operations, and
support for discontinuous actions. are two very effective ways to improve customers’ QoS.
These facts were confirmed experimentally: lengthened merge operations tend to reduce the
availability of I-channels. which, in turn, decreases the number of I-actions thus increasing
the average I-channel holding time. Lastly. dispersions of blocked VCR actions and [-actions
also showed that scarcity of [-channels leads to greater unfairness when the SAM protocol

is used, by favoring customers viewing the most popular movie.

5.4.3 Partially-Patient Customers

Providing service to partially-patient customers imposes constraints on the choice of a
batching policy. In order to reduce cost. it is more important for a multicast VoD server to
achieve a high throughput by servicing a large number of (non-defecting) customers, than
to provide a low latency service at the cost of high defection rates. By admitting customers
at a higher rate, however. an efficient VoD server may degrade the QoS received by the
same customers during VCR actions since a heavier traffic load would be admitted into the
system. In this section, we study the tradeoff between efficient batching and degradation
of QoS in VCR actions. We also consider the dual problem of sensibly partitioning the

channel capacity of the VoD server between B- and I- channels.
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5.4.3.1 Choice of a Batching Policy

As in Section 5.4.2, we assume that a VoD server has to choose a batching policy
among NVoD, QVoD-enhanced NVoD, and QVoD. In NVoD. partitioning the B-channel
capacity to minimize defection rate results in extremely unfair configurations. in which
most channels are allocated to two or three most popular movies. We therefore considered
simple heuristics such as the allocation of channels in proportion to movie popularities
which achieve a good tradeoff among defection rate, average latency, and fairness in both
variables in NVoD and correspondingly, in QVoD-enhanced NVoD (with the set of thresholds
minimizing customers’ defection rate). As for QVoD. the threshold should be chosen such

that the defection rate is minimized. Consequently, we compared the following six systems:

1. An NVoD server with [s;.---.sy] minimizing the average NVoD phase offset; this
configuration is called VVoD EW-OPT. This configuration yields minimum latency
in the case of infinite patience. by allocating B-channels more evenly among movie
titles. It is used, for comparison purposes. to determine whether it is also effective

with partially-patient customers.

2. A QVoD-enhanced NVoD server with the same channel allocation vector {sy,---.sv]
defined by NVoD EW-OPT. used in conjunction with K°"" which minimizes the de-
fection rate for each movie title. This configuration is called QVoD-enhanced NVoD

EW-OPT.

3. An NVoD server with the partition [s;.---.sy] making an acceptable tradeoff among
throughput, phase offset and fairness. We showed in Chapter 3 that allocating chan-
nels proportionally to the popularities (VoD T-PROP) is preferable for very impa-

tient customers.

4. A QVoD-enhanced NVoD server with the same partition [s,.-- - sx] determined by

NVoD T-PROP. This configuration is called QVoD-enhanced NVoD T-PROP.

5. An NVoD server with [s;,---,sy] maximizing the NVoD throughput: this config-
uration called NVoD T-OPT, is used for comparison purposes, as it indicates the
maximum throughput achievable by an NVoD server. NVoD T-OPT tends to allocate

all channels to the most popular movies as the patience factor decreases.

6. A QVoD server whose threshold A°P' is chosen so that customer’s defections are min-

imized. We also use the LCFS scheduling, better suited to very impatient customers.
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Figure 5.19: Average admission latency and defection rate for 3 = 0.01.

Figure 5.19 represents average admission latency and defection rate for 200 B-channels
and a patience factor 3 = 0.01. corresponding to customers who aré willing to wait an
average of 1 minute, thus very impatient. Note that this patience behavior is chosen for
illustration purposes in an extreme case of customers” behavior. In practice, customers may
be more patient, and correspondingly, the defection rates presented in the second graph of
Figure 5.19 considerably reduced, along with the discrepancy among these defection rates.
It is clear that QVoD-enhanced NVoD batching policies outperform NVoD systems., by
lowering defection rate and average latency by at least 25%. Surprisingly, NVoD EW-OPT
shows the highest latency. Note that the average latency can be a somewhat misleading
metric since it is calculated based on requests that actually get serviced. QVoD performance.
while not as good as QVoD-enhanced NVoD. is still a better alternative than NVoD. except
in an unpractical situation where NVoD T-OPT is used for high loads. We also found that
the dispersion of the defection rate in QVoD-enhanced T-PROP was reduced by half as
compared to NVoD T-OPT. and the dispersion of the average latency was comparable to
that of NVoD EW-OPT. Our point is clearly illustrated: QVoD-enhanced T-PROP appears
to be the most adapted policy to customers’ admission.

We consider next, for { B. ) = (200.0). the breakdown among VCR actions (Figures 5.20
and 5.21). When no [-channel is provided to support VCR actions. the difference in through-
put among batching policies does not affect the QoS received by customers during CPE-
actions and discontinuous VCR actions. which does not depend on the system load. Thus.
the differences observed in Figures 5.20 and 5.21 are due to the schedule generated by each
batching policy and can be explained in the same way as we explained the slightly better

performance of QVoD with respect to discontinuous operations in the case of infinitely-
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Figure 5.20: Average fraction of blocked VCR actions for (B. ) = (200.0) and 3 = 0.01.

patient customers (cf. Figure 5.12). Discontinuous operations are mostly backward actions
(pause, stop, and rewind). which extend the average connection time experienced by cus-
tomers. NVoD T-OPT allocates most channels to most frequently-requested movies. thus
reducing the discrepancy observed in discontinuous actions. A lower discrepancy in NVoD
T-OPT tends to reduce the extension in program subjective duration caused by backward-
dominated discontinuous actions. Since the absolute values of the average duration in
pause and stop actions, and of the average jump sizes in fast forward and rewind actions
are unchanged, the relative fraction of discontinuous actions will then be greater in NVoD
T-OPT, as illustrated in Figure 5.21. The fraction of CPE-actions — which mainly de-
pends on the relationship between CPE-buffer size and interaction durations — remains
unchanged. and the fraction of blocked VCR actions will finally be reduced accordingly.
The opposite is true for NVoD EW-OPT. for which the B-channel allocation. albeit more
evenly distributed. leads to higher discrepancy in discontinuous actions. In between these
two extreme cases, QVoD-enhanced NVoD T-PROP only yields a 10% increase in blocked
actions in comparison with NVoD T-PROP.

When a portion of the channel capacity is dedicated to I-channels. efficient batching
will increase the load on I-channels, thereby reducing customers” QoS in VCR actions.
The tradeoff between high throughput and I-channel availability is a clearcut throughout
Figure 5.22, which represents the fraction of [-actions in two partitions of the channel
capacity, (B,I) = (175,25) and (B,[) = (150,50)). Since discontinuous actions were less
than 10% of all VCR actions, and the fractions of CPE-actions were identical in all cases.

Figure 5.22 also indicates the relative performance of the various batching policies in terms
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Figure 5.21: Average fraction of discontinuous actions for (B./) = (200,0) and 8 = 0.01.
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Figure 5.22: Average fraction of [-actions for .3 = 0.01.

of blocked actions. Although a choice has to be made between admission and interactive
QoS, the increase in blocked actions incurred by QVoD-enhanced NVoD T-PROP is only of
about 10% in comparison with other realistic policies such as NVoD T-PROP and QVoD. In
comparison with a 25% improvement in admission QoS. among all systems studied, QVoD-
enhanced NVoD T-PROP offers the best overall performance. Similarly to the infinitely-
patient customers case, the choice of a batching policy is mainly determined by admission

performance.
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Figure 5.23: Average admission latency and defection rate for QVoD-enhanced NVoD

T-PROP (8 = 0.01).

5.4.3.2 Choice of a Partition between B- and I- Channels

[f more B-channels are allocated. a greater throughput and. possibly. lower admission
latency, can be achieved at the cost of a higher VCR actions blocking probability. e
investigated this tradeoff in four different partitions, (B./) = (200.0).(175.25), (150, 30)
and (125,75). Figures 5.23 and 5.24 represent both admission and service performance in
QVoD-enhanced NVoD T-PROP. As can be seen from Figures 5.23 and from the first graph
of Figure 5.24, partitions (150.50) and (125. 75) dramatically reduce the fraction of blocked
and discontinuous actions (for instance. from 53% of blocked actions in (200.0) to 0% in
(125,75)), with (1) minor impact on the defection rate. (2) no change in the average latency.
and (3) no loss in scalability.

Consequently, although there exists a tradeoff. the choice of a partition is considerably
more critical to QoS in interactive service than to customers” admission. More importantly.
the quasi-parallelism that can be observed in each figure for the samne batching policy, among
curves corresponding to different partitions, indicates almost no loss of scalability caused
by changes in the breakdown between B- and [- channels. Clearly. a multicast VoD server
can provide unrestricted support for interactive operations with minor impact on system
scalability and performance. Although it is not possible to detail here each particular case
of channel capacity, movie selection, and customers’ patience. all our simulations confirmed
this conclusion.

In addition to sensible partitioning, a VoD server may also protect customers from

QoS degradation by selectively discarding customers’ requests to reduce the load on I-
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Figure 5.24: Average fraction of blocked. discontinuous. CPE- and I- actions for QVoD-
enhanced NVoD T-PROP (8 = 0.01).

channels. This approach, although attractive when variations of multicast group sizes are
caused by time-varying arrival rates or non-static behavior. is not well-adapted to scalable
systems. Figures 5.23 and 5.24 illustrate this point in various cases of partitions (e.g..
(B,I)=(175,25)), since discarding enough customers’ request to reduce the traffic intensity

from 10.0 to 5.0 only decreases the fraction of blocked actions by less than 10%.

5.4.4 Influence of System Parameters on VCR Functionality

For completeness, we summarize in this section other important simulation results on
the VCR functionality for various CPE-buffer sizes. channel capacities. and interactive
behaviors. The corresponding empirical studies corresponding to this summary are detailed
in Appendix F.

CPE-Buffer Size: Changes in the fraction of [-channels and in the CPE-buffer size are
found to affect the partition of VCR actions in an independent fashion. More precisely.
increasing the CPE-buffer size for an arbitrary partition (B.[) only marginally affects the
number of [-actions, even though we found that the probability of merge success increases
almost in proportion to the increase in buffer size. Correspondingly. increasing the fraction
of I-channels for a fixed CPE-bufTer size will not affect the fraction of CPE-actions. Also. for
high traffic intensities, increasing the CPE-buffer size (as opposed to increasing the fraction
of [-channels) is usually a more effective way to maintain scalability.

Channel Capacity: If the fraction of I-channels remains constant. the variations of cus-
tomers’ QoS are shown to be insensitive to changes in the channel capacity. This property

is another illustration of our scheme’s scalability. The support for discontinuous operations
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is also found to be more effective with frequently-requested movies. for which more channels
are allocated. This observation can be used to provide a more equitable service by allo-
cating more [-channels to less popular or “cold” movies, for which the average phase offset
is greater than the CPE-buffer size. Albeit counter-intuitive, this approach can effectively
prevent customers viewing the most popular movies from saturating the I-channel capacity
by unnecessarily using [-channels for pause. stop. fast forward and rewind actions; these
same VCR actions could have been served discontinuously with very low, and therefore
acceptable, discrepancy.

Interactive Behavior: From our numerical study with various CPE-buffer sizes, changes
in the duration of VCR actions are found to affect only the fraction of CPE-actions, while
the fraction of I-actions remains constant. For longer actions. the loss in CPE-actions is
mostly translated into a higher fraction of discontinuous actions of reduced discrepancy.
whereas the fraction of blocked actions remains relatively unaffected. Also, a higher level
of interactivity is likely to generate more demand on the CPE buffer and on the pool of
I-channels. We actually observed that the fraction of CPE-actions only slightly decreases
when customers’ level of interactivity increases. thus showing that the CPE buffer is a robust
support for continuous service of VCR actions when customers’ level of interactivity varies.
In any case, support for discontinuous operations is usually found effective in graceful QoS
degradation when duration or level of interactivity of VCR actions are not precisely known.

or increase randomly.

5.4.5 Discussion

In summary, simulations show that the proposed scheme for supporting VCR functions.
when used in conjunction with scalable batching policies. provides (1) scalability in admis-
sion QoS, (2) scalability in interaction QoS. (3) graceful QoS degradation in VCR actions
when interaction or admission behaviors vary. (-) robust continuous service of VCR actions.
In addition, the breakdown among VCR actions is generally independent of the batching
policy, provided that the latter is chosen among NVoD-based systems. This independence
between admission and interaction QoS is very advantageous as it allows to protect QoS in
VCR actions from workload fluctuations and overloading situations.

Having, so far, focused on monolithic storage organizations. an important issue is to
determine the efficiency of our proposed framework for VCR actions when used in clustered
disk arrays, and more particularly in conjunction with ad-hoc batching policies such as

NVoD-h. This issue is critical for three reasons: (1) NVoD is not always feasible in disk
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arrays, (2) QVoD-enhanced NVoD requires extensive tuning, which depends on patience.
time variations in arrival rates, and popularity models; and (3) optimal NVoD or QVoD-
enhanced NVoD schedules are not always feasible in clustered disk arrays, in which the
maximum number of channels possibly allocated to a movie title depends on the number of
clusters holding this particular movie title.

As we have seen in this section, QoS in VCR actions remains largely unaffected by
whether B-channels are sourced at regularly spaced intervals or not: it depends mostly on
the number of channels allocated to each movie title. In clustered disk arrays, the maxi-
mum number of channels that can be allocated to each movie title depends on number of
clusters, movie selection, and channel capacity. However, if room is available for propor-
tional replication (e.g., as in constraints of type C. or. possibly, of tvpe A). results obtained
in Chapters 3 and 4 with moderately-patient customers indicate that NVoD-h performs
comparably to NVoD and QVoD-enhanced NVoD in terms of customers’” admission QoS.
and therefore in terms of B-channel allocation. In this case. since customers’ QoS during
VCR actions is relatively insensitive to the choice of a batching policy, we can state that
full-fledged, yet scalable support for VCR actions is feasible with NVoD-h in clustered disk
arrays. Future work will therefore determine which constraints on channel capacity, movie
selection, number of clusters. and CPE-buffer size are more favorable to a fully-interactive
multicast VoD service. Whatever the case may be. we have provided a framework to inves-
tigate these issues in a systematic manner.

Another important issue is to determine an adequate partition of the channel capacity
between B- and I- channels. possibly dynamically as the VoD server workload changes.
for instance due to nonstationary request arrival rates, movie popularities, or customers’
patience. One approach, initially proposed in [31], proceeds incrementally by first allocating
a small number of I-channels and increasing the size of the I-channel pool until an acceptable
tradeoff between customers’ QoS and server throughput is found. Partitioning can also be
studied in terms of economics. since admission and VCR actions may be charged differently.
and consequently, B- and [- channel usage may generate different revenues. This issue is
further complicated if customers are charged differently for a same VCR action depending
on its location within the program. For instance. customers skipping advertisements could
be charged more since these customers actually reduce the effectiveness of the VoD service
subsidies.

A dynamic partitioning policy should ideally control on-line the size of the I-channel

pool to cope with the changes in the workload not only in terms of video access pattern, but
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also in terms of the surges in VCR-control activity and request arrival rates. In addition. for
a fixed number of B-channels (or, alternatively, a fixed fraction of the bandwidth allocated
to broadcast service), the number of available I-channels varies dynamically, depending on
the delivery rate required by the VCR actions served by the I-channels in use. Partitioning
is therefore a very complex problem as it is usually impossible to express key performance
variables such as customers’ QoS and server throughput in a closed-form that could be used
in partitioning heuristics. This observation holds even in the simplest cases of interactive
functionality, as shown in [31] when customers only perform pause actions. Determining
accurate, dynamic partitioning heuristics is therefore left as future work. It should be noted,
however, that this issue is less critical within our framework for VCR functionality since (1)
scalability in both admission and interactions ensures resilience to nonstationary request
arrival rates, and (2) as we saw in Section 5.4.3. the partition between B- and I- channels

need not be specified accurately in order to provide acceptable QoS.

5.5 Active CPE-Buffer Management

The CPE-buffer management presented thus far can be considered passive because no
direct attempt was made to change the relative position of the play point within the CPE
buffer. By default, the only mechanism available o the CPE buffer is to discard past
frames at a rate slower or faster than the arrival rate of frames from the server. while
receiving frames from the current channel in a synchronous fashion. Thus. the position
of the play point relative to the most recent frame remains unchanged unless an explicit
action is taken. Even when changes are explicitely required during discontinuous or merge
operations, multicast group changes will be made so as to leave as many future frames
as possible in the CPE buffer thus avoiding bandwidth waste in duplicate transmissions.
Moreover, the duration of merge operations is decreased if the CPE-buffer management
keeps as many future frames as possible while the customer is served by an [-channel. In a
sense, passive management implicitly favors forward VCR actions by keeping future frames
whenever possible. \We would like to propose and evaluate mechanisms for better CPE-
buffer management when interaction behavior is dominated by backward interactions, or

when backward interactions are as likely as forward interactions.
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5.5.1 Preventive Multicast Group Change

Customers’ interaction latency, blocking probability and load on the pool of I-channels
can be reduced if a large fraction of VCR actions are satisfied by the CPE buffer, without
support from the VoD server. The underlying idea behind active CPE-buffer management
is to dynamically adjust the relative position of the play point within the CPE buffer so the
probability of successful CPE-actions may be enhanced. Efficient CPE-buffer management
is highly dependent on customers’ behavior. For instance, if backward interactions are as
likely as forward interactions, it would be sensible to keep the play point as close to the
middle of the CPE buffer as possible, so that past frames and unplayed frames are equally
available for access. If interactive accesses are dominated by backward interactions, the
playout point should rather correspond to the most recent frame.

Let’s first focus on an interaction behavior dominated by backward interactions. As
illustrated in Figures 5.3 and 5.7. it is possible to take advantage of discontinuous pause
or stop action and of merge attempts to make additional buffer space available for past
frames. This is done by switching the customer into the multicast group whose play point
is ahead and close to the customers’ play point. Furthermore. if the customer stays long
enough in play mode while being served by a B-channel. a threshold-activated preventive
merge operation (TAPMO) can be initiated. The basic idea behind a TAPMO is to dis-
regard unplayed future frames in order to make buffer space available for past frames. In
a TAPMO, an attempt is made to switch the customer to a B-channel whose play point
is closer to the customer’s play point than that of the current B-channel. and ahead. only
after a threshold number of future frames are accumulated in the CPE buffer. This is illus-
trated in Figure 5.25. in the case of threshold set to one fourth of the CPE-buffer size. A
TAPMO is basically a merge operation similar to that represented Figure 5.7. and hence.
does not require any additional support other than merge functionality. It is performed in-
stantaneously, by (1) locating a target channel among candidate channels (steps 1 and 2 in
Figure 5.25), and (2) disregarding as many future frames as needed to be in synchronization
with the target B-channel (step 3).

If backward interactions are as likely as forward interactions. candidate channels can be
chosen so the play point is kept as close as possible to the middle of the CPE buffer. This
is illustrated in Figure 5.26, where the target channel is the candidate channel whose play
point is the closest to the target point, located half a buffer size ahead of the customer’s

play point.
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Figure 5.27: Active CPE-buffer management: average fraction of blocked VCR actions.

5.5.2 Numerical Results

The effectiveness of our proposed scheme was evaluated by comparing passive and active
management for the three biased behaviors introduced in Table 5.1. namely, backward, neu-
tral, and forward bias. For an illustrative purpose. we want to show that “active backward”
management as described in Figure 5.25 can improve customers” QoS when VCR actions are
biased towards backward actions. and leave customers” QoS relatively unaffected in other
cases. Active buffer management is effective whenever a TAPMO is likely to succeed. that
is, when the CPE-buffer size is relatively large in comparison with both the duration of
VCR actions and average phase offset between consecutive start times of the same movie.
The latter condition will certainly hold in a large-scale VoD system (e.g.. 10,000 channels
serving 100 titles). For tractability, we assumed a system of capacity 200 B-channels ded-
icated to 5 movie titles, a CPFE-buffer size of 5 minutes” worth of video data, and VCR
actions of average duration of 1 minute. The group change threshold was set to 0.5.

As can be seen from Figure 5.27. active buffer management reduces the number of
blocked actions by 25% by serving more actions with the CPE buffer. A relative reduction
of 50% in discontinuous actions is also found, although these actions only represent less than
5% of all VCR actions when interaction behavior is biased towards backward actions. The
slight improvement noticed for a “neutral” bias corresponds to the fact that neutral bias is
itself slightly biased towards backward actions, due to pause and stop actions. This does

not invalidate our conclusions. Lastly, similar results were obtained in separate simulations
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for a group change threshold set to 0.25. The exact specification of an optimal threshold is

therefore not critical, provided it is set to a reasonable value (e.g., < 0.3).

5.6 Conclusions

In this chapter, we (1) identified efficient mechanisms to provide full-fledged. yet scalable
support for VCR actions in multicast VoD systems, and (2) evaluated them by consider-
ing both the VoD server performance and customers’ QoS under various realistic scenarios.
First, using the CPE buffer, multicast VoD servers are shown to be able to provide dis-
continuous and intermittently-continuous VCR actions. Next. we showed that [-channels
can be used synergistically with the CPE buffer to provide unrestricted interactive oper-
ations. Our analysis extends the work in [12. 31. 64] by improving scalability and QoS
in both admitting a new request and servicing interactive operations. Qur numerical re-
sults showed that QVoD-enhanced batching policies consistently outperform other scalable
policies in admitting customers, without any significant loss of QoS in VCR functionality.
We also found that as customers’ patience decreases. a larger fraction of [-channels can be
dedicated to interactive service with a minor impact on system scalability and admission
QoS. Comparisons with the SAM protocol confirmed that both use of the CPE buffer and
support for discontinuous actions are very effective in improving customers’ QoS. Hence we
studied the advantages of our framework for VCR functionality for various CPE-buffer sizes
and channel capacities. As an alternative to [-channels. the CPE mechanisms for contin-
uous and discontinuous operations provide effective support for adapting QoS to changes
in CPE-buffer size. channel capacity. and customers” behavior in both admission and in-
teractions (frequency or duration of requests for VCR actions). Finally. we presented the
concept of active CPE-buffer management, which is shown to improve customers’ QoS when

the interaction behavior is biased towards a particular type of VCR action.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

This dissertation has established a framework for specifying long-term resource allo-
cation in VoD end-systems so that a large collection of movie titles and channels can be
accessed by a maximum number of users with service scalability in interactions, and at
the lowest cost. This issue is becoming increasingly important. given that economical vi-
ability and future large-scale deployment of digital video services depend on customers’
appreciation of the service delivered. We now recapitulate the primary contributions of this

dissertation, and suggest future work.

6.1 Research Contributions

We identified and solved scalability bottlenecks in realistic. challenging settings, in order
to determine how to provide an increasingly large number of customers with an increasingly
interactive service. This research has made contributions in the following areas.

Storage organizations for VoD service: \We showed that hybrid storage organizations.
in which videos are partitioned into several disk-array-based clusters and striped across
each disk array using CGS, should be chosen for cost-effectiveness. low admission latency,
and high availability. We introduced the concept of eligible clustered configurations, and
proposed an algorithm of low. polynomially-bounded complexity for optimal video allo-
cation across clusters. This algorithm provides a useful alternative to the heuristics that
have been commonly proposed to solve such allocation problems. It can also be applied to
many practical situations where objects are statically assigned to storage and accessed with
heterogeneous frequencies. To provide further guidance in the choice of a storage organiza-
tion, it was important to determine at what cost and additional support D-VoD could be

upgraded to T-VoD. We addressed this issue by proposing a probabilistic connection admis-
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sion control based on a model of channel usage in T-VoD. Our simulation results indicated
that, for a reasonable range of customers’ behavior. D-VoD can be upgraded to T-VoD at
low cost. It was also important to identify practical situations in which the OMPD scheme
could be chosen, as this scheme is easier to deploy, upgrade. and experiment with when the
service is expanding. We showed that even though it is often regarded as a naive approach
to storage configuration, OMPD with adequate OCAP specification may actually be ac-
ceptable for highly reliable service of a small number of movies to a large user population,
especially when customers’ behavior is only approximately known. This way, movies can
be rearranged and replicated as needed during off-peak hours. and thus made available for
viewing during peak hours based on anticipated demands.

Optimal scheduling in NVoD systems: We presented an analytical, yet realistic ap-
proach to program scheduling in NVoD systems. which are becoming increasingly popular
among computer manufacturers and cable companies. \We integrated customers’ and service
provider’s points of view in a mathematical framework and derived the optimal schedule of
movies of different popularities for maximum throughput and the lowest average phase off-
set. Such derivation is independent of the time variations in the request arrival rates: it only
depends on the number of channels available. customers” patience. and on the performance
variable which is most valued by the NVoD service provider. i.e.. throughput. average phase
offset, fairness, or a tradeoff among all of these. We also analyzed QVoD. which schedules
channels based on a threshold of requests. By using QVoD in conjunction with NVoD in
the so-called QVoD-enhanced NVoD. we improved the throughput without compromising
customers’ QoS, in terms of average phase offset and the corresponding dispersion. This re-
sult is important since the problem of retrieving videos ezactly periodically from disk arrays
in a cost-effective way requires time-consuming. often only near-optimal heuristics. While
unlikely in a wide range of cases. if it has been determined that an NVoD schedule is not
feasible, a VoD server can either (1) change the retrieving cycle length. until the schedule
is found feasible; (2) adopt another less efficient and cost-effective storage configuration
or organization such as OMPD: (3) delay channels until an available slot opens up: and
(4) use another scalable batching policy. The first two cases are costly and not practical,
since they require adding resources and changing the layout of videos on disks. In the third
and fourth cases, channels can be sourced quasi-regularly as in QVoD-enhanced NVoD yet
provide a throughput higher than in NVoD, as long as each movie title is allocated the
pre-determined number of channels. This is particularly useful when the popularity pro-

file changes throughout the day, in which case an NVoD schedule could become invalid
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unpredictably. A natural question that arises is whether it is possible to design heuristic
algorithms that take advantage of scheduling flexibilities in (3) and (4) for cost-effectiveness.
In particular, future work will determine to what extent QVoD-enhanced NVoD simplifies
retrieval scheduling in disk arrays. Moreover, we also found that simple heuristics such as
the allocation of channels in proportion to movie popularities yield good results, thus al-
lowing for more freedom in the choice of a schedule. Our theoretical study thus provides (1)
bounds on the system performance, and (2) ad-hoc solutions to approximate these bounds.
which are directly applicable to real systems.

Scalable batching policies: After focusing on the commercially available NVoD, it was
important to systematically identify and compare scalable batching schemes in disk-array-
based VoD servers, by considering factors such as customers’ behavior. storage organization,
and time variations in the request arrival pattern. \When batching is done without any
control in the channel allocation process. three factors are found to make the system prone
to channel clumping, which can then cause short- and long-term congestions. These factors
are (1) the inherent lack of variability in movie lengths. (2) the access loc.a.lity to movie titles.
and (3) the small number of different movie titles relative to the number of channels allocated
to them. We illustrated this sensitivity to congestion cycles with the “on-demand™ batching
policy, well-known for its lack of scalability. and under specific “worst-case” workloads. We
next introduced a new metric called the burst absorption capability (BAC). We used this
metric to comparatively evaluate various scalable batching policies. The simplest scalable
batching policy, NVoD-h. is found to vastly improve on-demand channel allocation. while
being easily implementable in both monolithic and clustered disk arrays. This result is
quite useful as we recognized the limitations of NVoD-based batching in both monolithic
and clustered disk arrays. and the need for ad-hoc scalable batching alternatives. Even
though support for discontinuous VCR actions in NVoD-h is only provided in an average
sense, different schemes (summarized next) can be used to support unrestricted VCR actions
without compromising the system scalability.

Scalable fully-interactive VoD service: Although most underlying ideas are not new.
our work is the first to provide a detailed. thorough engineering presenta'tion and a quantita-
tive evaluation of mechanisms to provide full-fledged. yet scalable support for VCR actions
in multicast VoD systems. From a customer’s point of view. there is a clear advantage in
having more functionalities in the service provided. From a service provider’s point of view.
VCR actions can generate an extra revenue if customers are charged based on the addi-

tional resources requested. More specifically, we showed that, unlike shared buffers located
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closer to the server, small individual CPE buffers can be used in synergy with dedicated
channels to allocate and reclaim resources more efficiently than existing schemes, and there-
fore provide unrestricted VCR functionality. For evaluation purposes, we used an idealized.
yet realistic model of customers’ admission and interaction behavior to capture several key
interaction patterns. Our experimental results, restricted to monolithic disk arrays but ap-
plicable to clustered storage configurations. showed that QVoD-enhanced batching policies
consistently outperform other scalable policies. We also found that the CPE mechanisms for
continuous and discontinuous operations provide effective support for various CPE-buffer
sizes, channel capacities, and VCR actions characteristics. We finally introduced the con-
cept of active CPE-buffer management. which is shown to provide effective support for QoS
and graceful QoS degradation in case of resource shortage, or when interaction behavior is
biased towards a particular type of VCR action. As abandoning closed, proprietary STB
standards in favor of open standards becomes a reality (see [1-{] for a complete discussion
of this issue), our work can provide guidelines as to what minimum hardware cost (memory
and processing power) is needed for scalable interactive service. Also. since integrated and
simple chipset solutions exist for the hardware of first-generation set-top devices. the em-
phasis of STB development is likely to shift to the architecture of the software required for
these products. Active buffer management and CPE/server synchronous communication
can potentially enhance the functionality of STBs as they become integrated into more
powerful “home appliances™ or personal computers. (A recent discussion on the software
design issues in STBs can be found in [27. 10].) Lastly, as mentioned in Section 5.3.1 of
Chapter 5, future work will determine whether a shared-buffer approach is preferable to
decentralized management of non-shared buffers. (It should be noted that both schemes
are not mutually exclusive: a VoD server could allocate a synch buffer for bufferless clients.
while customers with a CPE buffer would use our scheme.) Until then. a more powerful.
albeit more expensive STB, will alleviate the load on the VoD server, which can, in turn.

provide better service scalability and therefore. a cost-effective. expandable service.

6.2 Future Directions

In addition to the various open issues that were discussed throughout this dissertation,
we now present some research problems for direct continuation of our work.
We made several assumptions to illustrate general guidelines for practical and simpli-

fied scenarios. First, various aspects of consumer use of continuous digital media, such
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as patience, time variations in the request arrival pattern. movie popularities. and models
for VCR actions, are inherently speculative and mostly justified for their intuitive realism.
These behavioral models can be further refined. for instance by changing the set of pop-
ular movies over the course of a day, or by considering other nonstationary and patience
models. Nevertheless, until field data confirms their pertinence. our assumptions and their
proper are inevitable to (1) glean heuristics that will work well in practice, and (2) iden-
tify or anticipate the human factors and worst-case scenarios that will challenge system
scalability. This dissertation is a first step towards achieving both goals. We suggested in
Chapter 5 an experimental setup for monitoring VCR actions in visualization labs. This
example illustrates that throughout VoD deployment. the same emphasis should be put
on both modeling and monitoring human/media interactions. This twofold effort requires
appropriate tools located in end-systems and delivery networks in order to support iterative
refinements through implementation and experimentation.

Most of the results presented in Chapter 2 are applicable to a wide range of commercial
disks with different capacity and bandwidth. A next logical step is therefore to generalize
our study to different disk parameters. movie lengths. video rates. and applications imposing
different constraints on the storage organization. For instance. a video server could archive
videoconferences on disks, and later serve these stored objects on an on-demand basis.
Stored videoconferences differ from movies in several ways. First. they may not be accessed
according to the same popularity profile as movies. Second. frame rate. screen size. encoding
standard, and session duration may all change from one videoconference to another. Third.
although content insertion may not be used in such applications. storing videoconferences
actually requires a high versatility since data may be written as frequently as it is read.
Lastly, viewers may be more likely to scan the data in order to access specific segments of the
videoconference. These different requirements make it difficult to determine an adequate
“multi-purpose” storage organization.

Another issue more relevant to a movie-on-demand environment is that it may be more
practical to reconfigure a local disk-array-based VoD server from a local movie archive,
instead of accessing a metropolitan archive server. This archive would be used to down-
load, in an asynchronous fashion. new material from larger metropolitan archives for later
reconfiguration, or to store less popular movies locally. Dimensioning and managing a lo-
cal storage hierarchy based on secondary and possibly tertiary storages (cf. Section 2.1 of
Chapter 2) are open issues. Also, by partitioning disk arrays into equal-size clusters, we

were able to infer an optimal video allocation. which was then used to evaluate support for
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service availability. It is clear that the more general case of uneven clusters is more flexible.
but the VoD server must ensure that clusters are accessed in proportion with their relative
channel capacity. In practice. the video allocation algorithm presented in Chapter 2 can
be used when cluster sizes are known. Otherwise. more sophisticated heuristics should be
investigated.

Other assumptions were made for illustrative purposes in Chapter 5 on video transport
and support for interactions. For a simple description of CPE-buffer management, all frames
were assumed to be of the same size and VCR actions did not incur loss of frames. However,
most of the mechanisms presented in Sections 3.2 and 5.3 can be easily adapted to VBR
video or to CBR transport of video with different frame sizes and interaction mechanisms.
Moreover, the comparative evaluation results presented in Sections 5.4.2 and 5.4.3 should
remain unchanged, provided all batching policies use the same video encoding and transport.
for playback or interactions. Future work will determine whether CPE buffer and I-channels
can be used synergistically as efficiently as presented when the assumption of equal-size
frames is relaxed. It is worth noticing that partitioning the available bandwidth between
B- and [- channels and run-time resource management are more complicated in the case
of VBR video, since they depend on the statistical characteristics of the stored video. and
on the VCR mechanisms as well. Some guidance may be found in [37] and [67], which
investigate the partial support for VCR actions that can be provided when the CPE buffer
is used to guarantee starvation-free playback of smoothed (piecewise CBR) unicast video.
Similarly, more work is needed to determine efficient support for VCR actions of VBR videos
in disk arrays and extend the seminal work presented in [$8] and [25]. Along with this more
realistic setting, additional QoS parameters could be studied. such as the continuity of
media streams and the response time to interactive functions (which. ideally. should appear
as if the client were operating his/her own VCR).

Finally, although this dissertation addressed scalable resource allocation and usage for
large-scale VoD deployment. one needs to answer the basic question: is there a market for
VoD as a service? Although VoD trials can be traced back to 1935 ‘when Time Warner
started the Orlando project to test the market, there are. to this day, very few existing
trials with more than 2,000 subscribers. Although it is generally agreed that standards
must be established that allow competition and growth, by making the initial investment
affordable, the low rate of growth in the entertainment industry leads experts to doubt
whether anything other than product substitution will occur in the near future. From

service providers’ and movie studios’ standpoints. this is still an attractive option since
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video stores are usually owned my middlemen who require some cut of the profits, and
movie theaters require large investments in real estate. VoD, on the other hand, would just
be one more channel of distribution, much cheaper than movie theaters, and which can
be integrated into a “price segmentation” strategy by controlling the.timing of release of
movies into each distribution channel. From a consumer’s point of view, VoD is attractive as
a replacement of neighborhood videotape rental stores, given that (1) it has the potential to
provide convenient and unrestricted access to a virtually unlimited number of movie titles;
and (2) video stores may not have all desired movies and require a customer to make more
than one trip to see one movie. It is not clear whether these two advantages are enough to
motivate large-scale and costly deployment. unless the service provided to customers is (1)
unmatched by current media (e.g., digital HDTV quality with 500 channels or more to one
million consumers), (2) made affordable by economies of scale. and additional subscriptions
onto cable services. One possible solution to the problem of financing the VoD infrastructure
may come from telecommunication and cable companies. which could make the transition
by providing new derivative services. For instance. with the capabilities of an STB. an
“interactive marketing environment™ can be created in which new forms of advertising
could send very targeted promotions and allow consumers to actually make a purchase
after viewing an advertisement. In a sense. this approach subsidizes the support for more
demanding multimedia applications such as VoD. The recent success of on-line shopping
over the Internet suggests the viability of this marketing strategy for both advertisers and
retailers. The STB can also be used to support pre-scheduled television viewing according
to consumers’ own schedules and program selections. thus allowing to watch programs
which would otherwise be missed. Finally. other possibly lucrative new markets include
applications based on bidirectional communication. such as videoconferencing or networked
interactive games. Whatever the case may be. service scalability will have to be provided

at all levels, from service providers’ to customers’ equipment.
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APPENDIX A

Enumeration Technique for Calculation of the OCAP

An efficient enumeration technique for the solution of Problemi D-VoD QCAP can be
obtained by applying the algorithm in [68] (designed for optimal channel allocation for
access control of circuit-switched traffic in ISDN environments). which is a version of Fox's

algorithm [39, 51]. While a brute-force exhaustive enumeration would require as many as

(N+d.B— 1
d.B-1

has an upper bound of d.B. The basic idea is to iteratively reduce the objective function

) computational steps, the number of iterations in the algorithm presented below

while restricting each decision variable to at most unit variation. during each iteration. We
first define the decrement and increment in the objective function for unit variations in the

corresponding server assignment as:
Dy = EW(AM,\,/D/dn.B) = EW(M,\, [/D/d,.B + 1) (A.1)

and
Im = EW(M\,./D/dn.B = 1)— EW(AM,, /D/d,.B). (A.2)

The various steps in the integer programming algorithm are summarized in the following

heuristic.
Heuristic D-VoD OCAP:

1. Initialization: set dp, = |&].m = L.---.N = 1; dy = d — Y N-ld,. Compute
Dy = EW(M\,,/D/dn.B)—EW(M\,,/D/dn.B+1)and [, = EW(AM,,_/D/dmn.B-
1)— EW(M,,./D/dn.B)form=1.---. V.

2. Begin loop: find 7 such that D = max;:’;___(,( D) and m such that [, = miny _o(Im)-

3. Branch: if Di < [, then go to Step 5 else continue.

4. Update the partition:
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e Set dm := d7 + 1 and update Dyt according to Eq. (A.1).

e Set dyy :=dy — 1 and update [, according to Eq. (A.2).
Go to Step 2.
5. Termination: Implement d as the new OCAP; stop.

It is shown in [68] that the convexity of the objective function enables this algorithm
to reach a global minimum in at most d.B steps. This computational efficiency makes it

particularly attractive if the popularity of a movie varies over time.
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APPENDIX B

Optimal Assignment of Videos to Clusters

In this appendix, we adapt an algorithm initially presented in [57] for dynamic load
balancing and optimal retrieval of randomly duplicated VBR video segments in a disk
array. Let D be a set of C clusters and M a set of C' - s¢ instances of videos with partial
popularity p’; to be stored in a clustered disk array. The cluster assigned to video i is denoted
by C(i). Clusters’ access frequencies are denoted by F, = Z?:(S)C Pilew=j-J = 1,---.C.
Our problem is to find an assignment a : M — D such that the highest access frequency
among all clusters, Finor = max;ep F; is minimized. Let j,,, denate the index of the
corresponding cluster.

Theorem. Optimum assignment can be found in O((C*s% + C3)log(C - s¢)) time. O

Proof: Let’s consider an arbitrary assignment a. We first list all possible decrements
in the access frequency of cluster jn.r. This list is constructed by replacing each video
held by jm.r by a different video. held by another cluster. and checking whether such a
change lowers the access frequency of cluster jn... For each possible decrement d., the
question whether Fi,,- can be lowered by d. can be reformulated as a maz-flow problem in
a directed network (V. E) constructed as follows. For each cluster j we define a vertex v; in
V, labeled with Fj. For each ordered pair (vy,.v,,) in V. we construct the list of all possible
decrements in access frequency. We then define a directed edge (v;,,v;,) in E. labeled with
a capacity c¢(vj,,v;;), giving the maximum access frequency assigned to cluster j; but can
be reassigned to cluster j,. The capacity of an edge thus gives an upper bound on the flow
that may run from one vertex to another. This resulting network is now extended by two
additional vertices, a source s and a drain d. For each v, in V'. an edge (s, v;) is added
with capacity ¢(s, vj) = maz(d. + F; — Frmar.0). and an edge (v;.d) is added with capacity
c(vj,d) = maz(Fnaz — d. — F;,0). Now, it can be shown that F,,,, can be lowered by d,

if and only if a flow of size ZJC___I maz(d, + F; = Fq:.0) can be realized from s to d. that
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is, if and only if all outgoing edges from source s have a flow equal to their capacity [57].
The maximum load Fiher can be lowered by d. units if and only if for each cluster j with
F; > Frngr — d., Fj can be lowered by at least F; — Fia- + d. by appropriate reassignment
of videos to other clusters, and for each cluster j with F; < Frnar — d., F; is increased by
at most Fina; —d. — Fj.

Frar being lower-bounded by é, a binary search strategy of complexity O(log(C - m))
can be initiated from any arbitrary assignment (e.g., the greedy heuristic). In each iteration,
listing all possible decrements in access frequencies for each cluster takes O(C?s% ) time, and
then solving a max-flow problem takes O(C?) time [92]. Ience. an optimal video allocation

is found in O((C?%sZ + C3)log(C - sc)) time. a
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APPENDIX C

The Average Stationary Approximation in 1/ (t)/D/s Systems

Stationary models used to approximate a nonstationary system can seriously underes-
timate delays. Although upper and lower bounds can be found using this approximation,
a better strategy is to use the existing theoretical results for nonstationary arrival rates.
In particular, we approximate the M(¢)/D/d,.B queueing system corresponding to movie
title m by using a combination of the numerical method in [46. 98] for M(t)/M/s systems
and the stationary approximation of M/D/s from M/M/s in [56].

To model nonstationary request arrival rates. we use the average stationary ap-
prozimation (ASA), initially proposed for M(t)/M/s queueing systems in [98]. Let
Eﬁ/(.M,\m(,)/D/dm.B) denote the waiting time of requests for movie title m averaged over

a 24-period, then ASA stipulates:

m—

T
EW(M,, )/ D/dm.B) =~ %/ ETW(M, /D] dn.B)dt. (C.1)
0 -m

— 1 t
’\m(t)zz o nL

where x is a corrective positive constant (empirically determined), and

Am(s)ds. . (C.2)

W(WIXM(”/D/dm.B) is the average waiting time in receiving service corresponding
to stationary arrivals at rate Am(t). In practice. a value of x = 1 is recommended [98], in
which case the arrival rate is averaged over a service interval. Numerical integration of
Eq. (C.1) can be done with standard library routines. The choice of a sinusoidal arrival
rate in Eq. (2.2) simplifies the integration of Eq. (C.2).

To ensure the existence of limiting distributions. it is shown in [46] that the following

stability conditions have to hold for each title:

_ _ A <l

Pm = dm.Bu
A

RA = =<1, C.3
3 (C.3)
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Figure C.1: ASA approximation for the average waiting time (R4 = 0.5).

It is important to notice that due to both the stability conditions in Eq.'(C.3) and the use of
stationary systems in ASA. we are confined to systems with the maximum traffic intensity

strictly less than 1:
/\m(t) Xm + pm-’l
mar __ —_
Pm s‘"l;p(m.B;t " dn.Bpu

We ran simulations to compare the ASA approximation of the average waiting time in

< 1. (C.4)

Eq. (C.1) with the exact value obtained from recursive simulation of the MK,,,(:)/D/‘!'"'B
system. For clarity of presentation. we chose to restrict the number of parameters and
studied the variations of the average waiting time for movie title m. as a function of the
average traffic intensity p,,. for a constant value of RA < 1. The stability conditions can

be written as:

Am 1 Am
. dm o opa C5
dn B ST+ RA Y, (€-5)

Thus, for an arbitrary acceptable traffic intensitv. we first determine the corresponding

average arrival rate Am then the amplitude A,,.

The simulation results were plotted in Figure C.1 for 100 channels. with R4 = 0.3
corresponding to a moderately nonstationary arrival rate. We obtained similar results for
other channel capacities. The ASA approximation is shown to provide a precision that is
likely to be acceptable for determining the concurrent access profile. \We obtained similar
results for higher values of RA, although with a slight loss of precision for high traffic
intensities. In such cases, though. it was possible to adjust the value of « to reach a
desirable precision. In practice. we can tabulate the values of x as a function of the traffic

intensity and the number of servers for a given value of RA.
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Figure C.2: ASA approximation for the peak-hour waiting time (RA = 0.5).

The ASA technique can also provide good performance estimation during peak-hour.
and more generally during relatively short intervals of heavy congestion in D-VoD servers!.
It is a standard practice to approximate peak-hour performance by using the stationary
approximation based on the average arrival rate during “rush™ hour (assuming a 24-hour
cycle). In a sense, such approach, called simple peak-hour approzimation (SPHA), is intu-
itively appealing since for small time durations. the average arrival rate can be viewed as
constant. SPHA was evaluated in [48] for M (t)/M /s systems. and it was shown to be very
accurate with high service rates (e.g., in the hundreds of customers per hour) almost without
regard for the value of other system parameters. and for cases more general than sinusoidal
arrival rates and exponential service times. In our case. the SPHA approximation of the
average waiting time in receiving service is obtained simply with the average arrival rate in
Eq. (C.2) over the peak hour. In Figure C.2, we compare. for 100 channels and RA = 0.5
the peak-hour waiting times computed with (1) SPHA. (2) the ASA method on the peak
hour, with appropriate value of x (1.5 for 100 channels). and (3) the accurate waiting time
obtained from simulation. The main result is that ASA performs better than SPHA for high
traffic intensities, whereas SPHA is sufficiently precise for low traffic intensities. Thus. the
ASA technique provides efficient performance estimation during relatively short intervals of

highest congestion in D-VoD servers with periodic arrival rates.

"Though most of our discussion has focused on the peak hour, the choice of a one-hour interval is purely
arbitrary. Our actual interest is in the more general issue of peak-period performance where the duration of
the period should be defined based on actual observations. I[n practice. this is usually an hour. Our results
can be generalized to any peak period of reasonably short duration.
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APPENDIX D

Average Channel Rate in T-VoD

In order to determine the probabilities that a customer is in a particular state at any
given time, the activity model presented Figure 2.14 can be transformed into a Markov
chain with 5 states and transition rate from state i to state j inferred from y;,i =0,---.3
and P;,j =0,---,6. Alternatively, we choose to use the method in [21]. based on queueing
theory.

We model a channel serving one interacting customer as the closed Jackson network rep-
resented in Figure D.1. To each interaction i necessitating a different transmission rate or a
different retrieval mechanism corresponds to an M//M /> queucing system with average ser-
vice time i The exponential service time corresponds to the exponential duration of each
interaction, assumed in the channel usage model. Fast-forward. rewind. and abort actions
do not necessitate any data transmission: fast-forward and rewind are simply performed
quasi-instantaneously by retrieving out-of-sequence blocks of video from the storage. From
a queueing perspective, these actions are modeled by transitions. If no statistical difference
is found between initial playback and random play/resume actions. the Jackson network
can be further simplified by merging systems 1 and 2 and assigning to the resulting system
the input probability Py + P, + P;.

[t is important to note that the closed network model is used as a tool to approximate
the rate of a connection from the flow between different states. It should be based on a large
number of observations of a large number of customers over a representative period of time.
In reality, customers do not actually wait in line to get service for a particular interaction.
nor are service times exponentially distributed or the number of waiting buffers infinite.
Customers are assigned their own channel upon connection and keep it irrespectively of
which state they are in.

Let’s now calculate the portion of time spent by the customer in each queueing system
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e N
e Decision point

PO = P(Play->Play) Play/Resume

P1 = P(Play->Abort) M—
P2 = P(Play->FF/RW)
P3 = P(Play->FS/RS) M/M/co 2.
P4 = P(Play->SM)
P5 = P(Play->Stop/Pause)
P6 = P(FS/RS->SM) FastReverse Search
~— 4 P3 __1-P6
‘P8
Initial Playback M/M/co 3
Ag - BT
M/M/co 1 P/ - Slow Motion
Departing Customer P4
M/M/co 4q
Stop/Pause
PS
M/M/co 5
Figure D.1: Closed network model of a channel.
of the closed network in Figure D.1. These portions are given by P(7,).j = 1.---.5.

probabilities of the customer being at system j, with

n; = [njl,---.njs] e.N = {(1.0.0.0.0).(0. 1.0.0.0),
(0.0.1.0.0).(0.0.0.1.0).(0.0.0.0. l)}.

We denote the rate at each queueing system j by a, = a(l)v,. where a(1) is the sum of
the arrival rates to all 5 systems when there is | customer in the closed network. and v, the
relative portion of the arrival rate to system j. We have:

5

P(m;) = \(1.5) [] pi(nji)- (D.1)

=1
where x(1,5) is a constant which depends on the number of systems and the number of
customers, and the p;(n;;) are the standard probability of ¢ customers in the M/M/x
system j, given in [21]:

-p,

n, € b
Pi("]:)=/)11 T (D'z)

1!

where p; = %}i The normalization conditions 3 5 ¢y P(7,) = 1 and nj=1fori=j.0
otherwise, leads to: )
exp (37=10,)

- (D.3)
Z]:l Py

(L.5) =
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We obtain the portion of time spent by the customer in each interaction system:

P(m;) = -—5“’ o (D.4)
=1 e

By flow conservation, T = [y, v, 13, vy, Us) is solution of P = 7. where P is the one-step

transition matrix given by:

P Ph+P, P3 P, Ps
P Ph+P, Py Py Ps
P= 0 1-Fs 0 B O

0 1 0 0 O
0 1 0 0 0
After calculations. we obtain:

e = 1 - P ”

2 = 2 1

B

vy = Pl [ 4}
v _ P{ + P3 Pbl/

4 —P1 1
vs = &u

5 = P, 1

where v; can be found by Zf=1 v, = 1. Finally, replacing v,.j = 1.---.5 by their values

given in Eq. (D.4) results in Eq. (2.4).
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APPENDIX E

Analysis of the M,/ /~ Patience Queue

Here we calculate the average number of customers waiting for service at the end of a
reservation period. which corresponds to the phase offset before receiving service. The main
M,/G /oo result, of which M,/M/oc is a special case. is thanks to Palm and Khintchine.
This result, presented in [36], states that the number of busy servers at time ¢. which is.
in the patience queue. the actual number of customers waiting for service. has a Poisson
distribution, and is therefore fully specified by its average. [n our case of exponential
patience (or service rate), the averauge number of busy servers in M,/M /> can be found

from the following differential equation:

Lafarpoolteto) + aLyg apycltoto) = Ault) (E.1)
(E.2)

]
(e
~
IA
o~
©

Lyg syt to)

where

: d
Lag it to) = M (L_\l,/.\l/':o(L fo)) .

We added Eq. (E.2) to represent the initial conditions of the M,/M/~ system in case of
NVoD, which states that the patience queue restarts empty at the beginning of each phase
offset. After some calculations. we find that for the sinusoidal arrival rate of Section 3.3.2.

the general solution of Eq. (E.1) is given by:

:\-m Am . Y . B Am Xm ~-a(t—tg)
LM,/M/oo(t’tO) = T + (a n 72) {sm(—yt) - ;cm(‘yt)} + o _a T - 7 e~ o),
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APPENDIX F

Influence of System Parameters on VCR Functionality

In this appendix, we assume that a particular batching policy has been chosen. fol-
lowing the guidelines of Sections 5.4.2 and 5.4.3 of Chapter 5. and we focus on the VCR

functionality experienced by customers after admission.

F.1 CPE-Buffer Size

The size of the CPE buffer relative to the duration of VCR actions will determine the
fraction of CPE-actions, and. possibly. that of discontinuous and I-actions. So. we con-
sidered CPE buffers holding 0.5. 1. and 2 minutes” worth of video data. for interactions
of average duration I minute. Figure F.1 plots the simulation results obtained for NVoD
— similar results were obtained for other batching policies — infinitely patient customers.
and for (B.[) = (200,0) and (150.50). For low traffic intensities. increasing the fraction

of I-channels, for instance, from 0% to 25%. may be a cheaper alternative to reduce the

T ——

.
0ss

T e e g B el oMt - e - e W o Bee. Eose @ee. e e @ =

frachon

Figure F.1: Average fraction of blocked VCR actions for various CPE-buffer sizes.
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Figure F.3: Average fraction of [-actions for various CPE-buffer sizes.

fraction of blocked actions. As the traffic intensity increases. however, the [-channel capac-
ity becomes saturated and a large CPE buffer is preferable to maintain scalability. Similar
results were obtained for the fraction of discontinuous actions. To some extent, the af-
fordability of the CPE is an alternative form of pricing in VoD systems. since the more
users are willing to pay for additional buffer space. the closer they get to truly interactive
VoD service. As illustrated in Figures F.2 and F.3. changes in the fraction of I-channels
and in CPE-buffer size have almost independent effects on the partition of VCR actions.
Surprisingly, increasing the CPE-buffer size for a given partition ( B.[) will only marginally
affects the number of I-actions, even though we found that the probability of merge success
increases almost in proportion to the increase in buffer size. Correspondingly, increasing the

fraction of I-channels for a fixed CPE-buffer size will not affect the fraction of CPE-actions.
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Figure F.4: Average fraction of blocked VCR actions for various durations.

F.2 Channel Capacity

To test the sensitivity of continuous VCR functionality to the channel capacity. we
consider two configurations. ST and L/. such that the ratio of CPE-buffer size to average
duration of VCR actions is kept constant: (1) a CPE buffer of size 1 minute’s worth of video.
for an average duration of VCR actions set to 1 minute; (2) a CPE buffer of size 5 minutes’
worth of video, for an average duration of VCR actions set to 5 minutes. In a sense. the
average phase offset for each movie title, as seen by an individual customer. appears scaled
down 5 times in the second configuration. We are thus able to simulate a 1.000-channel
capacity with the same B- and I- channel breakdown. Figures F.4 and F.5 represent the
breakdown between blocked and discontinuous actions for both configuration SI and L/
in 3 cases of channel partition, (B.l) = (200.0).(175.25). and (130.50). If we consider
the sum of blocked and discontinuous actions. there is no major difference in customers’
QoS between the two configurations if the fraction of I-channels is kept the same. These
results were consistent with simila: {ractions observed in each configuration for CPE- and
[- actions.

The difference in fractions of discontinuous actions between S/ and LI configurations
can be explained similarly to the analysis of the greater fraction of discontinuous actions
in NVoD T-OPT in Section 5.4.3 of Chapter 5. As can be seen from Figure F.G, in the L/
configuration, the relative discrepancy experienced by customers in discontinuous actions
is reduced since the average phase offset is small relative to the duration of VCR actions.
Recall that a lower discrepancy tends to shorten program subjective duration experienced
by customers in the LI configuration. The absolute durations of pause and stop actions,

and the average jump sizes in fast forward and rewind, being the same, the relative frac-
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Figure F.6: Average discrepancy of discontinuous actions for various durations.

tion of discontinuous actions is greater in the L/ configuration. Consequently. support for
discontinuous operations is more effective with frequently-requested movies. for which more
channels are allocated.

We can take advantage of this last feature to provide a more equitable service to cus-
tomers viewing less popular movies as follows. First. each movie title can be considered
as either hot or cold, depending on the number of B-chanuels allocated to that movie. or.
for instance, depending on whether the average phase offset of that movie is smaller or
greater than the CPE-buffer size. The VoD server can then allocate more [-channels to cold
movies, hence providing customers viewing these movies with a better support for VCR
actions. This approach, albeit counter-intuitive, can effectively prevent customers viewing
the most popular movies from saturating the [-channel capacity by unnecessarily using I-
channels for pause, stop, fast forward and rewind actions: these same VCR actions could

have been served discontinuously with very low. and therefore acceptable. discrepancy. We
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Figure F.7: Average fraction of blocked VCR actions for various durations.
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Figure F.8: Average {raction of discontinuous actions for various durations.

leave as future work the issue of determining the breakdown between hot and cold movies.
and, correspondingly, an optimal partition of the [-channels. It is worth noticing that
channel allocation can be further refined by using QVoD-enhanced NVoD batching for cold
movies, and NVoD for hot movies. In the former case. customers for less popular movies are
not forced to wait unnecessarily for half a phase offset. while customers requesting popular

movies can take advantage of the small phase offsets corresponding to their movies.

F.3 Interactive Behavior

We next study the effect of variations in duration of VCR actions. For a CPE-buffer size
set to 1 minute’s worth of video, we consider two average durations. 1 minute (referred to
as ST) and 5 minutes (LI configuration). and in each case, three partitions of a fixed 200-

channel capacity. According to our previous numerical study with various CPE-buffer sizes,
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Figure F.10: Average fraction of discontinuous actions for various interactivity levels.

we can expect the fraction of CPE-actions to be lower in the L[ configuration, while the
fraction of [-actions is likely to be the same for both S/ and L[ configurations. Figures F.7T
and F.8 confirm that the loss in CPE-actions is mostly translated into a higher fraction of
discontinuous actions of reduced discrepancy (not represented here). whereas the fraction
of blocked actions remains relatively unaffected. Support for discontinuous operations is
therefore effective in graceful QoS degradation when the duration of VCR actions is not
precisely known, or increases randomly.

In Figure F.9 and F.10, we test the sensitivity of customers” QoS to variations in the level
of interactivity. We distinguish between normally (used by default) and highly interactive
customers (referred to as /[ ) for whom the transition probability from play mode to any
other state is doubled to 50%. as indicated in Table 5.1. A higher level of interactivity
generates more demand on the CPE buffer and on the pool of I-channels. The fraction of

[-actions for highly interactive customers is decreased by 350% in both (B.I) = (175.25)
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and (B, I) = (150,50) partitions, whereas the fraction of CPE-actions generally decreased
from 32% to 30%. Consequently, the CPE buffer is a robust support for continuous service
of VCR actions when customers’ level of interactivity varies. Also. the loss in QoS depicted
Figure F.9 and F.10, is mainly due to blocked actions and increases with the fraction of
I-channels, from relatively minor when no I-channel is provided to approximately 30% for
(B,I) = (150,50). The increase in discontinuous actions confirms the effective support for

graceful QoS degradation provided by discontinuous operations.
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APPENDIX G

List of Acronyms

ADSL: Asymmetric Digital Subscriber Line
APO: Average Phase Offset

ASA: Average Stationary Approximation
ATM: Asynchronous Transfer Mode

BAC: Burst Absorption Capability

BB: Backward Bias

B-Channel: Broadcast Channel

CAP EW-PROP: Concurrent Access Profile obtained by allocating the number of

channels per movie in proportion to popularities
CATV: Community Access TV
CBR: Constant Bit Rate
CGS: Coarse-Grained Striping
CP: Completely-Partitioned
CPE: Customers’ Premise Equipment
CS: Completely-Shared
DPSR: Dynamic Policy of Segment Replication

DUP: Duplication
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DVD: Digital Versatile Disc

D-VoD: Deterministic Video-on-Demand
EPPV: Enhanced Pay-Per-View

FA: Folding Algorithm

FB: Forward Bias

FCFS: First-Come First-Served

FF: Fast Forward

FGS: Fine-Grained Striping

FS: Fast Search

FSA: Fiber Service Areas

FTTC: Fiber-To-The-Curb

FTTH: Fiber-To-The-Home

GOP: Group of Pictures

HCGS: Horizontal Coarse-Grained Striping
HFC: Hybrid-Fiber-Coax

I-Channel: Interaction Channel

LCFS: Last-Come First-Served

LI: Long Interactions

LSCR: Latency During Single-Cluster Reconfigurations
MFQL: Maximum Factored Queue Length
MPEG: Motion Picture Expert Group
MQL: Maximum Queue Length

MTTF: Mean Time to Failure

NB: Neutral Bias
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NEC: Normalized Effective Cost

NVI: Not Very Interactive (Customers)

NVoD: Near Video-on-Demand

NVoD-h: Heterogeneous Near Video-on-Demand

NVoD EW-OPT (or EW-OPT in Chapter 3): NVoD server in which the channel ca-
pacity is partitioned among movie titles so the average phase offset is minimized;

simply called NVoD in the case of infinitely-patient customers (cf. Chapter 5)

NVoD T-OPT (or T-OPT in Chapter 3): NVoD server in which the channel capac-
ity is partitioned among movie titles so the server throughput is maximized (or the

defection rate minimized)

NVoD T-PROP (or T-PROP in Chapter 3): NVoD server in which the channel ca-

pacity is partitioned among movie titles in proportion to movie popularities

NVoD T-SQRT (or T-SQRT in Chapter 3): NVoD server in which the channel ca-
pacity is partitioned among movie titles in proportion to the square root of movie

popularities
NVoD-VCR: Work-Conserving Near Video-on-Demand
OCAP: Optimal Concurrent Access Profile

QCAP EW-OPT: Optimal Concurrent Access Profile. obtained by minimizing the aver-

age admission latency
OD: On-Demand batching
OMPD: One-Movie-Per-Disk
PBPB: Permutation-Based Pyramid Broadcasting
PMSP: Periodic Maintenance Scheduling Problem
QoS: Quality-of-Service
QVoD: Quasi Video-on-Demand {or threshold-based NVoD)

QVoD-h (or QVoD in Chapter 5): Heterogeneous Quasi Video-on-Demand
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QVoD-Enhanced NVoD: QVoD system used over a partition of the channel capacity

among movie titles initially determined for NVoD
QNVoD: QVoD-Enhanced NVoD

QVoD-enhanced NVoD EW-OPT (or QNVoD EW-OPT in Chapter 4): QVoD-
Enhanced NVoD server in which the channel capacity is partitioned among movie
titles so the average phase offset in the corresponding NVoD server is minimized:
simply called QVoD-Enhanced NVoD in the case of infinitely-patient customers
(cf. Chapter 5)

QVoD-enhanced NVoD T-OPT (or QNVoD T-OPT in Chapter 4): QVoD-
Enhanced NVoD server in which the channel capacity is partitioned among movie
titles so the server throughput in the corresponding NVoD server is maximized (or

the defection rate minimized)

QVoD-enhanced NVoD T-PROP: QVoD-Enhanced NVoD server in which the channel

capacity is partitioned among movie titles in proportion to movie popularities

QVoD-enhanced NVoD T-SQRT: QVoD-Enhanced NVoD server in which the channel
capacity is partitioned among movie titles in proportion to the square root of movie

popularities
RC: Rate Control
RS: Reverse Search
RW: Rewind
SA: Stationary Approximation
SAM: Split-and-Merge protocol
SI: Short Interactions
SM: Slow Motion Factor
SP: Speedup Factor
SPHA: Simple Peak-Hour Approximation

STB: Set-Top Box
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TAPMO: Threshold-Activated Preventive Merge Operation
T-VoD: True Video-on-Demand

VoD: Video-on-Demand

VBR: Variable Bit Rate

VCGS: Vertical Coarse-Grained Striping

VI (or HI): Very (or Highly) Interactive (Customers)
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