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Abstract—Cognitive radio (CR)-based Wi-Fi 2.0 hotspots are introduced as an attractive application of dynamic spectrum access
(DSA), at which a wireless service provider (WSP) leases licensed channels via secondary market and offers Internet access to CR-
enabled customers by opportunistically utilizing the leased spectrum. The CR users access the channels only when they are
temporarily unoccupied by their legacy users, and pay a usage charge according to the WSP’s pricing policy. In this paper, we study
the profit maximization problem of a WSP by deriving the (sub)optimal control of admission (at CR user arrivals) and eviction (upon
return of the legacy users) of CR users. We formulate the problem as a semi-Markov decision process (SMDP) with two quality-of-
service (QoS) constraints on arrival-blocking and service-dropping probabilities, which is solved by the linear programming techniques.
Using an extensive numerical analysis, we show that the derived policy achieves up to 22.5-44 percent more profit than simple
complete-sharing algorithms in the tested scenarios. In addition, we evaluate the impact of the number of leased channels and pricing
on the achieved profit, and study the tradeoffs between the two QoS constraints.

Index Terms—Wi-Fi 2.0, admission and eviction control, cognitive radio (CR), CR hotspot, spectrum opportunity

1 INTRODUCTION

DYNAMIC Spectrum Access (DSA) has opened a new way
of solving the spectrum-scarcity problem caused by the
conventional static spectrum-allocation policy [2]. DSA
paves ways to enhance spectrum utilization of the legacy
spectrum resources by enabling unlicensed secondary users
(SUs) to opportunistically utilize the whitespaces of the
licensed spectrum where it is left unused by legacy primary
users (PUs). SUs are also called Cognitive Radio (CR) users
since they are equipped with CR devices to dynamically
identify the time-varying spectrum availability due to the
spectrum access patterns of PUs.

The application of DSA ranges from public to commer-
cial and military networks. In this paper, we focus on a
commercial DSA application, Wi-Fi 2.0 [3], [4], that refers to
Wi-Fi-like service using whitespaces." Wi-Fi 2.0 has been
identified as an important step in DSA development due to
its similarity to today’s Wi-Fi and its superior service
quality such as larger coverage and the wall-penetrating
ability [6] thanks to the more favorable propagation
characteristics of the licensed spectrum (e.g., TV bands).
Note that Wi-Fi over whitespaces is not necessarily based
on the same type of protocol as IEEE 802.11 [7].

1. Wi-Fi 2.0 is also referred to as Wi-Fi on Steroids, Super Wi-Fi, and
WhiteFi [5].
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Wi-Fi 2.0 service is operated by a CR wireless service
provider (WSP) who dynamically leases licensed spectrum
bands from the spectrum license holders (or licensees) and
opportunistically utilizes them to provide the service at a
CR Wi-Fi hotspot (henceforth simply referred to as a CR
hotspot) to CR-enabled customer terminals. The spectrum
leasing is performed in the dynamic spectrum market
(DSM) [8] where the spectrum broker (SB) auctions off the
licensees’ spectrum bands to the CR WSPs. The SB is either
the regulatory authorities (e.g., FCC in US and Ofcom in
United Kingdom) or an authorized third party. The WSPs
compete with each other to lease as many spectrum bands
as necessary which will be opportunistically utilized at
their CR hotspots.”> The interactions in Wi-Fi 2.0 is
illustrated in Fig. 1.

1.1 Contributions

The contribution of this paper is twofold. First, we propose
a new spectrum reuse model called preemptive spectrum lease
which is one realization of the private commons model
introduced in [9], as illustrated in Fig. 2. In our model, the
license holders temporarily lease their channels to CR WSPs
via periodic dynamic spectrum auction (e.g., hourly) and
charge them for their opportunistic use of paid-but-idle
channels. The WSPs are allowed to use the leased channels
only when they are temporarily unoccupied by the PUs
because the licensed users are given priority over the
unlicensed CR users. Therefore, the CR users must vacate a
channel to which PUs return (called channel vacation) where
the channel state changes from “available to SUs” to
“occupied by PUs,” and should utilize the remaining idle
channels afterwards. When PUs no longer transmit on the
vacated channel, it can be used again by the SUs. Once a
leasing term ends, the leased channels are all returned to

2. Note that licensees indicate PUs and the SB is just an auctioneer who
helps the PUs lease their spectrum to the WSPs who are classified as SUs.
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Fig. 1. Interplane interactions in Wi-Fi 2.0.

the licensees and the WSPs must reparticipate in the auction
to lease new channels.

Next, we solve the profit maximization problem of a
WSP by optimizing two types of user control: admission
and eviction. Admission control determines if a newly
arriving customer should be admitted to or rejected from
the service, to achieve better profit. Although optimal user
admission control in isolation was studied in [10] for the
case of static spectrum availability, CR networks face a
unique challenge—time-varying spectrum availability due
to PUs’ activities—that necessitates joint control of user
admission and eviction. At channel vacation, the customers
previously assigned to the channel (called in-service users)
have to be relocated by the WSP to the other remaining idle
channels. However, in case the remaining idle channels
cannot fully support spectrum demands of all in-service
users,® the WSP should determine which users to
be evicted from its network. The evicted users will be
compensated with some form of reimbursement, which
may differ by the user-specific spectrum demands and thus
affect the WSP’s profit.

To derive the optimal user admission and eviction
controls, we first model it as a semi-Markov decision
process (SMDP) and a linear programming (LP) algorithm
is proposed to derive the solution. The solution derived
from the SMDP formulation becomes optimal for channels
with exponential ON/OFF periods, and a suboptimal
solution for generally distributed ON/OFF periods is also
derived via approximation of the distribution of channel
state transition. QoS provisioning for CR end-users is also
considered by adding two constraints to the LP algorithm:
the probability of blocking newly arriving users and the
probability of evicting/dropping in-service users, so that
the WSP can strike a balance between profit maximization
and customer satisfaction.

1.2 Organization

Section 2 overviews related work, and then Section 3
introduces the system model and the basic assumptions
used throughout this paper. In Section 4, the problem of
maximizing a WSP’s profit is modeled as an SMDP and its
relevant components are derived. Section 5 presents an LP-
based SMDP algorithm to determine the (sub)optimal user
admission and eviction policies with constraints on the

3. QoS degradation (i.e., assigning less bandwidth than a user requested)
is not considered in this paper, which is our future work.

Service plane
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blocking and dropping probabilities. Section 6 introduces a
prioritized multiclass service at CR hotspots and derives its
optimal user controls. The proposed scheme is evaluated in
Section 7 via numerical analysis and in-depth simulation,
and the paper concludes with Section 8.

2 RELATED WORK

Mutlu et al. [11] studied how to maximize a WSP’s average
profit, focusing on an optimal pricing policy without
considering user admission control which could increase
the WSP’s profit further. Moreover, they assumed that PUs
and SUs can simultaneously access the same channel, thus
unneeding user eviction control, which is not possible if PUs
are given priority over SUs. Ishibashi et al. [12] considered
multihomed PUs, where each PU is either conventional or
CR-enabled. They investigated enhancement of resource
utilization with cognitive PUs switching between channels,
and derived the blocking and dropping probabilities in such
a scenario. However, no priority in channel access is given
to the conventional PUs, thus unaccounting for user
eviction. Wang et al. [13] proposed a primary-prioritized
Markov approach where PUs have exclusive rights to access
their own channels. Although they considered giving
priority to PUs, user admission control was ignored and
only one channel and two SUs were considered, thus
limiting its applicability. Ross and Tsang [10] investigated
the problem of optimal admission control on the users with
different spectrum demands. However, their problem was
limited to the case when channels are always available, thus
unneeding user eviction control.

Leasing period (utilizes only OFF periods)

I
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OFF — =
o — 1 1
—

4 leased channels

3 leased channels 2 leased channels

[ Return leased channels =» Re-participate the auction ]

Fig. 2. The preemptive spectrum lease model: each channel has either
ON or OFF states at a certain time where an ON period implies the
channel is occupied by its PUs and an OFF period implies a whitespace.
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Fig. 3. Channel model: alternating renewal process with ON and OFF
states.
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A preliminary version of our ideas was presented in [1]
where we assumed exponentially distributed ON (busy)
and OFF (idle) periods and considered unprioritized user
classes only. In this paper, we extend the results in [1] to
generally distributed ON-OFF periods, and also derive
optimal user controls for both unprioritized and prioritized
multiclass services at CR hotspots.

3 SysTEM MODEL

In this section, we introduce the system model and
assumptions to be used throughout this paper.

3.1 Channel Model

A channel is modeled as an ON/OFF alternating renewal
process [14] as illustrated in Fig. 3, which has been frequently
used in many applications [15], [16], [17].* An ON (or OFF)
period implies the duration with (or without) PUs’ signal
activities whose sojourn time is represented by a random
variable T}, (or T},;--) with the probability density function
(pdf) of fr: () (or fr; (), ¢t >0, where fr: (t)and fr; (1)
can be any distribution function. ON and OFF states
are statistically independent of each other. Note that we
reserve ¢ as the index of channel.

It is assumed that the transitions between ON and OFF
states can be detected by either spectrum sensing or a PU
signaling mechanism. First, spectrum sensing is a process
of sampling the channel state (i.e., ON or OFF) to identify
spectrum whitespaces, which has been studied extensively
in the CR literature. It is further categorized as out-of-
band and in-band sensing, where out-of-band sensing is
used to discover whitespaces and in-band sensing is used
to detect the OFF to ON transition of currently utilized
idle channels. Since spectrum sensing is not the focus of
this paper, we recommend interested readers to refer to
[17], [18] for more details on spectrum sensing. Second,
the PU signaling mechanism is a method with which the
licensee indicates the presence/absence of the PUs in its
channels so that the lessee can notice the status of the
leased channels. Since the licensee can achieve extra profit
via spectrum leasing, it is reasonable to assume that the
licensee may be willing to build such an auxiliary
mechanism to entice more CR WSPs to the secondary
market and to protect its PUs more effectively.

Let C; denote the capacity (or bandwidth) of channel <. In
this paper, we assume channel capacities are homogeneous,
ie, C;=C, Vi, for ease of presentation. However, our
SMDP model can be easily extended to the case of

4. In this paper, we consider stochastic PU patterns to address
nondeterministic PU activities. There exist, however, some examples where
PUs’ usage patterns are predictable, e.g., TV transmitters operate according
to their advertised broadcasting schedules. The deterministic case is left as
our future work.
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Fig. 4. Time-varying channel capacity.

heterogeneous channel capacities at the expense of in-
creased state/action spaces. With M (possibly noncontig-
uous) leased channels, a WSP’s instantaneous capacity is
given as m-C, 0 <m < M, according to the ON/OFF
channel-usage patterns, where m is the number of idle
channels (i.e., channels in their OFF states) at that instant as
shown in Fig. 4. We assume that the pool of idle channels is
treated as one logical channel, whose capacity is equal to
m-C bandwidth-units. This can be realized by the
Orthogonal Frequency Division Multiplexing (OFDM)
techniques with adaptive and selective allocation of OFDM
subcarriers, like Noncontiguous OFDM (NC-OFDM) pro-
posed in [19].

3.2 Spectrum Auction Model
We consider a multiwinner periodic spectrum auction [20],
[21] where an SB (auctioneer) auctions off the licensed
channels periodically (e.g., hourly, daily, or even weekly)
every Tiuction, and multiple WSPs bid for the number of
channels they want to lease. Once a WSP wins M channels,
it pays the (leasing) price of pyq(M) per unit-time to obtain
temporary rights to reuse the channels for the period of
Touction. After Thcion, the leased channels are returned to
the licensees.

We make the following assumption on the bidding cost
function pyia(M), pria(0) = 0, which is commonly accepted
in the CR auction market literature [8], [22].

Assumption 1. pyq(M) is a positive, nondecreasing and convex
function of M.

This assumption is reasonable because the winning bid
is likely to increase faster than proportionally to M due to
the competition between WSPs contending for the limited
amount of spectrum resources auctioned off in the
market. The actual form of pyq(M) should depend on
the auction market, and hence, we assume py;q(M) is
given a priori in order to focus on user-control issues. For
an illustrative purpose, our simulation in Section 7 will
use pyia(M) = Dy - MP2, Dy > 1, which was introduced in
[8], [22] and satisfies Assumption 1. Note that D,
represents the degree of competition in the auction.

3.3 Multiclass User QoS Model

A customer at a CR hotspot is a CR-capable device that is
assumed to have a spectrum demand in one of the
following K QoS-classes:

B = (By,B,...,By)",
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Fig. 5. An example of channel allocation with M =2, K =3, and C = 5.

where By, is the bandwidth requirement of class-k custo-
mers and T represents “transpose.” Note that we reserve k
as the index of user class.

Based on selective OFDM subcarrier allocation, each CR
user is assumed to be capable of tuning its antenna to any
portion of the logical channel for its bandwidth assign-
ment of By, as illustrated in Fig. 5. In this way, at a
channel’s OFF — ON transition, the users on the channel
can be redistributed to other idle channels, by updating
the mapping of OFDM subcarriers to the users. MAC-
layer beaconing might be used to perform this remapping
in real time.

We assume the arrival of class-k customers follows the
Poisson distribution with rate Az, since the service requests
from the CR users are made at the connection level and
user-oriented connection requests are modeled well as a
Poisson process [23]. For mathematical tractability, the
service time of an in-service class-k customer is assumed
exponentially distributed with mean 1/, capturing the
reality of some applications such as phone-call traffic with
exponentially distributed talk spurt [24].

3.4 End-User Pricing Model

The revenue of a WSP is generated by the CR end-users
who pay fees for their opportunistic spectrum usage. The
vector of the usage fees for K QoS-classes, in terms of price
per unit-time per unit-bandwidth, is denoted by

p=(p1,p2s-- s PK) -

The arrival rate is price dependent, and therefore, it is
represented by Ai(pr). Ak(pk) is a nonincreasing function of
Dk, since a WSP advertising higher prices should expect less
customer arrivals than the others offering lower prices. The
actual price-arrival relationship depends strongly on the
WSP’s tariff and the degree of competition, which must
be treated as a separate marketing problem. Here, we
assume \;(py,) is given a priori and confine our discussion
to the optimal user control. We leave A;(px) as a general
parameter in the analysis, and in Section 7 we will use an
example of A\, (p;) = A,’f”e*‘sk‘pk as introduced in [25], for an
illustrative purpose. Here, \}'** indicates that the maximum
user population at a CR hotspot is bounded, and ¢
represents the rate of decrease of the arrival rate as p;
increases, which is related to the degree of competition
between WSPs.

4 SMDP FORMULATION

The profit maximization at a CR hotspot poses a unique
challenge due to time-varying channel availability that
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necessitates joint user admission and eviction control by the
CR WSP. In such a case, SMDP is a useful tool to determine
the optimal actions achieving maximal profit, and thus in
this section we formulate the system as an SMDP. We first
show the validity of SMDP formulation for the problem
considered, and then we derive the basic and essential
components of the SMDP by accounting for time-varying
channel availability and possible actions to be taken for user
admission and eviction. In Section 5, we will use the
derived components to construct our proposed LP algo-
rithm that determines the optimal actions and achieves the
maximal profit.

4.1 System State and State Space
We start with the definition of system state as
n=(n,ny,...,n)"
s=(n,w), and Ve ‘p (1)
W = (whw?w .. 7wﬂf) 9

where ny, is the number of class-k customers in service, and
w; is the channel state defined as

1,

Then, the sub-state-space of w, denoted by Ay, and the sub-
state-space of n given w, denoted by A, are defined as

channel 7 is occupied by PUs (i.e., ON),
channel ¢ is not occupied by PUs (i.e., OFF).

Ay ={w:w; €{0,1}},
Agjw = {n:mp >0, n'B <mC, m=(1-— W)Tl},

where m is the number of idle channels and 1 is a vector of
1’s. Therefore, the state space A is given as

A={s:weAynecA,u}

4.2 Possible Actions and Action Space

In our SMDP formulation, an action is taken and updated
at each decision epoch under the chosen policy, where a
natural choice of the decision epoch is the instant when a
channel’s state changes, i.e.,, 1) at a class-k customer’s
arrival/departure and 2) at channel ¢’s state-transition
(ON — OFF or OFF — ON).

We define the action at a certain decision epoch as

= 'T
a:(a’b)a and{a*(ahag,...,ah)T,
b= (bi,bs, .., bx)",

where a is the admission policy for future customer arrivals
such that

0,
aj = 1

and b is the eviction policy for in-service customers where by,
indicates the number of class-k customers to be evicted at
the time of channel vacation, i.e., at state-transition OFF — ON
on a certain channel. That is, even if b # 0, we do not evict
any customer if the next event is an arrival, departure, or
state-transition ON — OFF.

reject all future class-k arrivals,
admit all future class-k arrivals,
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SMDP derives the optimal action a for each possible
state. In other words, it determines state-dependent optimal
actions af(s) for every state s.” Therefore, we define the
action space A(s) for a given state s as follows, from which
the optimal action is determined

_[{a:a=0, b=0}, if m=0,
Als) = { {a:a€ A(s), b€ Ay(s)}, otherwise, (2)
with A;(s) and A,(s) being defined as
Ai(s) ={a:a; €{0,1}; 3)
ar = 0if (n+u)"B > mCY,
AQ(S) = {b 20 < b < my;
b=0ifn"B < (m - 1)C;
(4)

(mn—b+u)' B> (m—1)C, for Vk s.t.
by # 0, and (n — b)"'B < (m —1)C},

where u; is a unit vector with a single 1 at the jth position
and 0’s elsewhere. In the definition of As(s), the constraint

(m—b+u) B> (m—1)C for Vk s.t. b #0,

implies that b should be minimal so as not to evict more in-
service customers than necessary. That is, b is not minimal if
there exists k such that b'=b—u; and (n—b)"'B <
(m—1)C, ie., evicting one less customer than b still fits
in (m — 1) channels. Obviously, the choice of minimal b for
given s is not unique. For example, in case m =2, C =5,
and B = (1,2), there are three possible minimal b’s for
n=(52):b=(40),b=(21) and b= (0,2).

4.3 Validity of SMDP Formulation

Before deriving the other essential components of the
SMDP, we need to check if the system under consideration
can be modeled as an SMDP. In [26], an SMDP is defined
as follows:

Definition 1. A dynamic system is said to be a semi-Markov
decision process if the following property is satisfied: if at a
decision epoch the action « is chosen in state s, then the time
until the state at, and revenue/cost incurred until, the next
decision epoch depend only on s and c.

To check if a system under consideration satisfies
Definition 1, we first consider 1) a combined process of
K-class user arrivals and departures, 2) M independent
processes of channel-state transitions, and 3) a combined
process of 1 and 2.

4.3.1 A Combined Process of User Arrivals and
Departures

Interarrival and interdeparture times of class-k customers

are all assumed to be exponentially distributed. Since the

arrival and departure processes are independent of each

5. Since a is state-dependent, the admission and eviction policy will be
updated every time the system state s changes due to arrivals, departures,
and channel state transitions. For example, when the current admission
policy indicates rejection of all class-k arrivals, it only holds as long as the
system stays at the same state.
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other, the interevent time, denoted by T, of the combined
random process is also exponentially distributed with
mean 1/p, where p:=nTp+a™, A=\, d,.... )",
and p = (p1, g2, . .. ,MK)T~

4.3.2 M Independent Processes of Channel-State
Transitions
In [1], we considered exponentially distributed ON and
OFF periods with which the time until the next channel-
state transition depends only on the current channel states
w due to the memoryless property, and proved that the
overall process indeed satisfies the conditions in Definition
1. In this paper, we will extend the preliminary result in [1]
to the case of generally distributed ON/OFF periods.

For generally distributed ON/OFF periods, however, the
time until the next state-transition on channel i depends not
only on w; but also on the elapsed time since the last state-
transition, denoted by e;. To satisfy the conditions in
Definition 1, the previous definition of state s can be
extended as

S:(nvwae)v 62(617627...761‘\1)1‘.

This approach, however, is impractical since e; is contin-
uous, introducing infinitely many possible states.

To derive a mathematically tractable but reasonably
accurate model, we take an approximation-based approach
using renewal theory [14] as follows:

Proposition 1 (Cox [14]). Given that a renewal process of
channel i has started a long time ago, the residual time in the
current state, regardless of how much time has elapsed since
the last state-transition, has the pdf of

(1 N FT(')FF(t))/E[TéFF]vt >0, ifw; =0,

(1= Fp (1)/B[Tox]t >0, if wy =1, ®)

where Fri () and Fr (t) are the cumulative distribution
functions (cdfs) of T}y and T}y

Proposition 1 indicates that as the current time progresses
farther away from the time origin of a renewal channel,
the pdf of the remaining time until the next state-
transition will converge to (5). Note that exponential
distribution is the only instance with which (5) coincides
with fr (t) and fr: (t).

Using this property, we can keep the definition of s same
as (1) while approximating the system as an SMDP because
the pdfs in (5) do not depend on e;s and are thus
memoryless. In Section 7, we will show that this approx-
imation, in fact, produces reasonably accurate results. It
should be noted, however, that such approximation yields a
suboptimal performance even though the user control is
optimally derived from the given approximate model.

4.3.3 The Overall Combined Process

Using the fact that the combined arrival/departure process
and renewal processes of M channels are independent of
each other, the cdf of the remaining time 7" until the next
decision epoch is given as
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P(T <t)=1- P(T = min(Ty, Ti,..., Tar) > t)
:1—P(T0>t,T1 >t,...,TM>t)

M M (6)
=1-[[PMm>t)=1-]](1 - P(Ti <)),
=0 =0

where 7; (1 <1 < M) is a random variable representing the
residual time until the next state-transition on channel !
whose pdf is given as (5).

As a result, the system model considered in this paper
becomes an SMDP since it possesses the properties in
Definition 1:

e  The time until the next decision epoch depends only
on (s, a) since (6) is a function of n, a, w.

o The state s’ = (n’,w’) at the next decision epoch
depends only on s and « such that

- n =n+u, w =w, at a class-k user’s arrival,

- n'=n-—uw, w =w, at a class-k user’s depar-
ture,

- n'=n-b, w =w-+u,, at channel 7's OFF —
ON transition, and

- n’ =n, w =w—u;, at channel 's ON — OFF
transition.

e The revenue and cost accrued until the next decision
epoch depend only on s and « since they are a
function of n, b, and the time until the next decision
epoch. The definition of revenue and cost will be
detailed in Section 4.6.

4.4 Decision Epochs

The expected time between two decision epochs, denoted
by 75(a), is determined as

dP(T < t)

r(a) = A St fr(t) = -

where P(T <t) is from (6).

For example, with exponentially distributed ON and
OFF durations with mean 1/p),y and 1/} .5, the expected
time between two decision epochs is determined as

—1
(@) = [n"p+a" A+ (1= w) porr + W' pon]

where porr = (Hopp: lopp -+ iOpp) and pon = (uhy,
toxs - s i)' This result can be understood intuitively
as follows: Since channel i’s residual time in ON (or OFF)
state is exponentially distributed with mean 1/u, (or
1/uipp), the time between state-transitions becomes ex-
ponentially distributed with mean 1/((1 —w;)ubpp +
w;pty)- Therefore, with M independent channels, the
combined random process is also exponentially distributed
with mean [(1 - W)T/I,OFF + WT,uON]*l. As a result, the
combined process of user arrivals/departures with M
channel state-transitions becomes exponentially distributed
with mean 0%y +a™ A + (1 — w)" porr + W pon]”

4.5 State-Transition Probability

The probability that the state of the SMDP switches from s =
(n,w) tos’ = (n’, w) at the next decision epoch is given as in
(7), where T, T_,, Ty, and T_; are exponentially distributed
random variables with mean 1/ax\;, 1/(p — are), 1/nip,
and 1/(p — nppr)-
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P(T, <T.4,To <Th, ..., Ty < Tiyp),
at a class-k user’s arrival,

P(Ty <T 4, Ty <T,...,Ty < Tn),
at a class-k user’s departure,

P(T; <Ty, T; <Th,...,Ti <Ty),
at channel s OFF « ON,

TS [ ) o, (Ea) fr (1)
cee fTM (t]\,j)}dt,adh - dtyydt,,
at a class-k user’s arrival,

IS o A (ta) frou(t-a) fri (1)
<o fry (tar) bt _gdty - - - ditprdty,
at a class-k user’s departure,

oS S (o) fr (1)
oo fr, (tar) bdtg diy - - - dtyy di;,

except t;

at channel ¢'s OFF < ON.

ps,s’(a) =

(7)

For example, for exponentially distributed ON/OFF
periods, we have

apMeTs(@), n' =n+u,, w=w,
(class k arrival),
nprTs(@), n'=n-—u,, w=w,
(class k departure),
pS,S’(a) = i [ ’_ )
N()FFTS(a)J n=n ba W =W+ u;,
(channel i: OFF — ON),
ponTs(@), n'=n, w=w-—u,
(channel i: ON — OFF).

4.6 Revenue and Reimbursement Cost

Let rs(a) and cs(a) denote the expected revenue and the
cost incurred by customers until the next decision epoch if
action a is chosen at state s, respectively. Since the revenue
comes from the usage fee paid by the admitted customers,
rs(a) is given as

Ts (a) = Z pk‘BknkTs(a) s
%

Assuming a fixed amount of reimbursement I; for an
evicted class-k customer,® ¢(a) is

cs(a) = kabk ¢ (),
T

where 75(a) does not contribute to the equation since the
reimbursement is a one-time cost at channel vacation. ¢’ ()
is the probability that the event of channel vacation will
happen at the next decision epoch. We also let ¢?*(a)
denote the probability that the event of a class-k user’s
arrival will occur and then be accepted at the next decision
epoch. Then, we have

6. We consider fixed reimbursement as an exemplary case of many
possible reimbursement policies. It should be noted that other types of I,
can also be applied (e.g., reimbursement proportional to the usage charge)
by only updating the form of ¢ (a) without changing the current
formulation of the problem.
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q:(a) = ps.s’(a)7
s'eAst.n’=n—b,
W/ =w-u; for some i
@)= Y psla)

s'eAst.
n=n+uy w=w

5 OPTIMAL USER CONTROL VIA A LINEAR
PROGRAMMING ALGORITHM

In this section, we propose an LP algorithm based on the
essential SMDP components derived in the previous
section, that can maximize the profit at CR hotspots by
determining the optimal action a at each possible system
state s subject to the QoS constraints such as keeping the
blocking and dropping probabilities below certain thresh-
olds. There are three well-known methods for optimally
solving the SMDP problem: policy-iteration, value-iteration,
and linear programming [26], and of these, we adopt LP
because it is the best-known to model the QoS-constrained
optimization problem thanks to its flexibility to include
additional equality and inequality constraints.

5.1 Linear Programming SMDP Algorithm:
Constrained QoS

Here, we formulate a 3-step LP algorithm with the
constraints on the probability of blocking class-k arrivals
(denoted by PF), and the probability of dropping/evicting
class-k in-service customers (denoted by P%). This 3-step
algorithm follows the general format of the LP algorithm
recommended in [26], but its mathematical content is our
own development.

Step 1: Find the optimal basic solution z}
following linear programming problem (zsq > O)

Maximize Z Z (rs(a@) — cs(@))zs.a

scA acA(s)

to the

Subject to
Z Zs'a — Z Z ps,sr(a)zs_,a = 0, S, € A,
acA(s') scA acA(s)
> 2 w@za=1,
Seh acA(s)

Plfg S ’YblockV \V/k,
Py < Ao s

(8)
where P} and P} in (8) are determined as
= Z Z To (@) Zs s
seA 3.6;3‘(2] (9)
Pk
P, dk = E’

where

LY S gt L

sEA acA(s)

=Y Y nlaadio) s

sEA acA(s)
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N ;
@) (6] [62] o

Fig. 6. The size of the search space according to (M, K).

and 2z = Tso/7s() With zs o denoting the fraction of time
that the system is in state s when action a is chosen.
Therefore, A" implies the expected number of class-k
accepted arrivals per unit-time and V* implies the expected
number of class-k evictions per unit-time.

The form of P} makes this a nonlinear programming
(NLP) problem. Fortunately, however, by properly manip-
ulating the constraint P} < nyfjmp, it can be converted to a LP
problem as follows:

i k
F < ,ydrop
= Vk - rygrnpAk <0
= Z Z qs Ct) b]s ’y](;ropQ:Lk(a) : 1)zs,a S Oa

sEA acA(s)

which is a linear constraint on zs4’s.
Step 2: Start with a nonempty set

S:= {s| D Fa> 0},

acA(s)
and for any state s € S, set the decision as

R*(s) := a for some a such that z{ , > 0.

Step 3: If S = A, then the algorithm terminates with the
optimal policy R*. Otherwise, determine some state s ¢ S
and action a € A(s) such that psg(a) > 0 for some s’ € S.
For the chosen s, set R*(s) := @ and update S := SU {s},
and then repeat Step 3.

By repeatedly performing Step 3, the algorithm runs
until S becomes A. The computational complexity of
executing this final step is trivial since psg¢(a) >0 has
already been computed in Step 1 for all possible combina-
tions of (s,s’, ). In addition, the optimality of the derived
policy is guaranteed in [26], although the algorithm may not
produce a unique solution due to the conditions “some a”
and “some s’ in Steps 2 and 3.

Then, the optimal profit g* per unit-time is determined as

g = Z (TS(O‘) - CS(O‘))Z&& _pbid(M)-

seA
a=R*(s)

(10)

5.2 Complexity of SMDP Algorithm

The complexity of the proposed algorithm is measured by the
size of the search space A x A(s). In Fig. 6, one can see that
|A x A(s)| increases almost exponentially as M or K increases,
because |Ay| =2 and |A;(s)| =2% in the worst case.
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However, the complexity issue can be managed properly in
the real scenarios due to the following two reasons.

First, in commercial applications, a reasonable range of
(M,K) could be 1 < K,M <3 in which case we have a
moderate and reasonable level of complexity since |A x
A(s)] < 2,167 in Fig. 6. For example, K =3 for a service
with Gold, Silver, and Bronze classes, and K =2 for a
service with Premium and Basic classes. In fact, the
premium /basic classification is commonly found in today’s
commercial Wi-Fi hotspot services. In addition, if we
compare the effective capacity of our Wi-Fi-like service over
whitespaces with that of the traditional Wi-Fi, a CR hotspot
utilizing M ON/OFF channels has M - (1 — u)C provided
the channels have a similar utilization factor of u such that

u= E[Thy| [{E[Thy] + E[Topr] },

while the traditional Wi-Fi utilizing a single and always-idle
channel has C. In practice, licensed bands with lower
utilization (e.g., v < 0.5) have more whitespaces, and thus
they are more preferred for DSA deployment. In such
channels, it is sufficient to have M > 2 to achieve a capacity
equal to or larger than C. As a result, most practical
scenarios will incur manageable complexity.

Next, the LP can be solved offline before a WSP starts a
new spectrum-leasing period (i.e., Tyyction), sO the derived
optimal control can be stored in a database. Using the
database, the WSP can perform user admission control in
real time by simply looking up the database upon every
user arrival/departure or channel ON/OFF transition.

6 PRIORITIZED MULTICLASS USER CONTROL

So far, we have investigated the optimal user control at CR
hotspots for multiclass customers, each requiring a different
level of QoS, without assuming any priority in service
provisioning between them. In this section, we introduce
the case when different priority is given to each user class,
and discuss how optimal actions are derived in such a case.

Without loss of generality, we assume that a larger-index
class is given higher priority, i.e., class K gets the highest
priority and class 1 gets the lowest priority in either
admission or eviction control. This type of service may be
viewed as a hybrid service of two types of today’s
commercial Wi-Fi services—free (e.g., at some coffee shops)
and charged Wi-Fi access (e.g., AT&T Wi-Fi access). For
example, for K = 2, by making p, > 0 and p; = 0, customers
with less important jobs may choose a best-effort free
service (class 1) while customers with important or resource
demanding jobs, such as multimedia applications, may
choose a reliable-but-fee-paying service (class 2).

In prioritized admission control (p-AC), user eviction is
allowed not only at the time of channel vacation but also at
the customer arrivals. Under this new policy, an arriving
user is always accepted for the service unless there is no
room even after evicting all lower class users. When
accepting the newly arrived user, the system should evict
a certain number of lower priority in-service users, but no
more than necessary. To model such an action, we need to
modify the action space Ai(s) in (3) to express the
prioritized admission control, as shown in (11).

1673
1, if +1)Bg <mC,
Ai(s) =qatax = l(nK. B < ona
0, otherwise,
K (11)
1, if > mBi+ (g +1)By < mC,

Ap<K = =1

0, otherwise.

In prioritized eviction control (p-EC), an in-service user
is never evicted from the system unless there is no room even
after evicting all lower class users. This rule is modeled by
modifying the action space As(s) in (4) as shown in (12).

As(s) = {b 1 bg = Bk, and

K
N, if Z TL[B[ > (m - 1)0,

I=k+1 ’
0Bk, otherwise.

Bk =min{ng > >0: (ng — B)Bx < (m —1)C},

bk =

(12)

K
B = min{nk, >06>0: Z m B

1=k +1
+ (i, — B)Br < (m — 1)0}.

Note that if both p-AC and p-EC are employed, the
action at given state s is uniquely determined as can be seen
from (11) and (12). In case either p-AC or p-EC is not
applied, however, the LP algorithm in Section 5 should still
be used in deriving optimal actions.

For the prioritized service, we may need to modify/
redefine some SMDP components introduced earlier. First,
to differentiate user eviction at customer arrivals from user
eviction at channel vacation, we redefine the action « as

a=(a,b,cl,... cM).

In (13), ¢*, 1 < k < K, is defined as

(13)

¢t = (0’1‘7057...,02)T,

where ¢} is the number of class-k in-service users to be
evicted if the next event is a class-x customer arrival, which
is determined as in (14).

0, if K < E,
K
Nk, if K > k, Z TllBl -+ B,;,
I=k+1
> mC,

Inin{w 0 <w < ng,

K
and Z mB; + B,
1=k+1

+ (ng —w)By < mC’}, otherwise.

(14)

Then, upon a class-x customer’s arrival, we have n' =
n + u.a, — c’a, instead of n’ = n + u,.. Note that when p-AC
is not applied, we set ¢ = 0,Y(k, ).
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TABLE 1 TABLE 2
The List of Common Test Parameters The List of Test-Specific Parameters
Channel C =5 E[T,rp] =10, E[T{ ] =5, Vi ‘ Section ‘ M ‘ K ‘ Vblock ‘ Ydrop ‘ P ‘
Auction | pyia(M) = 0.7- M? 7.1 3 ]2 1.0 1.0 (1,157
Customers | By =k, Vk, Ap(py) = A*%e Pk, =1/7, Yk, 7.2 1-5 | 3 1.0 1.0 (1,1.5,2)T
where (A\T*%, A5, Ae®) = (5.5,4.5,5.5) 731 |15 | 3 1.0 1.0 (1,1.5,2)T
Eviction I, = €5 X PkBk;/H«k;, er =0.5 7.3.2 1-5 3 1.0 1.0 (1, 1‘5’2)T
7.3.3 3 |2 1.0 1.0 0.5 < p1,p2 < 3.5
- _ T
Next, P¥ is redefined as 7.4 4 | 31065085 | 025065 (1,1.5,2)

ko Vk + V(]er
K
koo Ak . Czaﬂ
Va'”' - Z Z ZTS(a)Zsaﬂqs (a) Ts(a)7

seA acA(s) ~

where A and V* are the same as in Section 5, and V¢
implies the expected number of class-k evictions per unit-
time due to the arrivals with higher priority.

Finally, the reimbursement cost ¢s(a) is updated as

cs(@) =Y Lbp-(@)+ DY Iicfa, - ¢ (a).
k Kk

7 PERFORMANCE EVALUATION

In this section, we first present the system state of a WSP
according to the optimal user admission/eviction control,
and show the robustness of the approximation of (5) in
Section 4.3. Then, we evaluate the impact of various system
parameters on the achieved profit g* such as the optimal
control, the number of leased channels M, and the service
tariff p. Finally, we introduce the tradeoff between two QoS
metrics, the probability of blocking and the probability of
dropping.

In all simulation experiments, we randomly generated
customer arrivals and departures according to the Poisson
distributions as we assumed, and randomly produced ON/
OFF periods according to either exponential or Erlang
distribution.” At each decision epoch, an action is taken in
accordance with the set of optimal actions determined by
the analysis (via solving the LP). In addition, we consider
the unprioritized multiclass service.

Each simulation ran for 3,000 time units and the same
simulation repeats 10 times to observe its average perfor-
mance. The simulation parameters used in this section are
summarized in Tables 1 and 2. In Table 1, I, is set to be
€7 -100% of the average usage charge until the normal
departure (not eviction) of an admitted class-k user. In
Table 2, Yoiock = Vijoer AN Yarop = Vi, for all k.

7.1 System State Transition by Optimal Control

Fig. 7 illustrates the optimal actions derived by the
proposed SMDP algorithm in the form of state-transition
diagram, when M = 3 and K = 2. For simplicity, the state-
transition diagram is drawn for m = 2 (i.e., when there are

7. In Section 7.2, we test both exponential and Erlang distributions;
otherwise, ON/OFF periods are assumed to be exponentially distributed.
For the Erlang case, we consider pdfs of (ﬂé)i\s):)t -7yt and
(nE)FF)Zt ~e”orr! t > 0, where njyy = 2/E[Tpy] and nppp = 2/ E[T)pp].

two idle channels) and only the transitions by the user
arrivals are presented. As shown, the optimal admission
policy deliberately rejects certain arrivals to maximize the
profit, disabling some possible state-transitions (shaded
regions). It is also observed that the derived optimal control
is not threshold-type [27] as found in traditional networks
with static spectrum availability.

7.2 Approximation Accuracy of (5)

Fig. 8 shows the difference between the analytically predicted
results given by (10) and the simulation results, for two
different ON/OFF distributions: exponential and Erlang. To
focus on the accuracy of our analysis, we plot g* + pyia(M). In
Fig. 8a, it is seen that the two results match well each other
since there exists no approximation error in case ON/OFF
periods are exponentially distributed. On the other hand,
when ON/OFF periods are Erlang-distributed as in Fig. 8b,
there exists only up to 4.4 percent difference between the
simulated and analytic results showing that the approxima-
tion in (5) produces reasonably accurate results. The
difference gets slightly larger as M grows due to the increase
in the number of channels where approximation is used.

7.3 Achieved Optimal Profit by SMDP Algorithm
We now show the optimal profit achieved by the proposed
SMDP under various test scenarios. We first compare the
optimal profit of SMDP with the profit of the simple
complete-sharing (CS) algorithm [10], and show the impact
of the system parameters on the achieved profit such as the
number of leased channels and the service tariff.

7.3.1 Optimal versus Nonoptimal Control

We compare the performance of the proposed SMDP
algorithm with the CS algorithm in terms of ¢* and

class 1 ,"’ class 2

A arrivals '\ _ arrivals

'n
0 1~ 273~ 458 7 8 9 10
Fig. 7. The state-transition diagrams of the proposed SMDP algorithm,
according to user arrivals (shown for m = 2).
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Fig. 8. Approximation accuracy of (5) for two types of ON/OFF distributions.

N
&
=
4=
2 .

"%
= | |©SMDP -
£ ACS +EC
S

% CS + Random

# cham?;els ™M)
(a) optimal profit g*

20

© SMDP
ACS+EC
2'CS + Random

# changels ™M)
(b) g* + pria(M)

Fig. 9. Comparison of SMDP and two variations of CS in terms of their achieved profits.

g* + pria(M). The CS algorithm provides a simple admis-
sion control that accepts any arrivals as long as there is
room in the WSP’s spectrum resources. Since CS is not
designed to deal with eviction control, we consider two
possible variations of CS: CS with random eviction
(denoted by “CS + Random”), and CS with optimal eviction
control (denoted by “CS+ EC”). At channel vacation,
“CS + Random” chooses the users to evict one-by-one
through random selection, until the remaining users can
fit in the available idle channels. On the other hand,
“CS + EC” is derived by applying our SMDP procedure in
Sections 4 and 5 by updating A, (s) in (3) as

AI(S):{a: ak:{o if (n+uk)TB>mC,}_

1 otherwise.

Fig. 9 shows that SMDP always achieves more profit than
CS. In the tested scenario, SMDP achieves up to 44 percent
more profit than “CS + Random” and up to 22.5 percent
more profit than “CS+EC”, in terms of ¢* +pb,;d(M).8
Comparison of “CS + EC” and “CS + Random” shows that
the performance of CS is enhanced significantly by employ-
ing the optimal eviction control. In addition, the perfor-
mance gap between the optimal SMDP and “CS + EC” is
much smaller than the gap between “CS+EC” and
“CS + Random”, suggesting that eviction control makes
more impact on the achieved profit than the admission
control does. It also shows that “CS + EC” coincides with
“CS 4+ Random” at M =1 since there exists only one
possible eviction control at channel vacation (i.e., evict all

8. The reason why we consider g* + pyi¢(M) is to eliminate the effect of
the bidding price for fair comparison, focusing on the profit achievement
solely by the optimal control, since pyqa(M) is given and thus cannot be
optimized.

users), and the performance gap between two becomes more
significant as A grows. This implies that the effect of
eviction control becomes dominant as the number of leased
channels increases, due to the time-varying spectrum
availability.

7.3.2 Impact of Number of Leased Channels M

In Fig. 9a, one can see that g* varies with M, having a peak
value at M = 3. This phenomenon stems from the tradeoff
between the revenue generated by customers (i.e.,
g" + pria(M)) and the bidding cost (i.e., pyia(M)), because
1) a larger M generates more revenue and less reimburse-
ment cost due to more room available to accommodate user
arrivals, but 2) the gain will eventually be saturated due to
the bounded user population, and therefore, leasing more
channels than necessary becomes counterproductive, con-
sidering that py;q(M) grows faster than proportionally to M
as assumed in Section 3.2. Therefore, finding a proper M is
essential to profit maximization which can be achieved by
determining and comparing g*(M) for various M using the
proposed SMDP algorithm.

7.3.3 Impact of Service Tariff p

Due to the price-dependent arrival rate (i.e., Ai(px) =
Ajlfe~Pr), varying p, may produce a different amount of
profit. To show its impact on g*, we evaluated the case of
M =3 and K =2 while varying p such that 0.5 <p,,
p2 < 3.50. Fig. 10 plots the resulting g*. It can be seen that as
either p; or p, (or both) gets closer to 0.5 or 3.5, the resultant
profit decreases dramatically due to the bounded user
arrivals by A7"** (the case of 0.5) and decrease of the user
arrival rate by e™* (the case of 3.5), respectively. As a result,
the profit function becomes concave, where the largest
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Fig. 10. Optimal profit with various end-user pricing.

profit can be attained at p = (2.0,2.5). Therefore, a WSP
must consider the impact of its pricing policy on the overall
profit, for which research on market demands and customer
statistics should be helpful to find the price-arrival rate
relationship.

7.4 Tradeoffs between Two QoS Constraints

Fig. 11 plots the tradeoff between P, and F;. To show the
relationship between the two, we first fix 7y, = 1.0 and
vary Ygrop in Fig. 11a. Similarly, in Fig. 11b, we fix g4, = 1.0
and vary Yyiock- AS Yarop decreases, the QoS requirement on P
becomes stricter so that more in-service users may be
protected from eviction at channel vacation. For this, user
arrivals must be blocked more often since the longer stay of
in-service users implies less idle resources for newly arriving
users. Thus, P, increases to compensate for the decrease of
P; which can be observed from Figs. 11a and 11b, more
apparently at class 1. By contrast, as v, decreases, the QoS
requirement on P, becomes stricter so that less users may be
rejected upon their arrival. To accommodate more users, the
WSP has to reserve more room by evicting more users at
channel vacation, thus increasing F;. This phenomenon is
clearly seen in Fig. 11D at class 1.

8 CONCLUSION

In this paper, we proposed the (sub)optimal admission and
eviction control of CR users to maximize a WSP’s profit at a
CR hotspot. The problem was modeled as an SMDP, and an
LP algorithm was proposed to derive the optimal actions.
The two QoS constraints—user blocking and dropping
probabilities—have also been considered to strike a balance
between profit maximization and user satisfaction. We also
introduced two types of prioritized user control to enable
differentiated service provisioning. The proposed LP algo-
rithm is shown to outperform the CS algorithm, and its
sensitivity to the number of channels and the chosen pricing
policy has been studied. In future, we would like to extend
this problem to the services that allow degradation of in-
service users’ QoS for dynamic adaptation to various
commercial services. That is, we would like to degrade
service quality of certain customers to fit into time-varying
spectrum availability rather than evicting customers from
the service. In such a scenario, customers can be categorized
as either quality- or price-sensitive so that different types of
control can be applied.
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