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Abstract—A wireless/mobile network supporting multilevel Quality of Service (QoS) is considered. In such a network, users or

applications can tolerate a certain degree of QoS degradation. Bandwidth allocation to users can, therefore, be adjusted dynamically

according to the underlying network condition so as to increase bandwidth utilization and service provider’s revenue. However,

arbitrary QoS degradation may be unsatisfactory or unacceptable to the users, hence resulting in their subsequent defection. Instead

of only focusing on bandwidth utilization or blocking/dropping probability, two new user-perceived QoS metrics, degradation ratio and

upgrade/degrade frequency, are proposed. A Markov model is then provided to derive these QoS metrics. Using this model, we

evaluate the effects of adaptive bandwidth allocation on user-perceived QoS and show the existence of trade offs between system

performance and user-perceived QoS. We also show how to exploit adaptive bandwidth allocation to increase system utilization (for

the system administrator) with controlled QoS degradation (for the users). By considering various mobility patterns, the simulation

results are shown to match our analytical results, demonstrating the applicability of our analytical model to more general cases.

Index Terms—Wireless/mobile networks, quality of service (QoS), adaptive resource allocation.
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1 INTRODUCTION

MANY real-time applications can use different encoding
schemes according to their desired quality and

generate traffic with different bandwidth requirements.
For example, generic video telephony may require more
than 40 Kbps, but low-motion video telephony requiring
about 25 Kbps may be acceptable [1]. From the standpoint
of a system administrator, this property provides an
alternative for resource planning, especially for bandwidth
allocation in wireless networks. In wireless networks where
the bandwidth is a scarce resource, the system may need to
block incoming users if all of the bandwidth has been used
up to provide the highest QoS to existing users. However, if
these users can be degraded to a lower QoS level, it is
possible to reduce the blocking probability without degrad-
ing the QoS of existing users to an “unacceptable” level.

Various approaches and algorithms adopting this idea
have been proposed. A graceful degradation mechanism is
proposed in [2] to increase bandwidth utilization by
adaptively adjusting bandwidth allocation according to
user-specified loss profiles. Thus, a system could free some
bandwidth for new users by lowering the QoS levels of
existing users. Sen et al. [1] proposed an optimal degrada-
tion strategy by maximizing a revenue function and Sherif
et al. [3] proposed an adaptive resource allocation algorithm
to maximize bandwidth utilization and attempted to
achieve fairness with a generic algorithm.

In these papers, system performance, in terms of
bandwidth utilization or service provider’s revenue, can

be improved significantly by allowing QoS degradation.
However, the impact of quality degradation on individual
users, which is crucial to QoS provisioning, was overlooked.
For example, even though the users can tolerate some
quality degradation, it is still desirable to provide them
higher QoS when more resources become available. Thus,
some performance metrics which reflect the average quality
level that a user receives should be considered. Kwon et al.
[4] derived a degradation period ratio to represent the time a
user receives degraded quality. However, their formula
hinges on the assumption that the mean degradation time and
degradation states are independent variables. We show that
these two variables are dependent and derive a new
degradation ratio. In addition to this degradation ratio,
we argue that another new performance metric, the
frequency of switching between different quality levels,
should also be taken into account because users may feel
more disturbed by frequent switches between different
quality levels than by poor and steady quality. It is shown
numerically that degradation ratio does not suffice to reflect
the QoS guarantees given to individual users. Frequent
switching of QoS level may be even worse than a large
degradation ratio [5]. So, we also derive a formula for the
frequency of changing the QoS level and show the trade offs
between this metric and other performance metrics, such as
system utilization and fairness among users.

The problem of providing adaptive QoS in a wireless/
mobile network would be similar to that in its wired
counterpart if we do not consider user mobility. In a
wireless/mobile network, a user may move across different
cells or administration domains. Thus, we have to consider
the user-perceived QoS not only during his stay in a single
cell, but in all cells he may traverse throughout the
connection lifetime. Moreover, the potential dropping due
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to such cell crossings (i.e., handoffs) has to be taken into
account. The forced-termination (or dropping) probability is a
widely used metric to represent the compromise of QoS due
to user mobility. This probability should be made as small
as possible because admitting a user and then terminating
his session before its completion would make the user even
unhappier. In order to reduce this probability, many
admission control algorithms give handoff users priority
over new users. Lin et al. [6] proposed an analytical model
for a so-called Guard Channel system where a portion of
bandwidth is reserved for handoff users, while, in [7], [8],
handoff users will more likely be accepted once the system
load exceeds some predefined threshold. Some other
admission algorithms treat new and handoff users equally,
but estimate the traffic loads of adjacent cells [9] or the
handoff rates from the adjacent cells [10] such that the
potential overload (and, consequently, higher forced-termi-
nation probabilities) can be prevented in advance. In
contrast to these proposals which use fixed bandwidth
allocation, we will show that adaptive bandwidth allocation
can be also used to further reduce the forced-termination
probability.

In this paper, we exploit the adaptive bandwidth
allocation for QoS provisioning in wireless/mobile net-
works. An analytical model for a wireless/mobile network
with multilevel degradable QoS is provided. This model
includes two very important QoS metrics— degradation
ratio and upgrade/degrade frequency—both of which are
necessary for QoS provisioning. Moreover, our analytical
model includes user mobility to enable the study of its
impact on user-perceived QoS. Our work not only provides
an analytical framework for predictive or adaptive band-
width allocation algorithms [11], [12], but also helps decide
the operation region based on some desired criteria. It
should be noted that our scheme can be applied to various
wireless architectures. For a code division multiple access
(CDMA) system, the multicode CDMA [13] can be used for
service degrade/upgrade; for a time division multiple
access (TDMA) system (e.g., Bluetooth), service degrade/
upgrade can be achieved by an adequate assignment of time
slots (i.e., polling policy) [14].

The rest of this paper is organized as follows: In Section 2,
the system model and the assumptions used in this paper
are introduced. Section 3 provides an analytical model for
the system under consideration and the QoS metrics
mentioned above are derived. The numerical results based
on the analytical model are presented in Section 4, while
Section 5 discusses the simulation results. Finally, conclu-
sions are drawn and directions of our future work are
discussed in Section 6.

2 SYSTEM MODEL AND ASSUMPTIONS

We consider a wireless network in which the base station
takes charge of both admission control and bandwidth
allocation for mobile users in its cell. While residing in the
cell of a base station, a mobile user communicates with
others via that base station. A “wireless network” can be a
conventional cellular phone network or an office building
with interconnected IEEE 802.11 wireless LANs. In such a
network, a mobile user could either be successfully handed

off to a new base station or simply dropped when it is about
to leave the present cell. As mentioned in the introduction,
we give handoff users priority over new users since
dropping a handoff is usually less desirable and less
tolerable than blocking new users. This is achieved by
restricting a new user into the cell once the total number of
users or the total occupied bandwidth exceeds a prespeci-
fied threshold, Nthresh. Handed-off and newly initiated
users are treated equally once they are admitted into a cell.

2.1 QoS Metrics

We are primarily interested in quality-degradable connec-
tions as long as the resultant quality is within the user-
specified QoS profile. The only QoS requirement we discuss
here is the bandwidth. For example, it can be a video-
streaming application with multiple transmission rates
depending on the encoding schemes and resolution. We
assume that there are K different quality levels. The
bandwidth requirement of the ith quality level is denoted
as Wi and Wmax ¼ W1 > Wi > WK ¼ Wmin. With such a
degree of freedom, a base station may try to degrade the
quality levels of some existing users in order to admit more
users so as to improve the overall system performance. For
example, we may be able to achieve high bandwidth
utilization and maintain a small blocking and/or forced-
termination probability.

In a system with degradable QoS, a user may receive
different levels of QoS during the entire duration of his
connection, depending on the loads of cells he traverses.
Even if a user receives the highest level of QoS when he is
admitted to a cell, the QoS may still be degraded when some
other base stations on his “path” decide to degrade his QoS
in order to accept more users. From the users’ perspectives,
this may raise two important questions: 1) How long does
his connection stay at each individual QoS level? 2) How
often does the received QoS switch between these levels?
Even though these two questions are interrelated, the first
question does not necessarily imply the second, or vice
versa. Therefore, two performance metrics associated with
these questions, degradation ratio and upgrade/degrade
frequency, are proposed as follows:

. Degradation ratio (DR). The fraction of time a user
receives degraded QoS. Since we consider a multi-
level QoS system, DR is defined as

DR ¼
P

i
ðWmax�WiÞ

Wmax
� TiP

i Ti
; ð1Þ

if a user receives level-i QoS for Ti seconds.
. Upgrade/degrade frequency (UDF). The frequency of

changing the QoS level an admitted user receives.

These two metrics, along with the probability of blocking
new users and the probability of dropping handoff users,
will be the key performance metrics that we will consider
throughout this paper.

2.2 Traffic Models

We assume that the arrivals of new users into a cell is a
Poisson process with a rate �0. The Poisson process works
well in modeling call arrivals in a public telephone network.
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Even though recent studies found that the “packet” arrival
process in the Internet switches/routers is not Poisson, the
network traces also show that the user-generated connec-
tion requests, such as Telnet or FTP connection requests,
can still be modeled as a Poisson process [16]. Since we
mainly focus on the admission control and bandwidth
allocation, which are the “connection-level” (as opposed to
“packet-level”) resource management, the Poisson process
is still a good approximation for our purpose. For
mathematical tractability, we also assume the lifetime of
each connection to be exponentially distributed with mean
1
�0
. Note that the exponential distribution has been used to

accurately model the intervals of talk spurt and silence in a
phone call [17]. Thus, this assumption captures the reality of
some real-time applications.

To evaluate the effects of user mobility on system

performance, we use the cell-sojourn time—the time a user

stays in a cell—to account for his mobility. As far as

connection-level resource management is concerned, the

cell-sojourn time and connection lifetime together deter-

mine the duration for which a user will occupy the

bandwidth in a cell. Thus, it is more important to model

this sojourn time than modeling the user’s actual move-

ment. In view of the fact that the cell-sojourn time depends

on many time-varying factors, such as the user’s speed

(which, in turn, depends on his geographical location), the

moving direction (i.e., whether or not he is heading toward

a congested spot), and the cell size (or, more precisely, the

portion of a cell the user traverses), we assume that the

distribution of sojourn time in each cell is independent and

identical. Furthermore, this cell-sojourn time is assumed to

be exponentially distributed with mean 1
� for the purpose of

mathematical derivation as in [7], [8], [15]. However, we

will show via simulation that the formulas for QoS metrics

derived under this model still match the simulation results

well even when different distributions of cell-sojourn time

are used.
The relation between connection lifetime, cell-sojourn

time, and the number of cells that a mobile user will
traverse is shown in Fig. 1. Since the connection lifetime is
mainly decided by the communication contents, such as the
length of conversation during a phone call or the size of a
transferred file,1 while the cell-sojourn time is decided by
the aforementioned factors, we assume that these two

random variables are independent. Thus, the probability

that a mobile user will experience handoffs H times can be

calculated as

P ðH ¼ nÞ ¼P ðTr þ T1 þ T2 þ � � � þ Tn�1

< Tc < P ðTr þ T1 þ T2þ � � � þ TnÞ;
ð2Þ

where Tr is the remaining cell-sojourn time in the cell where

a user’s connection is initiated, Ti is the cell-sojourn time in

the ith cell, and Tc is the connection lifetime.
Furthermore, if we consider the potential forced termi-

nation during a handoff (i.e., a handoff drop), the handoff

rate can be derived as in [6]:

�h ¼ �ð1� pbÞ
�0 þ �pf

�0; ð3Þ

where pf is the probability of terminating handoff users and

pb the probability of blocking new users. The handoff rate in

(3) is a function of pf which itself is also a function of �h, but

it can still be solved recursively as suggested in [6]. The

channel-holding time of an admitted user in a cell—the time

he occupies some bandwidth in that cell—can be computed

by taking the minimum of the remaining connection

lifetime and cell-sojourn time. Since we assume that both

connection lifetime and cell-sojourn time are exponentially

distributed, the distribution of channel-holding time can be

derived as

fc0 ¼ ð�0 þ �Þe�ð�0þ�Þt: ð4Þ

Under the proposed degradation scheme, both blocking and

forced-termination probabilities can be improved. How-

ever, some users may receive severely degraded QoS. In the

following section, we investigate the trade offs among the

QoS metrics, especially between the blocking probability

and the other three QoS metrics.

3 ANALYSIS

We first consider the general case in which there are

K different QoS levels and derive the formulas for both DR

and UDF. To further demonstrate our model, we will

present a simple example and illustrate these derivations.

The notations used in this section are listed in Table 1.
Since there are K different QoS levels, we can define the

system state, �nn, as

�nn ¼ ðn1; n2; . . . ; nKÞ; ð5Þ
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1. We do not consider the change of transmission rate resulting from user
mobility.

Fig. 1. A connection with n handoffs.



where ni is the number of users in the ith QoS level in a cell.
Such a system can be modeled as a Markov chain and the
transition probabilities can be obtained accordingly. In our
model, the transition probabilities depend on the admission
control (i.e., the value of Nthresh) and the upgrade/degrade
policy. A possible admission and bandwidth allocation
algorithm is presented in Fig. 2, where Wa is the currently
unused bandwidth and C the cell capacity. When there is a
shortage of bandwidth, allocating only Wmin to an incoming
user minimizes the need to degrade the QoS levels of
existing users and, hence, results in smaller DR and UDF.
On the other hand, fairness is an important issue when we
consider bandwidth reallocation in a system supporting
multilevel QoS. We may evenly degrade the QoS of existing
users to accommodate a new user or degrade as few users
as possible so as to minimize the change of current
bandwidth constellation. Therefore, one can make a trade
off between fairness and UDF. When a fair degradation
algorithm is used, the probability that a user’s QoS will be
degraded increases (and so does the value of UDF), while
using an unfair algorithm as shown in lines 06-11 of Fig. 2
ensures a lower value of UDF. This trade off needs to be
made when the bandwidth degradation algorithm is chosen
and will be investigated more thoroughly in Section 5. The
corresponding upgrade algorithm is shown in Fig. 3 when a
QoS level-i user leaves the cell such that an amount of
bandwidth, Wr ¼ Wi, becomes available in the cell. Here, a
fair upgrade algorithm is used to ensure the fairness among
the existing users.

3.1 Stationary Distribution of the Number
of Connections in a Cell

In order to obtain the stationary distribution of the system
state upon arrival of a user’s connection request or upon
departure of an existing user, we first need to obtain the
transition probabilities. Given that the system is in state
�nn ¼ ðn1; n2; . . . ; nKÞ and

P
i ni < Nthresh, if a user arrives at

the cell before the departure of any existing user,

P�nn;�nn0 ¼ �0 þ �hP
ni�þ �0 þ �h

; ð6Þ

where �nn0 is determined by lines 06-11 of Fig. 2. If a level-i
user leaves the cell,

P�nn;�nn0 ¼ ni�P
ni�þ �0 þ �h

; ð7Þ

where �nn0 is determined by the algorithm in Fig. 3. IfP
i ni � Nthresh, the transition probabilities can be obtained

as (6) and (7) by replacing �0 þ �h with �h. The stationary
state distribution, �, can be obtained by solving the equation

�P ¼ �: ð8Þ

Fig. 4 shows the resulting Markov chain for a simple case
of K ¼ 2, W1 ¼ 2, and W2 ¼ 1. If new users are not
differentiated from handoff users (i.e., Nthresh ¼ C), the

stationary distribution of the number of users in a cell can
be obtained by Erlang’s formula with the arrival rate �i set
to �0 þ �h (the arrival rate of newly initiated connections
plus that of the handoff connections) and service rate �i set
to i � ð�0 þ �Þ. If Nthresh < C, the stationary distribution can
still be obtained by solving the local balance equations of
the Markov chain in Fig. 4. The stationary state distribution
is similar to Erlang’s formula except that we now have

state-dependent arrival rates,

�n1;n2
¼ 1PC

i¼0

Qi�1

k¼0
�k

�ii!

�
Qn1þn2�1

k¼0 �k

�n1þn2ðn1 þ n2Þ!
; ð9Þ

where �k ¼ �0 þ �h if k < Nthresh and �k ¼ �h otherwise. In
either case, the blocking probability pb is

PC
iþj¼Nthresh

�i;j, and
the forced-termination probability pf is �0;C , which can be
obtained from (9).

Thanks to the assumptions of homogeneous cells,
Poisson arrival process, and the resultant exponential

channel-holding time, the statistics for all cells are identical
and independent, so the analysis of only one cell is
statistically sufficient. Moreover, this stationary distribution
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Fig. 2. A pseudocode of the bandwidth degradation algorithm.

Fig. 3. A pseudocode of the bandwidth upgrade algorithm.



is also the probability distribution of the number of
connections observed at any arbitrary time instant.

3.2 QoS Metrics

Asmentioned in the previous section, the QoS assigned to an
admitted user may vary during his connection lifetime.
From the perspective of an admitted user, giving only the
system state �nn ¼ ðn1; n2; . . . ; nkÞ does not tell the QoS level it
is receiving. In order to derive the DR and UDF of an
admitted user, we create a new state called “connection
state” to correctly reflect the evolution of the QoS level an
admitted user is receiving. The connection state is defined as

�cc ¼ �nnðiÞ; ð10Þ

where i is the quality index which represents the current
QoS level of an admitted user. For example, let us consider a
system with K ¼ 4, Wi ¼ 5� i for i ¼ 1 to K, and C ¼ 20.
We focus on a specific user, r1, and trace the changes of its
received QoS during its stay in a cell. If it arrives when the
cell is in system state ð3; 2; 0; 2Þ, r1’s initial connection state
will be �ccr1 ¼ ð2; 3; 0; 3Þð4Þ simply because one of the level-1
users is degraded to level 2 and r1 receives level-4
(minimum) QoS, according to the algorithms introduced
before. If another handoff user joins the cell at t ¼ t1, r1’s
connection state will change to �ccr1 ¼ ð1; 4; 0; 4Þð4Þ since one of
the level-1 users is degraded, but r1 still receives level-4 QoS.
If a level-3 user leaves the cell at t ¼ t2 and r1 is chosen to be
upgraded (with probability 3

4 ) with the other two level-4
users, �ccr1 ¼ ð1; 3; 3; 1Þð3Þ. These transitions are illustrated in
Fig. 5 and we can again model r1’s received QoS levels as an
embedded Markov chain fYtng. In the above example,
Yt0 ¼ ð2; 3; 0; 3Þð4Þ, Yt1 ¼ ð1; 4; 0; 4Þð4Þ, and Yt2 ¼ ð1; 3; 3; 1Þð3Þ,
where ti is the occurrence time of the ith event (either an
arrival of a connection request or a departure of any existing
user). Finally, if r1 leaves the cell at tn, we let Ytn ¼ A. Here,A
is a completion (absorption) state because, once it entersA, it

will stay there forever. For simplicity of notation, we use �cc as

the connection state of any arbitrary user. The transition

probability P �c1c1; �c2c2 can be obtained based on the algorithms

introduced in the previous section and the detailed deriva-

tion will be presented later for the case of K ¼ 2.

3.3 Degradation Ratio

We now derive the DR of an admitted user, based on the

embedded Markov chain described above. First, we need to

derive N�ccj , the number of visits to state �ccj before entering

the completion state A, given that the initial state is �cci:

E�cciðN�ccjÞ ¼ E�cci

X1
n¼0

1fYtn¼�ccjg

" #
¼

X1
n¼0

P�cci�ccjðnÞ; ð11Þ

where Ytn is the state after the nth transition and P�cci�ccjðnÞ is
the n-step transition probability from state �cci to state �ccj.P1

n¼0 P�cci�ccjðnÞ is also the ði; jÞth element of potential

matrix G, which can be obtained by the following equation

G ¼
X1
n¼0

Pn; ð12Þ

where P is the transition matrix of the embedded Markov

chain. We can rewrite P as

P ¼ 1 0
TA TT

� �
; ð13Þ

since A is an absorption station such that PAA ¼ 1 and

PA�cci ¼ 0. TT is the restriction of P to the transient set, or the

transition probabilities between transient states, while TA

represents the transition probabilities between transient

states and A. Since we only consider the number of visits to

the transient states before entering the completion state A,

the potential matrix can be further rewritten as
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Fig. 4. State transitions of the number of users in one cell.

Fig. 5. Transitions of connection states: K ¼ 4.



G ¼ 1 0
F S

� �
; ð14Þ

where S ¼
P1

n¼0 T
n
T . Thus, E�cciðN�ccjÞ is just the ði; jÞth

element of matrix S. By matrix manipulation, S can be
computed by the following equation [18],

S ¼ ðI�TTÞ�1: ð15Þ

Before deriving the formula for DR, we first need to
calculate DR given that the initial state is �cci,

DR�cci ¼ �
XK
k¼1

Wmax �Wk

Wmax

X
f�cc¼�nnðkÞ: k>0g

E�cciðN�ccÞ
�þ

P
nj�

; ð16Þ

where � ¼ �0 þ �h if
P

ni < Nthresh and � ¼ �h otherwise.
The second summation of (16) is the average time a user
spends in the kth QoS level and is calculated by taking the
product of the average number of visits to that QoS level
and the average duration of each visit. The inverse of � is
the average total time a user spends in a cell, namely, the
term

P
i Ti in (1). Finally, DR can be obtained by (16) as

DR ¼
X
�nn

��nn � P ð�ccj�nnÞ �DR�cc; ð17Þ

where ��nn is the stationary distribution of the system state and
can be obtained by (8). The conditional probability, P ð�ccj�nnÞ, is
decided by the admission control and degradation policy.
For example, we have P ð�cc ¼ ð2; 3; 0; 3Þð4Þj�nn ¼ ð3; 2; 0; 2ÞÞ ¼ 1
in the previous example.

3.4 Upgrade/Degrade Frequency

Let us consider how to derive UDF—the average number of
switches per unit time between different QoS levels. Since
only the transition between a user’s connection states with
different quality indexes will be counted as a QoS-level
switch, we have to group the connection states with the
same quality index into a “super state.” Let Ti be such a
super state (or set): f�cc : �nnðiÞ 8�nn and ni > 0g for i ¼ 1 to
i ¼ K. For example, as shown in Fig. 6, even though there
are three transitions at t ¼ 0, 1 and 2, there is no quality
switch because the user r1 keeps receiving level-1 QoS. The
only difference between t ¼ 0 to t ¼ 2, from r1’s perspective,

is the number of users in other QoS levels. Until t ¼ 3, r1 is
chosen to be degraded (i.e., the fourth transition between
Y3 ¼ �nn

ð1Þ
3 ! Y4 ¼ �nn

ð2Þ
4 ) and so is Y5 ! Y6 and Y8 ! Y9. Let

~YnYn ¼ Yn be the new process which samples the original Yn at
the times of QoS-level switch, we have ~Y0Y0 ¼ Y0, ~Y1Y1 ¼ Y4,
~Y2Y2 ¼ Y6, and so on. Thus, f ~YnYng can also be modeled as a
discrete Markov chain with the transient probability matrix
~PP obtained as follows:

. If �cci 2 Th, then ~pp�cci�ccj ¼ 0 for �ccj 2 Th.

. For �cci 2 Th and �ccj 2 [K
k¼1;k 6¼hTk, ~pp�cci�ccj is the prob-

ability of being absorbed in the states, [K
k¼1;k6¼hTk of

the Markov chain with transition matrix P̂P:

P̂P ¼
[K
k¼1;k 6¼hTk

Th

[K
k¼1;k6¼hTk Th

1 0
Bh Qh

� �
;

ð18Þ

where Bh is the transition probability matrix of the
set Th to all other states, and Qh is the restriction of
P̂P to the set Th. Then, ~pp�cci�ccj ¼ ððI �QhÞ�1BhÞ �cici �cjcj as
we derived (15).

Having ~PP this way, the average time to the absorption
state A is then the number of switches between Tis. If we
rewrite ~PP as

~PP ¼ A
[K
k¼1Tk

A [K
k¼1 Tk

1 0
TA

~QQ

� �
;

ð19Þ

then the average number of QoS-level switches before a
connection is completed or handed off, given an initial state
�cc, is

E½Nd��cc ¼ ð1� ~QQÞ�11� 1: ð20Þ

Finally, we can obtain UDF as we derived DR in (17)

UDF ¼ �
X
�nn

��nn � P ð�ccj�nnÞ � E½Nd��cc: ð21Þ

3.5 A Simple Case: K ¼ 2

With the analytical model in the previous section, let us
consider a simple case with K ¼ 2, W1 ¼ 2, and W2 ¼ 1
(e.g., a video telephony with standard quality (= 40 Kbps)
and low-motion quality (= 20 Kbps)). The resulting
embedded Markov chain for the connection state of an
admitted user, r1, is shown in Fig. 7 and the transition
probabilities can be derived as follows: Since there are only
two QoS levels, we will denote r1’s connection states �cc ¼
ðn1; n2Þð1Þ as fn1þn2 (“f” as full quality), and �cc ¼ ðn1; n2Þð2Þ as
dn1þn2 (“d” as degraded quality). Now, let r1 be in any given
state. Then, three different events may occur: the arrival of a
new user, the departure of r1, or the departure of any other
existing users. We need to differentiate several situations in
order to calculate the transition probabilities as follows:

. For state fi, 1 � i � C
2 � 1, all existing users receive

full quality. Three transition probabilities of this

state are Pfi;fiþ1
¼ �i

�iþi� when another user joins the

cell, Pfi;A ¼ �
�iþi� when r1 leaves the cell before any

other event, and Pfi;fi�1
¼ ði�1Þ�

�iþi� when any other

existing user leaves the cell earlier than r1.
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Fig. 6. Transitions between different QoS levels.



. For state fi,
C
2 � i � C � 1, the arrival of a new user

may result in two different transitions. One is that r1

is degraded such that its connection state transits to

the degraded state diþ1. The other is that r1 is not

degraded such that its connection state transits to

fiþ1. The associated transition probabilities are

Pfi;diþ1
¼ �i

ðC�iÞð�iþi�Þ and Pfi;fiþ1
¼ ðC�i�1Þ�i

ðC�iÞð�iþi�Þ , respec-

tively. The other transition probabilities are Pfi;A ¼
�

ð�iþi�Þ and Pfi;fi�1
¼ ði�1Þ�

ð�iþi�Þ , which represent the

probabilities that r1 and any other user leaves the

cell, respectively.
. For state diþC

2
, 1 � i � C

2 , the departure of any other

usermay result in twodifferent transitions.One is that

r1 is upgraded because of the others’ departure(s)

such that its connection state transits to fiþ C
2�1
. The

other is that r1 continues receiving degraded quality

and, thus, its connection state transits to di�1. The

associated transition probabilities are Pdi;fiþC
2
�1

¼
C
2

i
�

�
iþC

2
þðC2þiÞ� and

Pdi;di�1
¼ 1� 1

i

� �
C

2
þ i

� �
�

�iþC
2
þ ðC2 þ iÞ�

:

The other transition probabilities are Pdi;diþ1
¼

�
iþC

2

�
iþC

2
þðC2þiÞ� when another user joins the cell and

Pdi;A ¼ �

½�
iþC

2
þðC2þiÞ�� when r1 ends its stay in this cell.

. Note that �N ¼ 0.

DRi can be obtained as in (16), but here we slightly

change it to

DR�cc ¼
X

dj2fdegraded qualityg
�E�iiðNdjÞTsojourn;dj ð22Þ

such that DR will be the fraction of time the user

spends in the degrade QoS level. The mean sojourn

time in state dj, Tsojourn;dj , is
1

�
jþC

2
þðjþC

2Þ��
according to (4).

Finally, DR can be computed according to (17)

DR ¼
XC2�1

i¼0

�i;0DRfiþ1
þ
XC�1

i¼C
2

�C�i;2i�CDRdiþ1
; ð23Þ

where �n1;n2
is given in (9).

Since there are only two types of switching (i.e., QoS
degradation: fi ! di or QoS upgrade: di ! fi), we can use
the first-step analysis to derive UDF,and the following
system of linear equations can be obtained:

EðDfiÞ ¼
X
j;j6¼i

Pfi;fjEðDfjÞ þ
X
j

Pfi;djðEðDdjÞ þ 1Þ; ð24Þ

EðDdiÞ ¼
X
j

Pdi;fjðEðDfjÞ þ 1Þ þ
X
j;j6¼i

Pdi;djEðDdjÞ; ð25Þ

where EðDfiÞ (EðDfiÞ) is the average number of quality

switches r1 will perceive given that its initial connection

state is fi (di). The solution to this system of linear equations

can be computed as

EðDÞ ¼ ðI�TTÞ�1C; ð26Þ

where C is the column vector with the ith element equal to

Pfi;di�C
2
þ1

for 1 � i � C � 1 or Pdi�C ;fi�C
2
�1

for C þ 1 � i � 3
2C.

By using (15), the vector EðDÞ can be rewritten as

EðDÞ ¼ SC: ð27Þ

UDF can then be obtained as:

UDF ¼
XC2�1

i¼0

��i;0EðDfiþ1
Þ þ

XC�1

i¼C
2

��C�i;2i�CEðDdiþ1
Þ: ð28Þ

Note that the DR and UDF derived so far are the QoS
metrics a handoff user may experience in each cell. The
values of these QoS metrics for a user in the cell where his
connection was initiated are different, but similar formulas
can still be derived by considering the restriction threshold

DR
I
¼

XminðNthresh;
C
2�1Þ

i¼0

��i;0Tfiþ1

þ
XC�1

i¼minðNthresh;
C
2Þ
��C�i;2i�CTdiþ1

UDF
I
¼

XminðNthresh;
C
2�1Þ

i¼0

��i;0EðDfiþ1
Þ

þ
XC�1

i¼minðNthresh;
C
2Þ
��C�i;2i�CEðDdiþ1

Þ;
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where DRI and UDFI will be the QoS metrics for a user in
the cell where his connection was initiated (i.e., the 0th cell
in Fig. 1).

4 NUMERICAL RESULTS

We use the traffic models in Section 2, where the arrival
process of new users is assumed to be Poisson and the
connection lifetime and cell-sojourn times are exponentially
distributed. The formulas for the resulting handoff rate and
channel-holding time can be found in (3) and (4). For
illustrative purposes, we first consider the case with K ¼ 2
and assume that each full-quality connection requires twice
the bandwidth of a degraded-quality connection. The
impact of arrival rates, connection lifetime, and user
mobility on the QoS metrics are discussed. Then, we
consider the case of K ¼ 3 and show how the bandwidth
allocation algorithm will affect the QoS metrics, especially
the trade off between UDF and user fairness.

4.1 K ¼ 2: Full and Degraded Quality

We assume that each cell can accommodate up to
40 degraded-quality connections in the following discus-
sion. Four QoS metrics—blocking probability of new users
(Pb), forced-termination probability of handoff users (Pf ),
degradation ratio (DR), and upgrade/degrade frequency
(UDF)—are evaluated. Since the users’ arrival rate, connec-
tion lifetime, and mobility (/ 1

� ) could significantly affect
these metrics, three sets of analysis are performed to
investigate their impact under various restriction thresh-
olds. The restriction threshold ranges from 1 to 40 in each
numerical analysis. If the restriction threshold is 1, the
traffic restriction is applied at state ð1; 0Þ and higher states
of the Markov chain shown in Fig. 4 and at most one new
user could be admitted into the system (e.g., most users in a
cell are handoff users from adjacent cells). On the other
hand, if the restriction threshold is 40, no bandwidth is
reserved for handoff users and, thus, there is no distinction
between new and handoff users. Selection of the restriction
threshold under different traffic loads is also discussed at
the end of this section.

4.1.1 QoS Metrics versus Arrival Rate

of Connection Requests

Four different arrival rates—20, 30, 40, 50 users per unit—
time are considered to represent different cell loads. We
first consider the case of no QoS degradation for compar-
ison with our scheme. The resulting Pb and Pf are plotted in
Fig. 8. The figure shows how the handoff users can be given
higher priority by controlling the restriction threshold. A
lower restriction threshold prevents a new user from joining
a cell, even when there are only few users in that cell, and
thus results in a higher Pb. On the other hand, a handoff
user will have a better chance of being successfully handed
off to a cell since most of the new users have been blocked.

Even though the restriction threshold provides differ-
entiated treatment for new and handoff users, both Pb and
Pf are still high. For example, for �0 ¼ 30 and Nthresh ¼ 16,
Pb is as high as 0.6 and Pf is about 0.1. Fig. 9 plots Pb and Pf

when QoS degradation is applied. It should be noted that
the maximum number of admissible users in a cell now is
40, as compared to 20 in the case of no QoS degradation,
since each degraded-quality user requires only one unit of
bandwidth. Therefore, the maximum restriction threshold
we can choose is 40. With the help of QoS degradation, Pf is
negligible and Pb is less than 0.1 for �0 ¼ 30 when a high
restriction threshold is used. Even in the case of heavy loads
(� ¼ 50), Pb and Pf are only 0:18, as compared to 0:45 if
using the restriction mechanism only. This result shows that
QoS degradation is an effective way of reducing both Pb and
Pf . Together with a proper choice of the restriction
threshold, we are able to maintain much lower Pb and Pf

while still giving handoff users priority over new users.
Fig. 10, however, shows the fact that the improvement on

Pf and Pb (by using the QoS degradation scheme) could
cause individual users’ severe QoS degradation. Both DR
and UDF increase with the cell’s load which can be
increased either by increasing the user arrival rate or the
restriction threshold. For example, DR could be as high as
0:8 when � ¼ 50 and Nthresh ¼ 35, mainly because the cell
keeps admitting users to the extent that most of them have
to receive degraded QoS. UDF increases even more quickly
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Fig. 8. Pb and Pf versus arrival rate: no quality degradation. Fig. 9. Pb and Pf versus arrival rate.



than DR as we increase the restriction threshold. For
example, UDF can be as high as five in the case of moderate
load even though a cell reserves 40 percent of bandwidth
for handoff users. One may find that there is a slight drop in
the UDF value in the case of high loads and high restriction
threshold. This is because of a sharp increase of Pf (in
Fig. 9), which, in turn, reduces the handoff rate. In
summary, the results show that, even though Pb and Pf

can be improved significantly (and, thus, the bandwidth
utilization) by QoS degradation, each individual user may
receive very poor QoS. Therefore, one must control both DR
and UDF when applying this degradation mechanism in
order to maintain a balance between the “benefits” of the
service provider and users. We will discuss more about this
issue in the following sections.

4.1.2 QoS Metrics versus Connection Lifetime

In this section, we vary the user’s connection lifetime: 1� ¼ 8,
4, 2, and 1 time units, with the new users’ arrival rate fixed
at 20 users per time unit. The plots for Pb and Pf are similar
to Fig. 9 and, therefore, are omitted here. DR and UDF
under these connection lifetimes are plotted in Fig. 11.
Unlike the previous case in which both DR and UDF
increase with the cell’s load, DR and UDF here react to the
changes differently. DR still increases with the load, which
is now caused by the increase of the connection lifetime or
restriction threshold. However, it is much more compli-
cated to interpret the result of UDF. In the case of higher
restriction threshold (e.g., 35), the UDF for � ¼ 1

8 is a half of
that for � ¼ 1

2 . That is, UDF decreases with the increase of
connection lifetime. This is because, when the cell is heavily
loaded, a longer connection lifetime helps reduce the
departure rate of the existing users. Thus, fewer adjust-
ments of bandwidth constellation are needed, resulting in a
smaller UDF. In the case of a low restriction threshold,
many new users are blocked. Together with a shorter user
connection lifetime, the total traffic load is much smaller2

such that most users would not interfere with one another.
This, in turn, results in a smaller UDF, explaining the

crossover of UDF under different �s when the threshold
changes.

The complexity of UDF’s dependency on a cell’s load
makes it much more difficult to control the QoS metrics. If
the cell’s load increase is due to a higher user arrival rate,
reducing the restriction threshold will be necessary to lower
UDF. However, if it is due to a longer user connection
lifetime, reducing the threshold only increases the blocking
probability without decreasing UDF much. Thus, monitor-
ing only the cell load will not be enough. Instead, the
admission and bandwidth allocation policy has to adapt to
each of these affecting factors (i.e., arrival rate or connection
lifetime) in order to achieve better performance.

4.1.3 QoS Metrics versus Mobility

We now vary the average cell-sojourn time— 1
� ¼ 0:5, 1, 2,

and 4 units of time—to study the effects of user mobility
on the QoS metrics. In all cases, the plots for Pb and Pf

are still similar to Fig. 9 when we change the restriction
threshold, but they are much less sensitive to the changes
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2. Recall that � is fixed here.

Fig. 10. DR and UDF versus arrival rate. Fig. 11. DR and UDF versus connection lifetime.

Fig. 12. DR and UDF versus mobility.



of cell-sojourn time. Even though higher user mobility
could contribute to more user’s cell crossings and, thus,
higher handoff rates, it also reduces the user’s channel-
holding time in each cell. Thus, the actual cell load does
not change much when we change the user mobility (or,
more precisely, the cell-sojourn time) and Pb and Pf do
not change much either. This insensitivity to the changes
of user mobility can also be found in DR as shown in
Fig. 12. Since the load of a cell remains unchanged, the
amount of time a user stays at each QoS level will be
statistically the same, thus keeping DR unchanged when
we vary �. However, UDF can be much larger in the case
of higher mobility than in the case of lower mobility,
despite the fact that changing user mobility hardly affects
the cell’s load. For instance, UDF � 6 when � ¼ 2, but
UDF � 2 when � ¼ 1

4 , both in the case of threshold ¼ 27.
These findings confirm the need for considering both DR
and UDF for adaptive QoS provisioning. In the case of
higher mobility, UDF is the dominant factor in individual
connections’ QoS.

Based on the results in the previous two sections and
those in this section, we can conclude that DR depends
almost only on the cell’s load, irrespective of the factor that
contributes to it. This makes it much easier to maintain a
preferred DR since we only need to control the cell’s load.
On the other hand, the impact of arrival rate, connection
lifetime, and user mobility on UDF are all different from
each other. Depending on which factor is in effect, we may
need a different approach to maintaining UDF. That is, the
real challenge for maintaining the user-perceived QoS lies in
the control of UDF, instead of the commonly believed DR.

4.2 K ¼ 3: Fairness versus UDF

As we mentioned in Section 3, the bandwidth reallocation
algorithm may affect not only the DR/UDF but also
fairness among the existing users. By “fairness” we mean
that the service provider should allocate the bandwidth to
all existing users in an egalitarian way. Therefore, if the
user is admitted into a cell, he should receive a QoS level
as close as possible to that of the existing users. On the
other hand, if the existing users’ QoS needs to be
degraded, we should choose users in an ascending order
of their current QoS levels and evenly degrade their QoS
to ensure fairness among the users. The same policy is
applied in upgrading users’ QoS levels except in a reverse
order. Fig. 13a shows the system state transitions under
such a fair reallocation algorithm in the case of C ¼ 24,
K ¼ 3 with W1 ¼ 4, W2 ¼ 3, and W3 ¼ 2. For example,
when a user arrives at state ð6; 0; 0Þ, in order to allocate as

much bandwidth as possible to the new user, three level-1
users are degraded by one QoS level. The resulting state is
then ð3; 4; 0Þ. Obviously, the fairness is achieved at the
expense of more QoS-level switches for the existing users.
At the other end of the spectrum, we may allocate a
minimum amount of bandwidth to an incoming user by
degrading as few existing users as possible. When an

existing user leaves the cell, we may reallocate the freed
bandwidth with a minimum adjustment of the current
bandwidth constellation. The state transitions of such an
“unfair” algorithm are shown in Fig. 13b. This time, if a
user arrives when the cell is in state ð6; 0; 0Þ, only one
existing user is degraded by twp QoS levels with the freed
bandwidth reallocated to the new user. The resulting state
will be ð5; 0; 2Þ. Since this unfair algorithm only requires a
minimum adjustment of the current bandwidth allocation,

a minimum UDF can be achieved. Thus, we will call it a
UDF-minimizing algorithm in the following discussion.

Fig. 14 plots DR under the completely-fair and UDF-

minimizing algorithms. The values of DR under these two

algorithms are the same for all restriction thresholds. This is

because, when the cell is fully utilized, the total amount of

degradation is independent of the bandwidth allocation

algorithm given that the total number of users in the cell is

the same. For example, the total amount of degradation in

state ð3; 4; 0Þ of Fig. 13a is 4 ¼ 4 � 1 because four users

receive level-2 quality. It can also be calculated by
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Fig. 13. State-transition diagram. (a) Complete-fair algorithm. (b) UDF-minimizing algorithm.

Fig. 14. Fairness versus UDF.



XK
i¼1

ni �W1 � C ð29Þ

because the cell is now fully utilized. If we use the UDF-
minimizing algorithm, the total amount of degradation in
state ð2; 0; 5Þ of Fig. 13b is also 4 ¼ 2 � 2, simply because two
users receive level-3 quality. Therefore, the average quality
degradation for each users will be the same (i.e., 4

7 ),
regardless of the algorithm used. However, the impact of
the reallocation algorithm on the UDF is significant. As also
shown in Fig. 14, the values of UDF under the completely-
fair algorithm are almost twice those under the UDF-
minimizing algorithm. Even though UDF can be minimized
as a result of the minimal adjustment of resource allocation,
it is extremely unfair in the sense that some users are
severely degraded while others receive full quality (e.g., in
state (5,0,2), (4,0,4), etc., in Fig. 13b). Between these two
extremes there are algorithms with different combinations
of fair and unfair bandwidth reallocation. “COM-1” is our
proposed bandwidth allocation policy which applies unfair
degradation and fair upgrade, while “COM-2” enforces fair
degradation and unfair upgrade as shown in Fig. 15. With
the help of this combination, a fairer algorithm with a
smaller UDF can be derived as shown in Fig. 14.

4.3 Adaptive Admission Control and Bandwidth
Allocation

In our proposed scheme, there are two mechanisms,
restriction threshold and bandwidth reallocation algorithm,
that we can use to control the QoS. Clearly, we must adapt
these two mechanisms to different traffic characteristics or
the QoS metrics of interest in order to achieve the best
performance.

4.3.1 Adaptive Restriction Threshold

From the previous discussion, we know that there exists a
trade off between the blocking probability of new users and
the other QoS metrics as we change the restriction thresh-
old. So, there does not exist an optimal value of restriction

threshold that optimizes all four QoS metrics. Since the
forced-termination probability increases sharply only when
the restriction threshold is close to the cell capacity, we may
let Nthresh � C if the blocking and forced-termination
probabilities are the only metrics of interest. For example,
the restriction threshold can be 37 or 38 as shown in Fig. 9.
However, DR usually attains its maximal value when the
restriction threshold is large, meaning that users’ received
QoS is severely degraded. Thus, we want to choose the
threshold to be about a half of cell capacity (e.g., � 25) and
then DR can be significantly improved (from 0.8 to 0.4) with
only a slight increase of Pb (by 0.1). It should be noted that
Pf is negligible and UDF almost remains unchanged
between Nthresh ¼ C

2 and C. This means that a user could
have a 50 percent better DR with the same Pf and UDF at
the expense of 10 percent more chance of blocking. The
same conclusion can be drawn from the results in Fig. 12 if
we set the threshold close to one half of the cell capacity
instead of setting to higher values. Both DR and UDF
decrease significantly—DR decreases from 0.6 to 0.1 in all
cases, while UDF decreases from 6 to 3 in case of high
mobility and from 2 to 0.8 in case of low mobility—with an
increase of Pb by 0.2 in the worst case.

4.3.2 Adaptive Bandwidth Allocation

In addition to adjusting the restriction threshold, we may
also use different bandwidth allocation policies to achieve
the desired QoS. Since DR only depends on the cell load, as
we discussed earlier, changing the bandwidth allocation
policy offers the advantage of improving the other QoS
metrics, especially UDF, without degrading users’ DR. For
example, if the user’s mobility is high such that UDF is
unacceptable, we may use the UDF-minimizing algorithm
to get a lower UDF. As shown in Fig. 14, UDF can be
reduced by 40 percent as compared to COM-1 without
changing Pb, Pf , and DR.

5 SIMULATION

In the previous analysis, we assumed that the cell-sojourn
time is exponentially distributed mainly for mathematical
tractability. In order to verify the applicability of our model
when this assumption does not hold, we built a simple
event-driven simulator written in C++. We consider a
wireless network of 30 cells, as shown in Fig. 16. Each cell
generates new connection requests according to the Poisson
arrival process. Upon receiving a user’s request for setting
up a connection, each cell will

1. perform the admission control,
2. if the user can be admitted, decide and schedule the

departure time according to the distributions of his
connection lifetime and cell-sojourn time,

3. if the answer to item 2 is yes, randomly choose a
target cell from the neighbor list of the current cell if
he needs to be handed off, and

4. perform the bandwidth reallocation algorithm.

A complete flow-chart of our simulator is given in Fig. 17.
For the purpose of comparison, we assume that each cell

can accommodate 40 degraded-quality connections. More-
over, the statistics of boundary cells (i.e., cells 7-11, 17-21,
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Fig. 15. Bandwidth reallocation algorithm: Com-2.



24-29 in Fig. 16) are not taken into account in comparison
with the numerical analysis of the previous section. Both
heavy-load (40 new users per unit time) and light-load
(20 users per unit of time) cases are considered. Three
distributions of the cell-sojourn time—exponential, uni-
form, and normal distributions—are used with mean of
1 unit of time and variance of 1 (except for the case of
uniform distribution). All other parameters are kept the
same as in the numerical analysis. The simulation results
are plotted in Fig. 18. Both DR and UDF are plotted with the
numerical results of the previous section (solid lines). In
both cases, most of the simulation results are close to our
numerical results. The largest error of DR is about 15 percent
when the arrival rate is 40 and the restriction threshold is
25, while the largest error of UDF is 18 percent when the

arrival rate is 40 and the restriction threshold is 20. A reason
for such deviation could be that the number of cells is not
infinite and, thus, the effect of boundary cells may
introduce the error. However, even when the distribution
of cell-sojourn time is uniformly or normally distributed,
the results are, in general, consistent with our analytical
model. As mentioned in Section 2, we model user mobility
with the cell-sojourn time because it is the main factor in
deciding each user’s channel-holding time during his stay
in that cell. Moreover, the cell-sojourn time also decides the
frequency of a user’s handoff before he completes his
connection. Thus, as long as the average cell-sojourn times
are the same, the average channel-holding time or handoff
frequency should not differ much, even though the exact
distributions are different. Since DR and UDF mainly
depend on the channel-holding time and handoff fre-
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Fig. 17. The flow-chart of event-driven simulator.

Fig. 16. The cellular network used in the simulation.

Fig. 18. DR and UDF under different mobility models.



quency, DR or UDF will be similar even if different
distributions of cell-sojourn time are used. This insensitivity
to the distribution of cell-sojourn time implies that our
analytical model can still be used to predict and control
user-perceived QoS under different user mobility models.

6 CONCLUSIONS

In this paper, we derived an analytical model for a wireless
network which uses adaptive bandwidth allocation to
provide users multilevel QoS. Four performance metrics—-
blocking probability, forced-termination probability, degra-
dation ratio, and upgrade/degrade frequency—are derived.
Using numerical analysis, we investigated their depen-
dency on user arrival rate, connection lifetime, and user
mobility, and showed the trade off among these metrics.
Moreover, we showed the importance of upgrade/degrade
frequency to QoS provisioning, especially because of its
strong dependency on user mobility and trade off with user
fairness. Fair admission and bandwidth allocation algo-
rithms are then provided such that low DR and UDF can be
achieved with only a slight increase in the blocking
probability of new users. Our simulation results indicate
the applicability of our proposed model even if different
mobility models are used. In summary, we have provided
an analytical framework for predictive or adaptive band-
width allocation algorithms. It can also determine an
appropriate restriction threshold and a bandwidth alloca-
tion algorithm, according to the traffic characteristics or
desired QoS criteria.
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