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Abstract—Wireless/mobile networks are highly dynamic due to (1) time- cepts/mechanisms were studied by others [3], [4], [7], distinct
V";‘]rying ?”d location-dependent ICha”I“?(' gongi“‘é”ﬁ and (?)huser mobility. jfeatures of our scheme include: (1) considering bandwidth fluc-
These characteristics cause wireless link bandwidth, one of the scarcest an . . .
most precious resources, to fluctuate severely. Presented is how to man-tqa_‘tlcm and_adaptanon due to Iocatlon—depen_dent _C_hannel con-
age the wireless link bandwidth allocated to each connectioadaptivelyin ~ dition variation; (2) penalizing connections which initiate adap-
this highly dynamic environment so as to maximize the service provider's tation actions too frequently; and (3) incorporating application-

total reward/revenue. Bandwidth adaptation can be triggered by either ar- - g0 0ific gdaptation constraints, such as how often and how much
rival/departure of a connection (due to setup, hand-off, or termination) or

change of the location-dependent channel condition. Using simulations, we Of adaptation can be made.
demonstrate how the proposed scheme works, and its superiority toanon- ~ This paper is organized as follows: Section Il describes

adaptive scheme in terms of link utilization and aggregate reward/revenue. the wireless system model under consideration. Our adaptive
bandwidth-allocation mechanism is presented in Section |Il.
Using simulations, the performance of our scheme is evaluated,
Recently, there has been a rapid growth of research and a@d Compared with that of a non—adaptive scheme in Section IV.
velopment efforts to provide mobile users a means of seaffle paper concludes with Section V.
less communication via wireless media. This has made it pos-
sible to implement and deploy current cellular systems, PCS,
and wireless LANs. Compared to their wired counterpart, wiré. Cellular Networks
less/mobile networks must deal with several problems which\ye will consider a cellular network, in which a mobile com-
make it very difficult to provide Quality-of-Service (Q0S): (Lmuynicates with another party in the network, via a base station
resources (e.g., bandwidth) in wireless networks are scarcer {188 while staying in the cell of the BS. When a user moves to an
in wired networks; (2) wireless channels are prone to locatioggjacent cell in the middle of a communication session, a hand-
dependent, bursty, and time-varying errors; (3) users tendgi@ il enable the mobile to maintain connectivity to its com-
move around during a communication session causing hand-gffgnication partner. The cellular system uses a fixed channel
between cells. Due to these distinct characteristics, it is essentifdcation (FCA) scheme, and céhas a wireless link capacity
to develop mechanisms tailored to support QoS for mobile Us&$;). The unit of link bandwidth is BU. LeE; ; be connection

The key to support wireless/mobile QoS is how to manage wifg-ce|| i, andS; be the set of indices of connections in dell
less link bandwidth efficiently in a highly dynamic environment

with time-varying channel conditions and user mobility. B. Adaptive Error Handling

In view of rapidly-fluctuating wireless link bandwidths, we  oyr scheme uses adaptive error control to handle time-
use anadaptive Qogoncept in which a connection’s required,arying channel conditions. This scheme may be based on adap-
bandwidth is not fixed at a single value, butis given aar@e e modulation, e.g., the physical layer of IEEE 802.11 [2], or
of bandwidth[bmin, bma- Ideally, it is desirable to always pro-5qaptive usage of error-control codes [6], or both. A common
vide the maximum required bandwidbinax for each connec- cnaracteristic of these techniques is that the better the chan-
tion. However, as a user moves around, or due to dynamicalis| condition, the more efficiently the channel resources can
fluctuating channel and network conditions, this may notalways, ;sed. ie.. a higher transmission rate can be achieved with
be possible. The minimum required bandwitighn can be con- e same bandwidth. We represent thendwidth usage effi-
sidered as the bandwidth required to support the Iowest—leggéncyof a connection with (< 1), i.e., by = rcwa, wherew,
QoS the mobile user can “live with.” Hence, we can use thehe handwidth allocated to this connection agds the actual
minimum required band\'mdtbmin for admitting/rejecting each throughput (or rate) perceived by (or granted to) this connec-
new/handed-off connection. tion. Note thatr¢ is a time-varying function of the location of

~ Using this adaptive QoS concept, it is possible to Utine connection and its environment, and will be determined by
lize bandwidth more efficiently, and thus increase the Sgfe underlying error-control scherhe.

vice provider's reward/revenue, while reducing the number gy the given link capacitZ(i) of cell i, the sumWa; of

of hand-off drops and new connection blocks. In this pgsandwidths allocated to all the connections in the cell should
per, we present and evaluate an adaptive QoS framework gadyounded b (i):
bandwidth-adaptation mechanisms which maximize the service
provider's reward/revenue. While such adaptive QoS con- Wi = ZSWa(Ci,j) < C(i), (1)
€S

I. INTRODUCTION

Il. SYSTEM DESCRIPTION

The work reported in this paper was supported in part by AFOSR under GrartConceptuallyy. can be interpreted as the channel code rate of the code being
No. F49620-00-1-0327. used if an adaptive error-control strategy is used.



F(by) decreasing function obg, depending on the adopted pricing

Rinax - scheme. Figure 1 shows an example reward function curve.
Note that the reward function seen by the service provider (i.e.,
given as a function of the allocated bandwidth (= bg/rc)) is
a time-varying function (since it depends on the time-varying
parameterc).
Depending on its application, a connection specifies (1) its
desired minimum duratioAt between two consecutive adapta-
1 | tions, called thelesired minimum inter-adaptation intervaind
fcWmin Wmax Dy (2) the desired maximum chandé on its granted throughput
in one adaptation process, called tesired maximum through-
put adaptation These will henceforth be called the connection-
specificadaptation constraintsFor example, a real-time video
connection might requirét to be several seconds afdto be a
wherew;,(C; ;) is the bandwidth allocated to connecti@y;. moderate positive number since too frequent and drastic fluctua-
Note that the sumBg;i = ¥ ;s bg(Ci,j), of the user-perceived tion of the perceived video quality is not desirable, while a non-
actual throughput, wherigy(Ci ;) is the actual throughput per-real-time connection probably specifies them to be zero since
ceived by connectio@; j, and so its upper-bound, which is acthe more bandwidth is assigned, the better in this case. Note
tually the user-perceived link capacity, is time-varying and déiat these two values specify how often and how much a connec-
pendent on the bandwidth allocated to each connection, it&n’s perceived actual throughput can be adapted. In summary,
wa(Ci ;). We assume that can have a number of different dis-connectiorC; j is specified by a se{B; j,F j(-),Ati j,Ab; j}.
crete values, i.efc € {r1 (= rmin),r2,---,f (= rmax)} since
only limited sets of modulations and error-control codes are ||| A papTIVE QOS VIA BANDWIDTH MANAGEMENT
used due mainly to the resultant computational complexity pro-
portional to the set size. The underlying adaptive error-controlThis section describes our framework for bandwidth manage-
scheme should be good enough to handle long-term variationent to support adaptive QoS in cellular networks so as to max-
of the channel, e.g., resulting from shadowing and signal a@mize the service provider’s total reward subject to connection-
tenuation, while it may not handle short-term variations, e.gpecific adaptation constraints.
resulting from short-term fading. Short-term variations can be
handled by proper MAC and packet scheduling/retransmissioN. gandwidth-Adaptation Mechanism
These combined strategies render a specific (average) amount
by of actual throughput perceived by each connection at the costn a cellular network, the BS of a cell has complete authority
of bandwidth(1 —r¢)wa. Note that the bandwidth usage effito determine its link condition and control the link bandwidth
ciencyr. should reflect the time-averaged — not instantaneoakiocated to each connection (and the bandwidth reserved for

min--

Fig. 1.  The reward functiorF (bg), wherebg = rewa, and Wiay(min) =
Prmax (min)/Tc-

— behavior of the channel a connection is experiencing. hand-offs [1]). In this paper, we concentrate on the adaptation
) o actions initiated or ordered by BSs due to the wireless link load
C. Adaptive Application and Reward/Revenue Models fluctuations.

We assume that each connection is specified barae There are two types of adaptation actions: bandwigiirade
[bmin, bmay, Of the required actual throughput. For examplenddowngrade Bandwidth downgrade actions are crucial since
real-time multimedia traffic can be represented and transporthdy directly affect the rejection of new connection requests and
as multi-layer scalable flows [5]. For coded video and audithe dropping of handed-off/on-going connections. There are two
for instance, it is possible to change the output rate by adjusticases that invoke a downgrade action: (1) the arrival of a new or
some encoding parameters. A non-real-time connection migainded-off connection at a cell, thus causing the sum of allo-
require the minimum throughput it can “live with.” On the othecated bandwidth to exceed the link capacity; and (2) the chan-
hand, some non-real-time connections may not require any guast condition degradation of a connection, thus requiring more
anteed throughput at all. All the traffic of this type can be habandwidth for error-control redundancy. An upgrade action, on
dled in an aggregate manner without per-connection bandwittile other hand, can be triggered when additional bandwidth be-
allocation. More specifically, the required actual throughput obmes available as a result of (1) a connection termination, (2)
a connection is given by a set of discrete throughput valuesitgoing hand-offs, or (3) an improved channel condition that
B = {b1(= bmin), b2, ,bm(= bmay }, depending on the under-decreases the need for a connection’s error-control redundancy.
lying application. Note that the required bandwidth range, i.¢dowever, unlike event-driven downgrade actions, upgrade ac-
[Wrmin, Wmax], WNEIr€Winax (min) = Pmax (min)/Tc, Of @ connection tions should be performed more judiciously utilizing each con-
with the required actual throughput ranfi®in, bmay is time- nection’s desired minimum inter-adaptation interval. This way
varying, depending on the value f we can reduce a wireless link bandwidth oscillation with fre-

A reward function is chosen such that the service providguent upgrade and downgrade actions, thus causing significant
earnsf (bg) units of reward/profit by providing actual through-overhead and user-perceived quality to fluctuate severely, both
put by € B to a connection or an application. The rewardf which are undesirable. Note that adaptation actions are not
functionF is connection-specific, and can be an arbitrary nofree; they too will consume resources.



B. Connection-Admission Control Abey = Dbrgy := Abnew (6)

As mentioned above, a downgrade action can be triggeredlyere At+ (At~) is the target minimum time for an upgrade
the admission of a new or handed-off connection. Describggbwngrade) action measured since the last adaptatioymind
below is an admission-control process for both new and handgdb™) is the target upper-bound on the actual throughput in-
off connections. Lebmin(Ci,j) andbmax(Ci j) beC; j’s minimum  crease (decrease) in each upgrade (downgrade) action. If there
and maximum required actual throughputs, respectively.  happens to be a bandwidth demand conflict after admitting a
The admission-control process checks if it is always possiew or handed-off connection, a downgrade action is invoked to
ble to provide each connection its minimum required actugsolve it.
throughput. The admission test for a handed-off conne@ign
in celli can be represented by C. Adaptation Rule

. . i Basic questions regarding bandwidth adaptation are (1) when
Z bimin(C1)/Fe(Ci.i) + Brin(Cho) /Tmin < C(1), @ to adapt, (2) which connections to be adapted, and (3) how much
to adapt. Our bandwidth adaptation will attempt to maximize
where theworst-casébandwidth usage efficienay is given by  the aggregate reward from already-admitted connections while
. . . satisfying connection-specific adaptation constraints. To bet-
fe(Cij) = { :C(,Ci’j)’ :; g' :z iizgti)nnary (3) ter explain this adaptation rule, we define two parameters for
mins o) 9 each connection, i.e., the upgrade sldm}fj and the down-

That is, ther¢ value of a stationary connection is determine@irade slop@R; of connectionC; j's reward functiorf; ; are,
at its current bandwidth usage efficiency while that of a movespectively, defined by
ing connection is determined at the minimum bandwidth usage

efficiencyrmin. The rationale behind using(C; ;) instead of 0,. . if | is the rpaximum,
re(Cij) in Eq. (2) is thar¢(Ci j) of a moving connection is sup- ARY, = F'-J(rC(Q-J)W\A',Ei:\i;l-'UC(Q-J)W'), (7)
posed to vary over time, and the connection might be dropped otherwise

in a cell when its channel condition gets worse. For the same .
reasonrmin is used for a handed-off connection. When a newly- °':’_ . if l__: 1, .
. . K . . - i, (re(Gi,j)wi)—=F j(rc(Gij)wi_1)
admitted connection is moving, we assume the connectiontobe AR} = W= 1 ) (8)
stationary if its bandwidth usage efficiency does not vary and it otherwise
does not hand off during a certain time period. The channel a
stationary connection experiences could vary over time dueviberel is the level of the actual bandwidth received by connec-
its time-varying environment. However, the “average” channgbnC; ;, i.e.,byg(Ci ;) =by orl =levelC ;).
behavior will not change much, sg — which is determined  When a new or handed-off connection is admitted, or a
based on the time-averaged behavior of a channel — will staynnection’s channel condition gets deteriorated, the aggregate
virtually constant. bandwidth allocation in the cell might become larger than the
Admission control of new connections is based on the schetfivk capacity. Then, the allocated bandwidths of some connec-
proposed in [1], in which the adaptive QoS concept was nidns (possibly including the newly-admitted or handed-off con-
used. A portion of the link capacity is set aside in each cell fpection) should be reduced. The downgrade process i cell
possible hand-offs from its adjacent cells to keep the hand-efbrks as shown in Fig. 2, whemg; is the time elapsed since
dropping probability below a target value. This reserved banG;;'s last bandwidth adaptation, arfil; is its actual through-
width can be used only for hand-offs from adjacent cellspmit put decrease during the current downgrad€; Jfnever experi-
for admitting new connections in the cell. A newly-requesteshced an adaptation befomg; is set to the time elapsed since
connectiorChewin celli requires an admission test: its setup.
. As clear from the pseudo-code, while meeting its adaptation
Z bmin(Ci.j)/fe(Gi,j) + bmin(Cnew) /rmin < C(1) =Wki,  (4)  constraints, a connection with the minimum downgrade slope is
chosen and downgraded until the aggregate bandwidth alloca-

whereW; is thetarget reservation bandwidth- the required tion becomes less than, or equal to, the link capacity. If it is
bandwidth to be reserved for hand-offs — in g¢elUpon arrival hot possible to find a connection satisfying the adaptation con-
of a new connection requesit; is updated predictively and straints, the constraints are “loosened” until such a connection
adaptively — before performing the admission test (4) on tfi@ found, and then this connection’s constraints are tightened,
request — depending on the neighbors’ loads. For the admissién, At~ (Ab™) is increased (decreased), to compensate for the
decision, in addition to checking bandwidth availability in gell Violation of the constraints later. We believe that keeping all the
asin Eq. (4), some neighbors of ciedllso check their bandwidth ©n-going connections (or accommodating a new connection) is
availability. See [1] for more details on this. more important than not violating the connections’ adaptation
The maximum actual throughpbihaxCrew) is assigned ini- constraints. This is whit andAb is said to bedesired(as op-

tially to the newly-admitted connection. Then, connectiorosed to “required”) values in Section II. If a newly-admitted
specific parameters are defined as: connection initiates a downgrade action, thenAits™ (At™) is

set toew (—o) to render it unlimited adaptation from its maxi-
At = Dty = Dtnews (5) mum actual throughput provided initially.




Dtagj:=0; Abygj:=0; index=1;

while Wai > C(i)) { while (index= 1 and
if (Atagj = max; Ati?j) Abggj = Abggj+ 1 (BUS); Jks.t. ARiJfk #0,Tix > AtiJ.Fk, andBix < Abr_rk) {
while (A ks.t. AR, # oo, choosej with maxARfj, Ti,j > Atifj ,andB;j < Abfj;
Tik > O —Dtagj, andBix < Al +Abgygj) I =lev(Gj);
Dtagj = Dtagj + 1 (s€C); if (Wai+ (W1 —wi) < C(i) = W) {
choosej with min AR, Wi = Wa.i + (W1 —WI_);
Ti,j > Ot — Magj, andp;,j < Abj + Abagj; lev(Ci,j) :=lev(G,j) +1;

Wai :=Wai — (W —w_1), wherel =levelG;);
lev(Cij) :=1ev(Gj) - 1;

elseindex=0;

if (Dtagj # 0) At = At} + Atagj; }
else Aty := At j; Fig. 4. Allocating the residual bandwidth to connections.
if (Abagj # 0)
if (Ab{j >1(BU)) Ab{j e Ab{j —1(BU); index=1,;
else Abj; := Abj j; while (index= 1) {
} choosej with maxARY;, 1i,j > At';, andpi j < Abf;

choosek with min AR;, Tj k > Aty ), andf; x < Ab;;
Wai = Waj + (Why 1 —Why ) — (Wi, — W, 1),
wherel; = lev(G ;) andl, = lev(G k);
if (AR’ > AR andWj; < C(i) —W) {
i’ .

Fig. 2. Resolving a bandwidth demand conflict via downgrade.

if (G, initiated a downgrade}
AY =AY + 1 (sec);

. Wa.i -:Wa_iv
if (Ab"; > 1) Abf; = Ab; — 1 (BU); lev(Gij) i= 1ev(Gj) + 1;
} lev(Gix) == 1ev(Gix) — 1;

—

Fig. 3. Penalizing an on-going connection initiating a downgrade action. .
else index=0;
As shown in Fig. 3, when on-going connecti@; initi-
ated a downgrade action due to its hand-off or perceived chan-
nel deterioration, it is “penalized” to have less chance to up- ) )
grade/upgrade in future. This will reduce the fluctuation of wire- ~ "€Wly-generated connection can appear anywhere in the
less link bandwidth. An upgrade action is triggered when the  C€ll with an equal probability.

total allocated bandwidth is less than the unreserved bandwidt; Mobiles can travel in either of two directions with an equal
e, Wai < C(i) — W, probability with a speed chosen randomly between 40 and

The upgrade process in céllworks as shown in Fig. 4. 60 (km/hr). Each mobile will run straight through the road

Basically, while satisfying its adaptation constraints, a connec- With the chosen speed, i.e., mobiles will never turn around.

tion with the maximum upgrade slope is chosen, and upgra 4 Egch connection’s lifetime is exponentially-distributed
with mean 120 (seconds).

as long as the aggregate allocated bandwidth is less than the e X L
unreserved bandwidth. When no adaptation action was fn2- A connection's required actual throughput set is given by
voked for a time periodlagap, Which is the maximum cell B = {1(=bmin),2,3,4 (= bmay) } (BUS). The reward func-
inter-adaptation interval, the process in Fig. 5 is invoked to re- HonF () is given byF(1) = 1,F(2) = 1.5,F(3) = 1.8, and
F(4) = 2. The desired minimum inter-adaptation interval

allocate bandwidths among the existing connections. This se- ) . .
lects those connections satisfying adaptation constraints with the 2;): 52 ((s;LcJ).)The desired maximum throughput adaptation
= s).

maximum upgrade slope and the minimum downgrade slope e ) - o
and upgrades and downgrades their allocated bandwidths, #8: A connection's bandwidth usage efficiency is giverrby-
spectively, if it results in a positive gain of reward. Even with-  0-95 when its mobile is within 0.25 km range from a BS,
out any link-bandwidth fluctuation, each connection’s status in. 21drc = 0.8 otherwise. _ .

terms of adaptation constraints varies with time, e.g., a connét.- Each cell has a fixed link capacity 100 BUs, i€(j) =
tion becomes available for adaptation by passhg or At~ C =100 for alli.

since the last adaptation, so this adaptation increases the agéﬁgumptionAG represents the condition that (1) the farther
gate reward. rom the BS, the worse the channel condition, which typically

happens due to limited transmission power, and (2) two error-

IV. COMPARATIVE PERFORMANCE EVALUATION control codes are adaptively used to keep the user-perceived er-

ror probability below a given threshold.

The parameters used include: the target hand-off dropping
In our simulation environment, mobiles are traveling alongrobability PHp target = 0.01, and the maximum cell inter-

a straight road (e.g., cars on a highway). This environmentddaptation intervalagapt= 10 (sec). Other parameters relevant

the simplest in the real world, representing a one-dimensioi@the bandwidth reservation for hand-offs are assigned the same

cellular system. We make the following assumptions: values used in [1] except fdiguad= 10. As a reference for com-

Al. The cellular system is composed of 10 linearly-arranggarison, we consider the performance of a non-adaptive scheme
cells with 1 km-diameter, where two end-most cells args well, in which each connection’s required actual throughput
connected together to form a ring structure. is 1 (BU), and a fixed channel usage efficiemgy= 0.8 is used

A2. Connection requests are generated according to a Poissmspective of the connection’s location, and the rest is the same
process with ratd (connections/second) in each cell. Aasthe schemaC3in [1].

Fig. 5. Re-allocating bandwidths to connections.

A. Simulation Assumptions and Specifications



1 ; ; ; ; ; ; Another interesting observation is tha4 of our scheme de-
T creases slowly after peaking at around the offered load of 40.
o1k i This is becaus®V; increases after passing the offered load of
40, and the reserved bandwidth cannot be utilized. However, we
also observe that the sum 8§ andW; is larger than the link
capacity of 100 BUs with our scheme, e.g., at the offered load
Pyo: adaptive of 150, Wz + W ~ 104. The reason for this is that the reserved
EHDE%EEEBEE@ I bandwidthW in cell i affects only new connection-admission
P — decisions and upgrade processes while the whole link capacity
can be utilized after a downgrade process. By comparing the
aggregate revenurof the two schemes, we found tHabf our
scheme is limited by a larger value, and also increases mono-
tonically till a larger offered load is reached. Since our revenue
function has decreasing marginal revenues for an extra unit of
ol ! T i actual throughput, the monotonic increaseRoés the offered
' load increases implies that more connections are admitted. One
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Fig. 6. Pcg andPyp vs. offered load.
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;& E WR5282223§E{%¥S S tions are provided 1 BU which corresponds to one unit of rev-
& 40r - non-adaptive ------- enue, then the difference BfandW,; comes from the minimum
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1 channel usage efficienay,in, which is 0.8 for our simulation
1 study, i.e.W;-0.8~ R.
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o s s V. CONCLUDING REMARKS
0 20 40 60 80 100 120 140
Offered load We have proposed an architecture for wireless bandwidth al-
Fig. 7. W, Wa, andRyvs. offered load. location and managementin a highly dynamic environment with

user mobility and time-varying channel conditions. Each con-
nection is specified by a set of an acceptable actual throughput

Fig. 6 shows the performance of both the proposed and tt&#ge, a revenue function, and adaptation constraints defining
non-adaptive schemes in terms of the new connection blockif@w often and how much bandwidth adaptation can be made.
probability Pcg and hand-off dropping probabilitip. The The BS allocates bandwidth to each connection so as to maxi-
offered loadper cell, L, represents the aggregate throughpiitize the aggregate revenue while attempting to meet the adap-
required on average to support the minimum required actialion constraints. An adaptation action can be triggered due
throughput to all existing connections in a cell, ile= A - 120. to a connection arrival/departure or a channel condition change.
First, we observe tha®p’s for both schemes are bounded byour scheme also penalizes connections which initiate frequent
Puparget (= 0.01) over the entire range of the offered loadlowngrade/upgrade adaptations in order to reduce link band-
thanks to the bandwidth reservation for hand-offs. Moreovayidth fluctuations. Using simulations, we demonstrated how
both Pcg and Pyp of both schemes are almost the same, r#ie proposed scheme works, and showed its advantages over a
spectively. Obviously, this is because we use the minimum fon-adaptive scheme.

B. Simulation Results and Discussion
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