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Abstract—Broadband Integrated Services Digital Network (B-
ISDN) is expected to carry various types of traffic, including
best-effort as well as real-time traffic like video-on-demand, live
multimedia conferences, and remote medical services for which
stringent quality of service (QoS) requirements must be met. In
particular, per-packet (per-cell) delay guarantees are an impor-
tant QoS requirement for real-time applications. Although several
methods have been proposed to provide delay guarantees in
packet-switching networks, they are either too complex for ATM
networks which allow only very simple operations to achieve
high bandwidths (hence, high-speed switching and routing), or
too inefficient (in using network resources) to be cost effective. In
this paper, we propose a cell-multiplexing scheme for the real-
time communication service in ATM networks. The proposed
scheme achieves an efficiency close to that of Packet-by-Packet
Generalized Processor Sharing, and incurs an implementation
cost similar to that of Rate Controlled Static Priority Queueing.
It employs the leaky bucket model as the input traffic description
model and regulates the input traffic at the User Network Inter-
face to follow the input traffic specification. Inside the network, it
consists of two components, traffic controller and scheduler. The
function of the traffic controller is to shape real-time traffic to
have the same input pattern at every switch along the path. The
end-to-end delay is bounded by the scheduler which employs a
nonpreemptive rate-monotonic priority scheduling policy at each
switch on the path. The proposed scheme is compared to three
other popular schemes with MPEG-coded movie clips. Finally,
we present a hardware implementation of the proposed scheme
based on a systolic array priority quene.

Index Terms—ATM, broadband ISDN, cell multiplexing, chan-
nel admissibility, delay guarantee, multimedia conferencing, rate-
monotonic priority scheduling, real-time communication, traffic
controller.

1. INTRODUCTION

UE MAINLY TO their potential for efficiency and flex-
ibility, asynchronous transfer mode (ATM) networks
have drawn significant attention as a main technology for

implementing broadband Integrated Services Digital Network .

(B-ISDN). In order to realize the potential of B-ISDN, ATM
networks must support a wide variety of traffic and meet
diverse service and performance requirements. Among the
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various B-ISDN services, providing performance (delay and/or
delay jitter bound) guarantees is essential to such real-time
applications as video and audio conferencing and video-on-
demand. Unlike traditional data communication applications,
real-time applications must meet stringent performance re-
quirements in terms of delay, delay jitter, throughput, and
cell-loss rate.

Among these performance requirements, delay guarantees
are particularly important to real-time applications, as the cell-
error rate can be kept very low with the use of advanced
networking and coding technologies available today. In par-
ticular, real-time communication requires the delay of each
cell, not the average delay, as the quality of service (QoS)
requirement. If a cell arrives at the destination after its deadline
has expired, its value to the application may be greatly reduced
or even worthless. In some cases, a cell missing its deadline is
considered lost. Thus, the cell-delivery delay must be bounded
and predictable for real-time applications.

The best-effort delivery service cannot satisfy the diverse
QoS requirements for different real-time applications, be-
cause the associated packet multiplexers do not differentiate
between real-time and nonreal-time traffic, nor among real-
time messages themselves. In order to provide per-connection
end-to-end delay guarantees in packet-switching (and ATM)
networks, we need a special packet/cell scheduling scheme.
When packets of different connections compete for an outgo-
ing link, the packet-scheduling scheme orders these packets for
transmission so that all real-time connections are guaranteed
to meet their packet deadlines over the link. In order to
meet packet-delay requirements, the packet-scheduling scheme
must be supplemented by an appropriate connection admission
control (CAC), usually achieved by resource reservation and
traffic policing schemes. These schemes are governed by
a connection’s input traffic specification, i.e., packet-arrival
behavior at its source node. Specifying/modeling a real-time
application’s traffic pattern is a challenging problem, es-
pecially when source traffic has variable bit rate (VBR)
characteristics, e.g.,, MPEG-coded video. The leaky bucket
model [1], [2] and the (X nin, Xaves {; Smax) model [3], [4] are
prototypical example input traffic specifications. In the leaky
bucket model, the amount of connection ¢’s traffic generated
during time interval [¢,7] is assumed to be upper bounded by
o; + pi(r — t). That is, the size of an instantaneous traffic
burst is limited by o; and the long-term average traffic-arrival
rate is upper bounded by p;. In the (Xumin, Xave: I, Smax)
model, X, is the minimum packet inter-arrival time, X,ve
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is the average packet inter-arrival time over a time interval of
length I, and Spay is the maximum packet size. This model
tries to capture the burst duration, as well as the long-term
average arrival rate and the short-term peak rate. Although
how to schedule a packet and how to characterize source
traffic are, in general, orthogonal issues, choosing a good input
traffic characterization affects greatly the performance of a
packet-scheduling scheme in terms of network utilization and
achievable delay bound. Thus, in analyzing the performance
of a packet-scheduling scheme, one must also consider the
underlying input traffic characterization. A packet-scheduling
scheme combined with an input traffic specification is called
a service discipline [5].

In order to provide deterministic real-time communication
services in large-scale high-speed ATM networks, a service
discipline must usually be implemented in hardware for fast
operation speed. Let us consider the following example to get a
feel for operation speed. In a 2.5-Gb/s ATM network, a cell can
be transmitted once every 0.17 ps. In the worst case, the link
scheduler must determine which cell to transmit first within the
next 0.17 pus, while accepting new cells from all incoming links
within the same 0.17 us period. If the link scheduler cannot
keep up with this link speed, it should not be used for real-time
communication in high-speed networks (as it will keep the link
idle and, hence, underutilize the link bandwidth). Scalability is
another important factor since switches in backbone networks
can easily have hundreds of thousands of concurrent real-time
connections/channels with different delay requirements. So,
the hardware implementation of a service discipline must be
scalable with respect to the number and the type of real-time
channels.

Recently, there have been several service disciplines
proposed for per-connection end-to-end delay guarantees in
packet-switching networks [5]. Virtual Clock is a rate-based
traffic control algorithm that can be used in packet-switching
networks. Although it can provide delay-guaranteed service
with an appropriate connection admission control, it tends
to penalize a connection that has received better than
guaranteed service during a certain time interval [6]. Framing
strategies like Hierarchical Round Robin and Stop-and-Go
provide bounded end-to-end delays. However, as pointed
out in [5], they suffer the problem of coupling between
the guaranteeable delay bound and the bandwidth-allocation
granularity. Delay-EDD (Earliest-Due-Date) [3] combined
with the (Xmin, Xave, ., Smax) model can provide bounded
end-to-end delays [3] and is optimal in terms of link utilization,
since it adopts deadline scheduling [7]. However, calculating
packet deadlines and sorting the packets based on their
deadlines are very expensive in time and hardware. Rate
Controlled Static Priority Queueing (RCSP) [4] and Real-
Time Channel (RTC) [8] are variants of Delay-EDD, but
do not require the calculation of packet deadlines inside the
scheduler, While RTC employs the leaky bucket model as its
input traffic specification and allows an arbitrary number of
priority levels for arbitrary link-delay guarantees, RCSP uses
the (Xmin, Xaves I, Smax) model and allows a finite number
of static priority levels for the simplicity of implementation.
Since they both are rate-controlled service disciplines [4]

and, more generally, nonwork-conserving service disciplines,
they reduce the buffer requirement at the intermediate nodes.
In nonwork-conserving service disciplines, the traffic-arrival
pattern of a connection is reconstructed at every intermediate
node, so that the traffic-arrival patterns at the intermediate
nodes conform to the original input traffic specification at the
source. Nonwork-conserving service disciplines achieve this
goal by using a traffic regulator that holds early packets until
their logical arrival times or eligibility times. Although they
yield larger average packet delays than their counterparts,
nonwork-conserving service disciplines can provide the same
delay bounds as work-conserving service disciplines. Weighted
Fair Queueing (WFQ) [9] is a rate-based packet scheduling
scheme and guarantees a minimum throughput to each
connection over a period longer than its packet inter-arrival
time. However, WFQ itself cannot provide bounded end-to-
end delays. Parekh and Gallager proved that Packet-by-Packet
Generalized Processor Sharing (PGPS), which happens to be
the same as WFQ, can provide bounded end-to-end delays
using the leaky bucket model for input traffic specification
[6], [10]. WFQ (PGPS) shares the same advantages and
disadvantages as Delay-EDD because it also adopts a deadline
scheduling.! In addition, like Delay-EDD, PGPS is a work-
conserving service discipline and, thus, it requires larger
buffer space than RCSP or RTC.

Although Delay-EDD, RCSP, RTC, and PGPS can provide
bounded end-to-end delays in ATM networks, they differ
in input traffic specification, connection admissibility, and
implementation complexity. Among them, PGPS is the most
efficient in connection admissibility because of its optimal
deadline scheduling and the efficiency of its input traffic
specification. However, it may not be a good candidate for
realizing real-time communication in ATM networks because
of its implementation complexity due to: 1) the high overhead
associated with virtual finish time calculation and deadline-
based sorting and 2) its large buffer space requirement. Since
the number of real-time connections supported by a service
discipline can be very large, the scalability of a service
discipline is very important, especially when it is imple-
mented in hardware. The large buffer space requirement of
PGPS significantly degrades its scalability. In Section IV, the
implementation issue of PGPS will be examined.

In this paper, we propose a new service discipline called
the Traffic-Controlled Rate-Monotonic Priority Scheduling
(TCRM) that provides user-requested delay guarantees in
ATM networks. As a rate-controlled service discipline, the
TCRM has a simple structure similar to that of RCSP, but
it tries to simulate the behavior of PGPS, thus achieving
connection admissibility close to that of PGPS. This scheme
requires traffic regulation at the User Network Interface
(UNI) and scheduling at each link along the path. We divide
the multiplexer of each link into two components, traffic
controller and scheduler. Using this mechanism, TCRM: 1) has
efficiency close to PGPS in terms of connection admissibility;

! Although WFQ (PGPS) is not deadline scheduling but rate-based in
essence, it requires the sorting of packets based on their virtual finish times
which can be viewed as their deadlines. Hence, we consider WFQ as deadline
scheduling.
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2) is simple enough to operate in a high-speed switching
environment like ATM networks; and 3) requires only a very
small buffer space for each real-time connection.

Section II describes the mechanism of the proposed scheme
and presents an admission-test algorithm for this scheme.
Section III compares the proposed scheme with other schemes
using MPEG-coded movie clips. In Section IV, we propose a
simple implementation of the proposed scheme and discuss
its implementation complexity. The paper concludes with
Section V.

II. THE PROPOSED SCHEME

A real-time channel is defined as a virtual circuit through
which a real-time communication service is provided. Before
requesting the setup of a new real-time channel, the user must
determine the parameters of its input traffic specification and
present them to the network service provider along with its
QoS requirements. Based on the user’s input traffic specifi-
cation and QoS requirements, the network service provider
selects an appropriate path—that is, QoS routing—which
traverses multiple nodes and links, and reserves the network
resources needed to satisfy the user-specified QoS requirement.
At run-time, the service provider guarantees the QoS using the
reserved resources.

Before discussing the proposed cell-multiplexing scheme,
we must first consider the method to characterize source
traffic. One of the most important requirements of a good
input traffic specification is that it should be “enforceable”
with a simple traffic-policing scheme. If a complex input
traffic specification is employed, a traffic-policing scheme
that works for each connection at the network entrance will
be expensive and, hence, it cannot be used for large-scale
high-speed networks. Although many complex input traffic
specifications like multiple leaky bucket regulator model or
even empirical traffic envelopes were employed for providing
end-to-end delay guarantees [11]-[13], the usefulness of these
models in a real world is difficult to prove. In our approach, we
employ a leaky bucket model as the input traffic specification
as in PGPS. One can imagine the leaky bucket model, simply
called the (o;, p;) model here, as placing a smoothing buffer at
the network entrance, the size and average drain rate of which
are o; and p;, respectively, so that the burstiness of input
traffic inside the network is limited, thus lowering the network
resource-reservation requirement. In this case, the smoothing
buffer works as a traffic policer at the network entry.

The parameter pair of the leaky bucket model for a variable
bit rate (VBR) source (o5, p;) is obtained from the empirical
traffic envelope of the source [13]. The empirical traffic
envelope E*(t) is defined as the maximum amount of traffic
that has arrived during any time interval of length ¢, i.e.,

E*(t)= m;a%(A[T,’r—}—t] Vt>0

where A[r, 7+1] is the amount of traffic that has arrived during
a time interval [7, 7 +¢]. Then, (o;, p;) is given as a parameter
pair satisfying the following relation:

g+ pit > E*(t) Yt>0.
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Fig. 1. Two choices for (o;, p;) parameter pair.

There usually exist multiple pairs satisfying the above relation.
For example, in Fig. 1, two such parameter pairs are shown for
a VBR traffic, (01, p1) and (o9, p2). They both describe the
source traffic, while having different burstiness characteristics
and throughput requirements. By choosing different parameter
pairs, one can provide different delay bounds to a real-time
channel under the same cell-service discipline. For instance,
for PGPS, (o1, p1) model will provide a smaller delay bound
than (o2, p2) model at the expense of higher resource re-
quirements. So, we assume that input traffic specification
parameters can be chosen depending on the performance
requirement of an application.

Our scheme requires cooperation between the UNI and
each ATM switch along the path in order to provide real-
time communication service. The UNI regulates each channel
i’s traffic so as to bound the cell-arrival rate at the network
entrance by p;. The network service provider ensures that the
requested channel ¢ gets its (minimum) service rate p; at every
switch along the path through an appropriate admission control
and run-time processing.

A. Traffic Shaping at UNI

Given the traffic model parameter pair (o;,p;), the user
requests a cell-transmission rate p; from the network. After
establishing the channel based on an appropriate admission
test, the user begins to transmit its traffic according to the
{(0s,p;) model. At the network entrance, the UNI regulates
the incoming traffic in such a way that the maximum cell-
transmission rate into the network is smaller than p;, or the
minimum cell inter-transmission time is larger than L/p;,
where L denotes the length of one cell (53 bytes). That is,
when the kth cell of channel 7 arrived at the UNI at time Ag,
its transmission time X}, is calculated as

Al . k=1
Xi = {max(Xk_l + —',Ak), k>2. @

?

Until X}, the UNI holds the cell in its buffer. Since one cell
is permitted to be transmitted every time interval of length
L/ p;, the minimum and maximum guaranteed service rates of
the queue are p; over an interval of length L/p;. Since the
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traffic can arrive in a burst, the maximum size of which is o;,
the UNI must have a buffer space of ¢; bits to avoid cell loss.

Unlike other approaches like PGPS, RCSP, and RTC, our
scheme does not allow the burst of cells belonging to channel
¢ to be instantaneously transmitted into the network. Such a
strict nonwork-conserving service discipline at the network
entrance, as we shall see later, does not change the end-
to-end delay bound, while significantly reducing the buffer
requirement inside the network.

B. Traffic Regulation and Scheduling Inside the Network

We model an ATM switch as an output-buffered mulitiple-
input-multiple-output switch [14]. In this model, no cells are
lost due to contention within the switch fabric, and contention
exists only among those cells sharing the same outgoing link.
Assuming that the switching delay is negligible as compared
to the queueing delay at an output buffer, we concentrate on
controlling the queueing delay at the output buffer in order to
achieve a bounded end-to-end delay.

As a rate-controlled service discipline, TCRM consists
of traffic controllers and a scheduler (see Fig. 2). A traffic
controller is assigned to each individual real-time channel and
the scheduler is shared by all the real-time channels.

1) Traffic Controller: The traffic controller executes the
same traffic regulation function of the UNI. That is, it keeps
the cell-arrival rate at the scheduler below p;. It holds the
incoming cells until their supposed arrival times, and then
transfers them into the scheduler. This supposed arrival time
is called the logical arrival time in [8] and [4]. The logical
arrival time of an incoming cell is calculated based on that of
the previous cell of the same channel. Thus, the logical arrival
time of the kth cell at the nth node, X} ,, is calculated as

Aln k=1

»

— L
Xkn =9 max (Xk—l,n + _7Ak,n> k>2 2
Pi

where Ay, ., is the actual arrival time of the kth cell at node
n. Note that the inter-logical arrival time of incoming cells is
at least L/p;. Assuming that the cell-arrival rate at the traffic
controller is under p;, we can ensure that at most one cell
for channel ¢ can exist in the traffic controller of channel ¢,
since the traffic controller is permitted to transfer a cell every

L/p; s. Hence, the traffic controller requires buffer space for
storing only one cell.

2) Nonpreemptive Rate-Monotonic Priority Scheduling:
After the cell stream of real-time channel 7 passes through
the traffic controller, the cell-arrival rate at the scheduler
of every switch is bounded by p;. If we can provide the
minimum cell drain rate p; at the scheduler, the unbounded
accumulation of cells at the scheduler will never happen.
In that case, the minimum cell inter-arrival time and the
cell delay bound at the scheduler will be given as L/p;. In
order to provide the minimum cell-drain rate p;, we employ
the well-known rate-monotonic priority scheduling as the
scheduling policy of TCRM. Liu and Layland [7] proved that
the rate-monotonic priority scheduling is optimal among all
fixed-priority scheduling policies when the deadline of each
task is the same as the task period. If we treat a cell as a
“task,” then the rate-monotonic priority cell scheduling is
optimal among fixed-priority scheduling policies® that achieve
the guaranteed throughput, because the cell inter-arrival period
is the same as the cell-delivery deadline (= L/p;). This
scheduling policy assigns higher priority to channels with
higher request rates, i.e., higher p;.

Liu and Layland’s analysis {7] is based on a preemptive
scheduling policy. However, preemptive scheduling is not de-
sirable for cell transmissions, since, if in-progress transmission
of a cell is interrupted, the cell will be lost and has to be
retransmitted, thus wasting network resources. Thus, we have
to use the nonpreemptive rate-monotonic priority scheduling
policy as the cell scheduling policy.> The nonpreemptive rate
monotonic priority scheduler assigns a priority level to each
real-time channel according to its required throughput and in-
progress cell transmission will not be preempted. As a result,
the scheduler provides the minimum throughput p; to each
channel 1.

Since the cell inter-arrival time is larger than, or equal to
L/p; and one cell is permitted to be transmitted every L/p;,
at most one cell of channel ¢ can stay in the scheduler at any
time. Hence, the scheduler needs a buffer of one cell for each
real-time channel.

Let us look at how the rate-monotonic priority scheduler
works. In Fig. 2, the scheduler transmits cells according to p;
values. If there are no cells belonging to real-time channels,
cells from nonreal-time traffic queue are transmitted. In any
case, the cells held at the traffic controllers are not allowed
to be transmitted.

C. Admission Control

In order to provide throughput guarantees at the non-
preemptive rate-monotonic priority scheduler, we need an
appropriate admission control for real-time channels. The
admission-control test involves every node along the path of

2 Although fixed-priority scheduling policies are less efficient than deadline-
scheduling policies in terms of network utilization [7], we prefer the imple-
mentation simplicity of the rate-monotonic priority scheduling.

3Employing a nonpreemptive policy does not affect the optimality of the
rate-monotonic priority scheduling, since the nonpreemptive rate-monotonic
priority scheduling policy is optimal among nonpreemptive fixed-priority
policies, which can be proved using the same arguments in the proof of [7,
Th. 2].
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the real-time channel. If any node along the path fails this test,
the channel request must be denied.

At the scheduler, the throughput guarantee is made not
for bit by bit but for cell by cell. That is, when each cell
arrives at the scheduler with the minimum cell inter-arrival
time L/p; which is guaranteed by the traffic controller, the
scheduler must complete the transmission of the cell before
the next cell’s earliest arrival time, which is the current cell’s
arrival time plus L/p;. We need a schedulability test to verify
whether or not the worst case delivery time is smaller than,
or equal to, the local delay bound L/p;. Using a method
similar to Kandlur’s [8], we derive the schedulability test for
the proposed scheme. Consider a set of real-time channels
{,4=1,---, M} which share a common link ¢, where M is
the number of existing real-time channels on link 4. Denote
the throughput of channel ¢ by p;, and assume that channels
are indexed in the descending order of priority so that p; > p;
if ¢ < j. Then, the schedulability test is given as

ZC{L/”‘] +20< é,

where C is one cell transmission time, L/p; is the link delay
bound of channel ¢’s cell, and all channels 7,1 < j <4, have
higher priority than channel ¢. Note that the first term of
(3) denotes the sum of all the transmission times of cells
belonging to the channels of higher priority than channel
i in the worst case.* C of the second term denotes the
time to complete in-progress cell transmission. The other C
denotes the transmission time of a cell belonging to channel
i. Conceptually, the schedulability condition implies that the
transmission of a cell of channel ¢ must be finished within its
link delay bound, even in the worst case. If the schedulability
condition fails, the cells of channel 7 cannot be transmitted in
the worst case. Therefore, the schedulability condition is also
the necessary condition.

Using this argument, we can show that TCRM emulates
circuit switching in the cell level. Let us define T;(¢,s) as
channel ¢’s traffic transmitted over a link during a time interval
[t,s) for any ¢t and s such that ¢ < s. Then,

s—t s—1
L < Ti(t,s -‘ 6]

) ST 0 <277
The lower bound is derived from the fact that a local delay
bound is guaranteed by the scheduler and the upper bound
comes from traffic regulation by the traffic controller. There-

fore, the average traffic service rate of channel ¢, R;(¢, s),
during the interval [¢,s) is given as

Ri(t,s) = pi : G)

where s — ¢t = k(L/p;) and k = 1,2,---. In other words,
the throughput of channel ¢ is guaranteed to be p; during any
time interval of length L/p;, implying that TCRM emulates
circuit switching, or time division multiple access (TDMA),
in the cell level. However, since our scheme allows best-
effort traffic to be transmitted when time slots reserved by

fori=1,---,M (3)

4Here, the worst case means that all the channels of higher priority than
channel : generate their cells concurrently with channel :.

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 6, NO. 6, DECEMBER 1998

bursty real-time connections are not used, it does not lose the
statistical multiplexing gain of ATM networks, unlike TDMA.

Next, we derive a simple admission-control test from (3).
The schedulability test can be rewritten as

i—1 ) L
Z[”—J]Hg . fori=1,--, M.
e piC

When a new channel of priority & and cell service rate pj, are
requested, we need to conduct the following schedulability
test for all 7 > k:

AR L
|+ —ﬂ+2s .
(Pi-‘ Z‘sz piC

By moving the second and third terms from the left-hand side
to the right-hand side, we get
i—1
{ -‘ - )

HE-
pi PzC =

Now, let us define the residual link capacity sequence R;

Notice that R; indicates how many more channels with the
throughput requirement p; can be accepted. Using R;, we can
construct a new schedulability test algorithm as follows.

Schedulability Test:
1) When a new channel of cell service rate p}, and priority
k is requested:
a) Calculate R; using pj,. If R > 0, go to Step 2).
Otherwise, reject the channel request.
b) Check if [(p}/pi)] < R; for ¢ > k. If that is true,
go to Step 3). Otherwise, reject the channel request.
é) Update R;’s and p;’s for i > k as

pq
Ri — R,‘ - |
* lrﬂi

Pit+1 < Pi-

2) When an existing channel k is disconnected, update E;’s
and p;’s for i >k as

/
Ri_1 <R + Vo—k-l

Pi—1 < Pi.

By storing the residual link capacity sequence R;, we can
reduce the amount of calculation for the channel schedulability
test. The computational complexity of the above algorithm is
O(M).
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D. Bounding End-to-End Delays in Multihop Connections

Using the fact that TCRM guarantees the minimum through-
put p; for channel ¢, we can derive the end-to-end delay bound
of channel ¢. Given the input traffic specification (o, p;) of
channel ¢, during any time interval of length ¢, the amount of

traffic generated by the user may not exceed o; +t - p;. For

convenience, we assume that o; is an integer multiple of the
length of one cell, L. Due to the UNI’s traffic regulation, the
cell-arrival rate at the network entrance is limited by p; and
the burst is held at the buffer of the UNI. We assign a buffer
space of o; for channel .

We now show the boundedness of end-to-end delivery
delays. First, we show that the queue size at the input buffer
of the UNI cannot be larger than ;. During a time interval
[s,t) for any s,¢ such that s < ¢, the maximum amount of
traffic that has arrived at the UNI, x;(s,t), is given by

mi(s,t) = 0; + pi(t - s)

under the leaky bucket model. However, since the traffic is
transmitted cell by cell, the maximum number of cells that
have arrived at the UNI is given by

| ¢ — 1|

1

L/PlJ

During the same interval, the minimum number of cells
transmitted at the UNI, y;(s, ), is given by

wio) =1 75

which comes from the fact that channel ¢ is guaranteed to
have the minimum throughput p; in the cell level. Therefore,
the maximum backlog at the input buffer during the interval
[s,1) is given by Bpax = zi(s,t) — 4i(s,t) = 04, and the
maximurmn number of cells that can exist at the buffer is o; /L.

Using this fact, we can derive the following theorem on the
end-to-end delivery delay bound in ATM networks.

Theorem 2.1: 1f areal-time channel i is specified by (o, p;)
and its guaranteed throughput is p;, then the end-to-end
delivery delay of any cell belonging to channel ¢ is bounded by

z;(s, t)—az+L[

o I &
Di=t+N=+) o ®)

where N is the number of hops that channel ¢ must take and
ey is the propagation delay at the kth link.

Proof: The proof of this theorem is straightforward, since
the end-to-end delivery delay D; is given by

D; =the maximum queueing delay at the UNI

+ Z the maximum queueing delay at the kth node

a

-

the propagation delay at the kth link

.Ih EMZ

N
NELY e ©
Pi k=1

hl?.
)

The first term in (9) comes from the fact that the maximum
number of cells in the buffer of the UNI is o;/L, and each
cell’s queueing delay is L/p; because of the UNI’s traffic
regulation. The reason why the delay at the traffic controller
of each link is omitted in the second term is that the traffic
controller does not hold any cell if it has arrived at the latest
arrival time from the previous node. In such a case, the logical
arrival time is the same as the actual arrival time. Even if
the cell has arrived earlier than its latest arrival time, it is
held at the traffic controller only until its latest arrival time.
This is self-evident from the calculation of the logical arrival
time in (1) and (2). The third term is needed because of the
propagation delay at each switch. By arranging the equation,
we obtain

o; L a
Dizp—z"{-N—.-l-Zek. O

In general, because the burst size will be much larger than
the length of one cell, the end-to-end delay bound D; will be
dominated by o;/p;.

III. COMPARATIVE EVALUATION OF CHANNEL ADMISSIBILITY

To demonstrate the efficiency of TCRM, it is necessary to
investigate the maximum link utilization by real-time traffic.
Liu and Layland proved that the least upper bound of link
utilization of the preemptive version of the rate-monotonic
priority scheduling is approximately 70% when the number of
real-time channels is large, while it is 100% for the deadline-
driven scheduling [7]. The least upper bound of link utilization
does not mean that link utilization greater than the bound
cannot be achieved. A higher utilization can be achieved
if task periods are suitably related to each other, but still
its link utilization is lower than that of the deadline-driven
scheduling. This is similar to the case of nonpreemptive rate-
monotonic priority scheduling, although its link utilization is
lower than that of the preemptive version. For example, the
maximum link iitilization of nonpreemptive rate-monotonic
priority scheduling for one channel is 50%, which can be
calculated easily from (3), while the preemptive version can
achieve 100%. From this, we may conclude that the link
utilization of our scheme can be very low compared to PGPS
in some cases. As in a preemptive version, however, higher
utilization can also be achieved for a nonpreemptive version.
Rather than deriving a theoretical link utilization bound, in this
section, we investigate empirical link utilizations of PGPS,
RTC, RCSP, and TCRM using traces of MPEG-compressed
videos.

As stated earlier, both RTC and PGPS adopt the (o3, p;)
model, while RCSP employs the (X min, Xave, I; Smax) model.
Here, Spax is the length of an ATM cell, i.e., 53 bytes.
Although RTC adopts the leaky bucket model as its input
traffic specification, it interprets p; not as the average cell-
arrival rate but as the maximum traffic-arrival rate [15]. For
this reason, RTC can accept real-time channels only when the
sum of the peak traffic arrival rates is smaller than the link
capacity.



844

L " "
3000 4000 3000

(@)

1000 2000 6000

1000

2000 3000

()

Fig. 3. Frame sizes of compressed video sequences. (a) Star Wars. (b)
Honey, I Blew Up the Kids.
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Our network model is a homogeneous ATM network which
consists of 11 serially connected nodes. We have chosen this
multihop network in order to consider inter-dependency of
delays at different links under PGPS and TCRM [see (8)].
Also, we consider such a simple network configuration rather
than a more general configuration in which real-time channels
are routed and switched at intermediate nodes because the end-
to-end delay bound of a real-time channel is not affected by
switching and routing because of its firewall property [16]. As
long as each intermediate link provides a local delay bound,
the end-to-end delay bound of a real-time channel does not
change, regardless whether it joins and leaves other channels
at the intermediate links or not. In the network, the first node
is the sender and the 11th node is the receiver. Thus, the path
from the sender to the receiver has ten intermediate links.
Each link has the transmission bandwidth of 100 Mbits/s.
The traffic data used in the calculations are obtained from
two MPEG-coded movie clips: Star Wars (Sequence 1) and
Honey, I Blew Up the Kids (Sequence 2). An MPEG-coded
video yields an exemplary type of VBR traffic. These two
sequences consist of frames generated once every 1/30 s.
The frame sizes of two sequences are plotted in Fig. 3,
where the z axis is the frame number and the y axis is the
frame size measured in cells. In this example, we consider
two cases; one is multiplexing homogeneous traffic, and the
other is multiplexing heterogeneous traffic. In multiplexing
homogeneous traffic, we consider either sequence alone and
calculate the end-to-end delay bound against the number of
real-time channels established. In multiplexing heterogeneous
traffic, we attempt to establish real-time channels for both
sequences together, and calculate the number of real-time
channels of Sequence 1 that can be established while varying
the number of real-time channels of Sequence 2.

A. Multiplexing Homogeneous Traffic

First, let us consider Sequence 1. The maximum number of
cells per frame is 670, and the average number of cells per
frame is 227.69. Since the size of a cell is 424 bits (53 bytes x
8 bits/byte = 424 bits), the peak traffic-generation rate is 8.52
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Fig. 4. Achievable end-to-end delay bounds: Star Wars.

Mbits/s, and the average traffic generation rate is 2.89 Mbits/s.
We set the user’s end-to-end delay requirement to 10 x 1/30
s. Then, the local delay bound at each link is 1/30 s. We now
want to compute the number of real-time channels that can be
established. By reserving a bandwidth equal to the peak traffic
generation rate for each channel, the number of channels that
can be established in a circuit-switched network is

|

To calculate the end-to-end delay bounds under TCRM, we
first determine the burst size o; and the required throughput
p; from the frame size sequence { f;}i1 ... n, where N is the
number of frames in the sequence. We assume that the link
capacity is evenly distributed to the real-time channels on the
link. Then, the throughput p; is obtained by dividing the link
capacity by the number of channels plus one, which is needed
to pass the schedulability test. Note that this throughput must
be larger than the average traffic-generation rate of a real-
time channel (here, 2.89 Mbits/s) to bound end-to-end delays.
The bucket size o; is given as the maximum number of cells
accumulated at the UNI when the average cell drain rate is
p;. Then,

100 Mbits/s

8.52 Mbits/sJ = 11 (channels).

n+m .
ai:maxma,x’VZ (fl—;; )], m,n € {1,---,N}.
l=n

(10)

By plugging o; and p; into (8), we calculate the end-to-end
delay bounds for Sequence 1. In this example, we assume that
the propagation delay is negligible. The results are plotted in
Fig. 4; one can establish a-maximum of 21 channels, given
that the user-requested end-to-end delay bound is 1/3 s.

For PGPS, we derive (o, p;) in the same way as we did
for TCRM, except that we obtain p; by dividing the link
capacity by the number of channels, because PGPS uses the
link utilization test for its admission control. Using the formula
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in [10], we calculate the end-to-end delay bounds. Given that
the user-requested bound is 1/3 s, a maximum of 22 channels
can be established.

With RTC, we can establish 11 channels based on the
schedulability test in [8]. This number is the same as that
of a circuit-switching network. This is due to the fact that
RTC interprets p; as the maximum traffic-arrival rate, as stated
earlier. The end-to-end delay bounds are derived based on the
worst case response time in [8].

For RCSP, we use here only one priority level with a local
delay bound of 1/30 s because the characteristics of all the
channels are assumed to be homogeneous. In [17], the local
delay bound is calculated differently, depending on whether
the peak utilization exceeds 1 or not. We calculated the
parameters X in, Xave, and I from the frame size sequence
as follows. First, the minimum cell inter-arrival time X ,;, is
simply given by a frame interval divided by the maximum
frame size. For the average cell inter-arrival time X,y., we
must consider the average cell-arrival rate. As with TCRM
and PGPS, the average traffic arrival rate is given by the
link bandwidth divided by the number of real-time channels
established. Then, the average cell-arrival rate is the average
traffic arrival rate divided by the cell size, and X, is
given by the reciprocal of the average cell-arrival rate. I is
determined so that the average cell inter-arrival time during
any time interval over [ is larger than X,... According to our
calculation, I becomes very large as the peak link utilization
exceeds 1. This is why the delay bound jumps suddenly as the
peak link utilization exceeds 1. Given that the user-requested
end-to-end delay bound is 1/3 s, a maximum of 15 channels
can be established.

In Fig. 4, until the 11th channel is established, all four
schemes show reasonable end-to-end delay bounds. However,
when the peak utilization exceeds 1 (i.e., the number of
channels is greater than 11), RCSP is shown to exhibit rapidly
increasing delay bounds. RTC does not guarantee bounded
delays when the peak utilization exceeds 1. TCRM and PGPS
show reasonable end-to-end delays, even when the number
of real-time channels is fairly large. The reason why TCRM
is slightly less efficient than PGPS is that TCRM employs
a fixed-priority scheduling, while PGPS adopts an optimal
deadline-based scheduling.

Next, let us consider Sequence 2. The maximum number
of cells per frame is 930, and the average number of cells
per frame is 118.29. Thus, the peak traffic-generation rate is
11.83 Mbits/s, and the average traffic generation rate is 1.50
Mbits/s. Then, the number of channels that can be established
in a circuit-switched network is 9, and the maximum number
of channels that can provide bounded delays based on the
average traffic generation is 66. The end-to-end delay bounds
are plotted in Fig. 5. This figure shows a result similar to that
of Sequence 1.

B. Multiplexing Heterogeneous Traffic

In order to compare the channel admissibility in a heteroge-
neous environment, we calculate the number of establishable
real-time channels of Sequence 2 with a fixed number of real-
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Fig. 5. Achievable end-to-end delay bounds: Honey, I Blew Up the Kids.

TABLE 1
TrAFFIC DESCRIPTION PARAMETERS FOR TCRM, PGPS, aNnp RCSP

Sequence 2

7.33% x 10° (bits)
2.564 x 10° (bits/sec)
7.334 x 10° (bits)
2.564 x 10° (bits/sec)
3.584 x 10~° (sec)
6.784 x 107 (sec)
0.1 (sec)

Sequence 1
TCRM | o; 9.761 x 10 (bits)
Pi 4.762 x 10° {bits/sec)
PGPS |a; | 9.761 x 10° (bits)
i 4.762 x 10° (bits/sec)
Konin | 4.975 x 1075 (sec)
RCSP | X,.. | 6.36 x 10~ (sec)
I 0.1 (sec)

time channels of Sequence 1 already established. To this end,
we need to fix the traffic description parameters. We use the
same network model and user requirements considered in the
homogeneous case, and we omit the analysis of RTC since
its channel admissibility is quite low, as shown in the case of
multiplexing homogeneous traffic.

Based on the user requirements and traffic characteristics,
we derived the traffic description parameters for TCRM,
PGPS, and RCSP as shown in Table I. We obtain these
values from the case when the maximum number of real-
time channels are established given that the user end-to-end
delay bound is 1/3 s. For example, the parameters of RCSP for
Sequence 1 are derived when the number of real-time channels
is 15 (see Fig. 4). Interestingly, the parameters of TCRM and
PGPS have the same values. This is because the end-to-end
delay bounds of both methods are very close to each other
(see (8) and the end-to-end delay bound equation of PGPS
{10]). Note that Sequence 1 requires a higher bandwidth than
Sequence 2, although the peak traffic generation of Sequence 2
is higher than that of Sequence 1. This indicates that Sequence
2 is more bursty than Sequence 1.

Using the derived traffic parameters, we first establish a
fixed number of real-time channels consisting of Sequence
1, then determine the maximum number of establishable
real-time channels consisting of Sequence 2. As the number
of channels of Sequence 1 increases, that of Sequence 2
decreases. Fig. 6 shows the results for RCSP, PGPS, and
TCRM. Note that the channel admissibility of TCRM is very
close to that of PGPS, while that of RCSP is not very good.
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Fig. 6. Channel accommodability for the heterogeneous case.

In this example,’ we have verified that the performance of
PGPS is superior to that of RCSP and RTC. This is, as pointed
out in [18], because the end-to-end delay bounds are simply
given as the sums of the worst case delays at intermediate links
along the path of a channel in RCSP and RTC. They ignore
the inter-dependency of link delays at different intermediate
links unlike PGPS. In PGPS [10], if we ignore minor terms,
the end-to-end delay bound is given by
o, + KL

Pi
where K is the number of hops of the path that channel :
takes. Thus, the worst case cell delay under PGPS consists
of the time needed to clear the maximum burst of size o;
at a drain rate p; and the time needed to transmit an ATM
cell at p; at all the intermediate links. Although the end-to-
end delay bound of TCRM in (8) consists of the same terms
used in (11) except propagation delay, its physical meaning is
different from that of PGPS. While backlogs can be built up at
any intermediate link in PGPS because of its work-conserving
policy, bursts are always held at the UNI in TCRM. Also, at
the intermediate links, both the maximum and the minimum
throughput guarantees are given as p; in TCRM, whereas only
the minimum throughput is guaranteed in PGPS.

Holding the burst at the network entry was also considered
in [18], which was published at the same conference where
an earlier version of this paper was published. Although their
work has been done independently of our work, their approach
and ours have many similarities. Besides the function of the
UNI, service disciplines employed inside the network share
the same structure. Their service discipline, Rate-Controlled
Service with Earliest-Deadline-First (RCS-EDF), consists of
rate controllers and a link scheduler like TCRM. The only
difference is that their link scheduler is a deadline-based
scheduler, while our link scheduler is a rate-monotonic priority
scheduler. Because of its deadline-based scheduling policy,

D (11)

end-to-end ~

5 Delay-EDD [3] is omitted in this comparison, as it shares many similarities
with RTC and RCSP. In particular, it shares the same input traffic specification
with RCSP, but its admission control test for deterministic performance
guarantees is based solely on the peak traffic generation rate and, thus, its
channel admissibility is very poor.
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RCS-EDF can achieve the same channel admissibility as PGPS
shown in this section. While they gave a theoretical result
on how to simulate the performance of PGPS using a rate-
controlled service discipline, our goal is to provide a service
discipline which is simple to implement, while still achieving
reasonably good performance.

IV. IMPLEMENTATION

We now present a simple hardware implementation of
TCRM and discuss its implementation cost against other
schemes.

A. Traffic Controller

As stated in Section II, a traffic controller is assigned to
each real-time channel. In an actual hardware implementation,
however, one traffic controller is made responsible for all real-
time channels for cost and flexibility reasons. Had one traffic
controller been assigned to each real-time channel, a traffic
controller must be assigned (deassigned) every time a real-
time channel is established (terminated). Although the traffic
controller can be implemented with a modified calendar queue,

- as discussed in [19], its scalability is limited for two reasons.

First, the number of the time bins of the calendar queue
depends on the range-of logical arrival times. For instance,
if the link capacity is 1 Gb/s and if the minimum throughput
that can be allocated to a real-time channel is 1 kb/s, acell of a
particular channel may arrive once every 10° cell-transmission
times. Then, the number of the time bins needed is at least
10% if a single time bin corresponds to one cell-transmission
time. As the link capacity grows while the minimum allocable
throughput is fixed, the number of the time bins also increases.
Although a hierarchical structure can mitigate this problem,
the result is that the hardware implementation becomes more
complex. Second, the storage requirement of each time bin
is the maximum number of real-time channels that can be
established, assuming that cells are directly stored in the time
bins. Consider the worst case scenario that all the channels
have cells with the same logical arrival times. In such a case,
all cells are stored in the same time bin, leaving the other time
bins empty. In order to avoid cell loss, each time bin must be
able to store a cell per channel. In this example, the number
of real-time channels that can be established simultaneously
is 108 and, thus, the total storage requirement of the calendar
queue is 102 cells. Since the number of cells that can co-
exist in the queue is at most 10°, the memory utilization will
be extremely poor (= 1076). In addition, such an excessive
storage requirement limits the scalability of a traffic controller
implemented with the calendar queue.

Employing a dynamic priority queue is one way to avoid
this inefficient memory usage. In the dynamic priority queue
approach, even if all cells have the same logical arrival time,
they are not stored in the same time bin, but stored in separate
entries while keeping the same priority. Thus, the number
of entries needed is the maximum number of cells that can
simultaneously reside in the traffic controller. In this approach,
each cell is indexed with its logical arrival time, and the
priority queue sorts cells using their indexes. Thus, the cell
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(a) The systolic array priority queue and (b) systolic array block.

Fig. 7.

with the earliest logical arrival time is assigned the highest
priority. Only the cell in the highest priority level will be
checked for its eligibility. If the cell is on time, i.e., its logical
arrival time equals the current time, it will be transferred to
the scheduler. Otherwise, the cell is held in the priority queue
until its logical arrival time is reached.

There are several hardware implementations of a dynamic
priority queue [20]-[25]. Among them, the systolic array
priority queue [24], [25], despite its high implementation cost,
is the only candidate known to date that satisfies both the speed
and scalability requirements. Hence, we use a systolic array
priority queue to design the traffic controller. The example
traffic controller based on the systolic array priority queue in
Fig. 7 consists of an array of identical blocks, with each block
holding a single entry. When a new cell of channel ¢ arrives,
it is stored in a shared memory, and its logical arrival time
is calculated using (2). The calculation can be done using
a simple adder which needs two state variables, channel ¢’s
minimum cell inter-arrival time, (L/p;), and the time when
the last cell of channel ¢ was transferred to the scheduler. The
former is constant for channel ¢ and the latter is recorded every
time a cell is transferred to the scheduler. Then, the address and
the logical arrival time of the cell are recorded in the address
field and the priority field of the new entry in the systolic

Read  Write

termp register
right block

read/write
from right block

array priority queue, respectively. That is, the logical arrival.
time of the cell is assigned to the priority index of the entry,
the address field of which contains the location of the cell in
the shared memory. When a newly arrived cell is inserted into
the new entry of the queue, only the zeroth block compares the
priority of its entry with that of the new entry. During the next
cycle, the cell with the larger logical arrival time is inserted
into the left neighbor’s block. The left neighbor’s block repeats
the same process of comparing and sending the lower priority
entry to the next block each cycle. Thus, the systolic array does
not become fully sorted until several cycles after inserting the
newly arrived cell. However, both insertion and removal of an
entry are constant-time operations from the viewpoint of an
outgoing link. Because each block passes lower priority entries
to the next block, the zeroth block always holds the highest
priority entry (i.e., the one with the smallest logical arrival
time) in the queue. The logical arrival time of the entry in the
zeroth block is compared with the current time. If they match,
the entry is removed from the priority queue, and the corre-
sponding cell is logically transferred to the scheduler, meaning
that the cell’s address and the throughput reserved for channel
i are transferred into the scheduler. Once an entry is removed
from the block, the zeroth block gets the entry from its left
neighbor block, performing a right shift on the entire queue.
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Each systolic array block consists of a holding register,
which stores the entries in a sorted order, as well as a
temporary register, which holds entries en route to the next
block to the left. The lower priority entry in a block is passed
during an enqueue operation. Multiplexors, a comparator, and
decision logic also make up the rest of the block. The diagram
of a systolic array block is given in Fig. 7. Queue capacity
is increased by adding more blocks to the end of the queue
(without using a central controller), thus making the systolic
array priority queue scalable. Also, there is no bus loading
problem which usually limits the scalability of the other
priority queue structures [26]. As a result, the traffic controller
built with a systolic array priority queue has good scalability.

The number of priority levels (i.e., the number of possi-
ble logical arrival times) affects the cost and delay of the
comparator. It increases linearly with each extra bit in the
priority field. The delay of the comparator can be controlled by
employing a parallel comparator [27] at the expense of higher
implementation cost. Another drawback is that the systolic
array priority queue requires twice as many registers as the
other structures [20]-[25] because of the temporary register
in each block. Moon e al. proposed a modified systolic array
priority queue in order to solve this problem [26] which can
be used to implement a traffic controller.

B. Rate-Monotonic Priority Scheduler

In the rate-monotonic priority scheduler, a channel’s priority
is fixed according to its throughput requirement and, thus, it
can be implemented with a fixed priority queue, e.g., a FIFO
priority queue [21]. In this approach, each channel is assigned
its own private FIFO queue. Thus, when a cell of channel ¢
arrives, it is inserted into the channel’s FIFO queue. During a
cell-transmission stage, a priority encoder scans the heads of
these FIFO queues (in decreasing order) and removes a cell
from the first nonempty FIFO queue. Although this architec-
ture does not require any complex function and, thus, is simple
to implement, it has poor scalability because increasing priority
levels requires adding more FIFO queues, which results in: 1)
added hardware cost and increased complexity of the priority
encoder and 2) increased delay in the priority encoder.

The scalability of a systolic array priority queue makes it
also suitable for implementing a rate-monotonic priority sched-
uler. The scheduler built with a systolic array priority queue
has basically the same structure as the traffic controller built
with it, except for the following differences. First, while the
priority index indicates a cell’s logical arrival time in the traffic
controller, in the scheduler, it indicates the reserved throughput
of a real-time channel. Since the reserved throughput of a
channel is constant, the priority index need not be calculated
every time a cell arrives at the scheduler. Second, the cell
in the zeroth block, i.e., the one with the highest priority, is
immediately transmitted via an outgoing link when the link is
idle, whereas in the traffic controller, the cell with the highest
priority is held until its logical arrival time is reached.

C. Implementation Cost

As mentioned earlier, in spite of its high implementation
cost, the use of a systolic array priority queue in implementing
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the traffic controller can be justified because of its good
scalability. Let N denote the maximum number of real-time
channels that can co-exist. Then, the traffic controller needs
N systolic array blocks to guarantee no cell losses, since each
channel can have at most one cell in the scheduler. The size
of an entry’s priority index in a systolic array block depends
on the range of logical arrival times in the traffic controller.
For example, if the link speed is 1 Gb/s and the minimum
allocable bandwidth is 1 kb/s, cells of a particular channel
may be generated once every 10° cell-transmission times.
If the minimum “grain” of logical arrival time is one cell
transmission time, the traffic controller can have 108 different
logical arrival times. Then, the size of the priority index is
given by log, 106 ~ 20.5 A 20-bit comparator is expensive,
but this cost is unavoidable in any scheme that uses timing
information in scheduling cells, e.g., PGPS and RCSP.

Let us consider the implementation cost of a rate-monotonic
priority scheduler. The number of systolic array blocks in
the scheduler also equals the maximum number of real-time
channels that can be established. The difference is in the size of
priority indexes of the entries in each block. In the scheduler,
the priority indexes represent the bandwidths allocated to
real-time channels. Theoretically, TCRM may assign arbitrary
bandwidths to individual real-time channels and, thus, in the
worst case scenario, the number of priority levels equals the
number of real-time channels. In reality, however, this is not
the case. In most applications, certain typical bandwidths are
assigned to individual channels, e.g., 64 kb/s voice channels,
1.5 Mb/s video channels, etc. Thus, it is reasonable to assume a
set of “standard” bandwidths that can be assigned to individual
real-time channels. In this case, if two channels have the same
bandwidth requirement, the cells of both channels are assigned
the same priority index. If there are more than two cells
with the same priority index in the scheduler, ties are broken
arbitrarily. If a real-time channel with a nonstandard bandwidth
requirement is requested, one may assign the nearest higher
standard bandwidth. Then, if the number of allowed bandwidth
levels is 1000, a 10-bit comparator is needed for each systolic
array block.

The other implementation costs of TCRM come from a table
for storing throughputs of real-time channels and a table for
storing the logical arrival times of the cells seen last in the .
scheduler for each channel. In order to avoid the calculation
of the minimum cell inter-arrival time, L/p;, one may store
the minimum cell inter-arrival time instead of the throughput
requirement. In this case, the minimum cell inter-arrival time
is used to find the priority level of a cell in the scheduler.
Storing per-connection state information is unavoidable in any
cell scheduling scheme when per-connection QoS guarantees
need to be provided.

In terms of implementation cost and scalability, the imple-
mentation .of TCRM with a systolic array priority queue is
much better than the other schemes that are known to provide
optimal performance: PGPS [6], [10] and RCS-EDF [18]. Let
us first consider PGPS. PGPS can also be implemented using
the same systolic array priority queue as TCRM. Considering

61n order to avoid cell losses when multiple cells have an identical logical
arrival time, the time grain must be smaller than one cell transmission time.
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scalability, this implementation is the only choice for PGPS.
Since PGPS is a work-conserving service discipline, it does
not require two priority queues, but a single priority queue. It
may seem advantageous to have a single priority queue, but
PGPS requires excessive storage space because of its work-
conserving service policy; that is, the buffer requirement of
PGPS increases as we move along the downstream nodes [10].
Even without considering the increase of buffer requirement
at the downstream nodes, the minimum buffer requirement for
channel ¢ at every link is larger than o;. The burst size o;
actually depends on applications, but it is generally large. For
instance, the burst size of Sequence 1 in the previous section

is 2302 cells (9.761 x 10%/424). Thus, PGPS requires a buffer -

of 2302 cells for a channel of Sequence 1, whereas the buffer
requirement of TCRM is only 2 cells. Moreover, the number
of systolic array blocks in the priority queue must be equal to
the sum of burst sizes of all the real-time channels. In contrast,
TCRM requires only 2 blocks for each channel.

Besides its buffer requirement, PGPS has a large range of
deadlines because of its work-conserving service policy. The
range of deadlines in PGPS is close to the worst case end-to-
end delay bound, i.e., approximately o;/p; for channel ¢. The
range of deadlines determines the size of the priority index
of comparators and a longer range makes the implementation
of PGPS costlier. By contrast, TCRM has a smaller range of
logical arrival times and, thus, requires cheaper comparators.

Finally, PGPS requires the calculation of the virtual finish
time of each cell, which is quite complex and computation-
ally expensive. Although some approximation approaches like
Self-Clocked Fair Queueing (SCFQ) [28], [29] may simplify
the calculation, they cannot avoid the large buffer requirement
and the large range of deadlines because they still employ
work-conserving service policies.

Now, let us consider RCS-EDF, which achieves the same
performance as PGPS. Although RCS-EDF is a nonwork-
conserving service discipline, its implementation cost, how-
ever, is much lower than that of PGPS. In RCS-EDF, the
rate controller and the EDF scheduler basically have the
same structure, since they both sort cells using timestamps
which are logical arrival times in the rate controller and
deadlines in the EDF scheduler. Because of the nonwork-
conserving service property, the ranges of logical arrival times
and deadlines are identical. The only difference is that the
EDF scheduler does not need a comparator which monitors
the logical arrival time of the highest priority cell. Note
that the highest priority cell is not held, but transmitted
immediately in the EDF scheduler. Overall, RCS-EDF has
two systolic array priority queues which are almost identical
in terms of implementation cost. Compared to TCRM, RCS-
EDF has a rate controller which is the same as a traffic
controller of TCRM, but has a different scheduler. Thus, we
need only to compare schedulers of TCRM and RCS-EDF in
terms of implementation cost. First, both schemes require the
same number of systolic array blocks, since the maximum
number of cells that can co-exist is the same because of
their nonwork-conserving nature. However, considering the
component blocks, the EDF scheduler of RCS-EDF is more
expensive than the rate-monotonic priority scheduler if we

assume a standard set of bandwidths employed in TCRM. In
the above example, if the number of allowed bandwidth levels
is 1000 and the minimum allocable bandwidth is 1 kb/s while
the link speed is 1 Gb/s, TCRM requires a 10-bit comparator
for each systolic array block. On the other hand, RCS-EDF
requires a 20-bit comparator, since its priority indexes are not
bandwidth levels, but cell deadlines, and since cell deadlines
are independent of bandwidth levels.

V. CONCLUSION

We have proposed a cell multiplexer called the TCRM to
realize real-time communication in ATM networks. TCRM:
1) provides bounded end-to-end delays which are essential
for real-time communication and 2) is simple enough to
operate in large-scale high-speed ATM networks. We have
achieved this goal by employing traffic shaping at the UNI
and separating the traffic controller from the rate-monotonic
priority scheduler. TCRM requires only a small buffer space
inside the network, i.e., buffer space for only two cells for each
real-time channel, one for the traffic controller and the other
for the scheduler. TCRM is shown to not only emulate circuit
switching in the cell level, but also provide VBR services
without losing statistical multiplexing gain of ATM networks.
We have developed a simple admission-test algorithm and
also presented a hardware implementation of TCRM using a
systolic array priority queue. This implementation scales well
(important for large-scale high-speed networks) and requires
far less memory than the implementation of PGPS. TCRM
has been compared to RTC, RCSP, and PGPS in terms
of simplicity and efficiency (channel admissibility). TCRM
is similar to RCSP and RTC in terms of implementation
complexity, but can achieve high channel admissibility similar
to that of PGPS, which is much more complex to implement
than TCRM.

By disallowing interaction among real-time channels,
TCRM provides deterministic real-time communication ser-
vices. Using deterministic real-time communication services
does not necessarily result in inefficient usage of network
resources, since the bandwidth which is reserved but left
unused by real-time channels can be used for transmitting
nonreal-time traffic. However, it limits the number of real-time
channels that can be accommodated. In order to accommodate
more real-time channels, different real-time channels must be
multiplexed statistically. Currently, we are investigating how
often QoS guarantees are violated in the presence of statistical
multiplexing.
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